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ABSTRACT
Forecasting is an important data analysis technique and
serves as the basis for business planning in many applica-
tion areas such as energy, sales and traffic management. The
currently employed statistical models already provide very
accurate predictions, but the forecasting calculation process
is very time consuming. This is especially true since many
application domains deal with hierarchically organized data.
Forecasting in these environments is especially challenging
due to ensuring forecasting consistency between hierarchy
levels, which leads to an increased data processing and com-
munication effort. For this purpose, we introduce our novel
hierarchical forecasting approach, where we propose to push
forecast models to the entities on the lowest hierarch level
and reuse these models to efficiently create forecast mod-
els on higher hierarchical levels. With that we avoid the
time-consuming parameter estimation process and allow an
almost instant calculation of forecasts.
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1. INTRODUCTION
Time series forecasting is the basis for manual and auto-
matic planning in many application domains such as sales,
traffic control and energy management [8]. The forecasting
calculation is based on mathematical models called forecast
models that use a parameterized relationship between past
and future values to describe the behavior of a time series.
To allow for accurate forecasts, the parameters are adapted
to the specifics of the time series, by estimating them on
a training data set using local and global numerical opti-
mization algorithms with the goal of minimizing the forecast
error measured in terms of some error metric [9]. This esti-
mation is typically very time consuming, since it requires a
large number of simulations. The reason is that the parame-
ter search space increases exponentially with the number of
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forecast model parameters. In addition, many application
domains exhibit a hierarchical data organization, where time
series are aggregated along the hierarchy using some dimen-
sional attributes [10, 4]. Forecasting in hierarchical environ-
ments is very complex, since it involves multiple entities and
forecast models on different hierarchical levels. Thus, it is
necessary to ensure forecasting consistency among all enti-
ties and across all levels of the hierarchy. This is especially
an issue in application domains that require the availabil-
ity of accurate forecasts at any point in time. One example
is the energy domain, where accurate forecasts are the ba-
sis for the balancing of energy consumption and production
on the electricity grid. There, with an increasing share of
renewable energy sources, new requirements are posed on
this balancing task. The reason is that renewables highly
depend on exogenous influences (e.g., the weather), which
means that their energy production cannot be planned like
traditional energy sources. In addition, there is only insuf-
ficient storage capacity and thus, the energy production of
renewables must be used when available. Research projects
such as MIRABEL [12] and MeRegio [11] develop advanced
technologies such as demand response systems and flexible
energy requests [1, 2] to address the issue of real-time en-
ergy balancing and an increased utilization of RES. Most
of these approaches have in common that they require an
efficient and fast calculation of accurate predictions.

To allow constantly available accurate forecasts, we intro-
duce our novel hierarchical forecasting approach that ex-
ploits the structure of hierarchically organized time series to
increase the forecasting efficiency. In the following, we de-
scribe our approach using the energy domain as an example.
However, our approach can be easily adapted to other appli-
cation domains that deal with hierarchical time series. The
European energy market is hierarchically organized with en-
ergy consumers and producers forming the lowest level of the
hierarchy. They are are pooled into several balance groups,
with the goal of balancing the energy consumption and pro-
duction within these groups. Balance groups are controlled
by balance responsible parties that form the second level of
the hierarchy. The third level comprises transmission system
operators (TSO) responsible for the operation of a certain
segment of the transmission grid. Recently with an increas-
ing deployment of smart grid technology, more and more
entities on the lowest level are equipped with smart me-
ters used to continuously monitor the amount of consumed
or produced energy. The basic idea of our approach is to
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utilize the data processing capabilities provided by smart
meters and to push the responsibility of creating and main-
taining forecast models directly to the customer (consumers
and producers). Thus, next to their task of recording current
measurements, smart meters gain the capability to forecast
future consumption and production using the provided fore-
cast models. Each customer forecast model represents the
individual energy consumption and production behavior of
a single entity on the lowest hierarchical level. Entities on
higher levels that are responsible for balancing energy de-
mand and supply, can utilize the single customer forecast
models to create a global forecast model representing the
overall consumption or production behavior of all connected
lower level entities. The used forecast model aggregation
is much faster than the estimation or re-estimation of a
global forecast model based on an aggregated time series.
Thus, our approach allows balancing companies to almost
instantly calculate very accurate forecasts as required for
balancing energy demand and supply in real-time. Further-
more, customers can also benefit from the added forecasting
capabilities, since they additionally enable advanced smart
building and smart home systems.

2. HIERARCHICAL FORECASTING
Forecasting in a hierarchical system such as the European
energy market, is currently organized in a way that higher
level entities calculate forecasts based on the aggregated
data of lower level entities. In this context, a balance re-
sponsible party (BRP) on the second hierarchy level, fore-
casts the energy consumption and production for its group
of customers, using the data provided by the correspond-
ing entities. Thus, after aggregating the data of all enti-
ties the BRP estimates a forecast model fitted to the ag-
gregated data, which describes the energy consumption and
production behavior of the entire balance group. Further-
more, typically the BRP maintains forecast models for large
consumers and producers as well as private households in a
certain granularity.

In the energy domain new measurements are constantly avail-
able, which means that entities on the lowest level contin-
uously or in fixed intervals communicate changes to the re-
sponsible entity on the next hierarchy level. Since new mea-
surements might change the time series behavior, it is nec-
essary to adapt the forecast models the BRP is responsible
for to the most recent time series updates. Besides high
communication efforts, a forecast model adaptation in most
cases means a re-estimation of the forecast model parame-
ters, which renders the adaptation process almost as time
consuming as the initial forecast model creation. Thus, the
maintenance of all forecast models leads to large efforts for
the BRP. Furthermore, the BRP might face the issue of not
being able to fulfill possible execution deadlines posed by
real-time balancing. To solve this issue, we propose a hi-
erarchical forecasting approach that utilizes the hierarchical
structure of the european energy market to substantially in-
crease the forecasting calculation efficiency.

2.1 Forecast Model Aggregation
The core idea of our approach is a decentralization of the
forecasting process. In particular, we push the responsibil-
ity to build and maintain a forecast model to the entities on
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Figure 1: Estimation vs. Aggregation Approach

the lowest level. A forecast model can be seen as a represen-
tation of a customer consumption or production time series,
meaning that in an ideal case the values provided by the fore-
cast model are identical to the actual measurements. While
in the real world forecast models always describe an average
behavior over a certain time frame and thus, in most cases
exhibit a certain deviation between the model values and the
real values, the forecast error is typically decreasing with an
increasing aggregation level across the hierarchy. The reason
is that in a group of entities fluctuations of a single entity are
for the most part neutralized by other entities in the group.
Following these facts, instead of providing and aggregating
time series values we transmit the individual forecast mod-
els MK of single customers and aggregate them to directly
form a global forecast model M . No estimation of the global
forecast model is required. Similar to the aggregated time
series the global forecast model approximately describes the
energy consumption and production of the entire group and
can be used to predict future values. Figure 1 illustrates our
hierarchical forecasting approach compared to the conven-
tional model creation based on time series aggregation. For
the conventional way on the left-hand side we aggregate the
time series and subsequently use optimization algorithms to
create the global forecast models. In contrast, using our ap-
proach on the right-hand side, we directly create the global
forecast model based on the single customer models.

The aggregation of forecast models works as follows: A fore-
cast model M consists of multiple forecast model compo-
nents C, each comprising a time series coefficient x (i.e., the
representative of the time series) and a corresponding pa-
rameter p. The linear model a · x+ b for example comprise
of the two forecast model components a · x and b, where
a and b are the parameters and x and 1 (omitted) are the
respective coefficients. The single customer forecast models
are aggregated by creating a weighted linear combination for
each of the forecast model components ωk ·Ck +ωl ·Cl + ....
Accordingly, to create a component for a specific global fore-
cast model we involve all connected lower level entities into
the linear combination. Since each entity consumes or pro-
duces a different amount of energy, they should likewise have
a different influence on the global forecast model M . There-
fore, we use the share of an entity on the global consumption
(or production) ω as its weight. The share of an entity is
estimated based on its average energy consumption in the re-
cent past (e.g., in the last week) and the consumption of the
group in the same time frame. Calculating a weighted linear
combination is far less time-consuming than re-estimating
the forecast model parameters using numerical optimization
algorithms. Thus, we provide a very efficient way for entities
on higher hierarchical level to calculate accurate forecasts.
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Figure 2: The communication protocol of the hierarchical forecasting system

A pre-requisite for our approach to work in the energy do-
main is that higher level entities have the possibility to de-
termine the current global consumption or production for
their group of lower level entities. Since smart grid technol-
ogy is getting more and more deployed, transmission system
operators may provide energy consumption and production
information in different granularities. In addition, previ-
ously there was only a limited distribution of smart meters,
which means that metering devices on the granularity level
of balance groups were used to measure the global consump-
tion and production data necessary for managing balance
groups. Thus, it is safe to assume that higher level entities
have the respective global measurement data available.

2.2 Hierarchical Communication
In addition to the forecast model aggregation, our hierarchi-
cal forecasting approach enables a more dynamic communi-
cation between the entities on different hierarchical levels.
Instead of transmitting values in a fixed interval as typically
done in the conventional approach, a lower level entity ini-
tiates an information exchange depending on the accuracy
of its forecast model; as long as the base model is up-to-
date there is no need to exchange information between the
hierarchy levels. In general a forecast model transmission in
the context of our communication protocol is a vector con-
taining: the previous and current parameter combination
of the forecast model, the average consumption/production,
and some statistical information (e.g., date of last forecast
model estimation, estimation error). Instead of just sub-
mitting the new parameter combination, we also added the
old parameter combination to determine the direction vector
of the change and the significance of the adaptation. The
transmitted average consumption is used to determine the
share of a single entity (compare Section 2.1).

The protocol is illustrated in Figure 2 and divides into two
parts the initialization and the runtime part. The initializa-
tion is conducted when our hierarchical forecasting is used
for the first time or when large organizational changes oc-
curred. (1) It starts with requesting the individual forecast
models from all lower level entities. (2) Each entity creates
an up-to-date forecast model and transmits the model to the
higher level entity. (3) There, all individual forecast models
are aggregated to form the initial global forecast model. (4a)
During runtime the higher level entity uses the initial global
forecast model to calculate forecasts. (4b) At the same time,
the entities on the lowest level continuously append new
measurements to their time series and (5) use these infor-
mation to evaluate the accuracy of the their forecast models.
(6) As soon as the forecast error violates a given accuracy

threshold, the respective entity adapts the forecast model by
re-estimating its parameters and transmitting the changes
to the higher level entity. (7) The higher level entity picks
up the changes and adapts its forecast model accordingly,
which is afterwards again used to calculate forecasts. Dur-
ing runtime, only entities that adapted their forecast model
are transmitting information. Our communication protocol
also works between multiple hierarchy levels in a cascading
way. This means that entities on the lowest level commu-
nicate only with entities on the second level, which likewise
inform entities on the third level and so on. With that we
ensure that each level receives the provided information in
the necessary granularity.

Thus, our communication protocol provides an efficient way
for exchanging information within a hierarchy. In most cases
it is sufficient to just transmit data when changes occurred
at the lowest hierarchy level. However, for billing purposes,
it is still necessary to collect the actual consumption or pro-
duction data from the lower level entities at least once per
accounting period. However, the transmission of these infor-
mation can happen asynchronously to the actual hierarchi-
cal forecasting process and thus, under consideration of free
transmission and processing resources. Thus, our communi-
cation protocol still increases the communication flexibility.
Additionally, we can use these billing information to verify
and adapt the average historic share.

2.3 Benefits of the Approach
With our hierarchical forecasting approach we provide an
efficient way for creating global forecast models at higher
hierarchy levels. The aggregation of forecast models is far
less time consuming compared to the conventional param-
eter estimation and thus, enables a rapid provisioning of
forecasting results. As a result, entities responsible for bal-
ancing energy demand and supply such as the balance re-
sponsible parties and transmission system operators are en-
abled to work in the new real-time balancing environment.
In addition, customers also directly benefit from integrat-
ing forecast models into their smart meters. The forecasting
capabilities enable them to better analyze their energy con-
sumption behavior and predict their possible future demand.
Furthermore forecasting at the customer site is the basis for
enhanced functionalities in smart home and smart building
systems, by determining energy saving potentials and more
intelligent regulation of the energy usage in buildings. Even
the usage of concepts such as the MIRABEL flex-offers [2]
or other demand-response systems [7] can be better imple-
mented with the availability of local forecasts.
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3. RELATED WORK
Forecasting in hierarchical environments is an emerging issue
that gains more and more attention in research and industry.
The general forecasting in hierarchies is analyzed in multiple
historic and recent studies [3, 6, 13] that typically examine
the issue of the most beneficial aggregation. In general two
approaches exist. First, the bottom-up aggregation calcu-
lates forecast on the lowest hierarchy level and aggregates
them to higher levels. Second, the top-down approach con-
ducts the forecast calculation on higher levels and the results
are disaggregated. It is not ultimately decidable, which ag-
gregation type is more beneficial. Additionally, all studies
only consider the complete aggregation of results and do not
deal with the aggregation of models.

Hyndman et al. [10] introduces a hierarchical forecasting
approach that combines the top-down and buttom-up fore-
casting with the goal of providing better predictions than
the single approaches. To do so they calculate independent
forecasts on all hierarchy layers and use a regression model to
create a combined forecast in accordance to the hierarchical
structure. In contrast to our approach, Hyndman et al. aim
at increasing the forecast accuracy instead of optimizing the
forecasting efficiency. His approach is computationally more
expensive, due to estimating multiple forecast models on the
aggregated levels using numerical optimization methods.

Fischer et al [4, 5] published an sampling approach using
only a sample of base forecast models for forecasting in hi-
erarchies. Thus, forecasts on a specific hierarchy level may
be based on a subset of optimized models on other levels.
With their approach they achieved reliable forecast accuracy
comparable to aggregating all base models. If they base the
forecast on only 21% of the base models, the precision is as
high as if all the models were considered. In addition, they
proposed a hierarchical model configuration advisor, which
can be used to estimate on which hierarchy level forecast
models are required. In contrast to our approach, the con-
cept of Fischer et al. is based on aggregating time series
and forecast values, instead of aggregating forecast models
to increase the forecasting efficiency. In addition, in our
hierarchical forecasting approach we only communicate be-
tween hierarchy levels, when forecast models are adapted,
while Fischer et al. transmit data for any forecasting cal-
culation. Furthermore, for their approach the creation of
forecast models on higher hierarchy levels still involves the
estimation of forecast model parameters.

4. CONCLUSION AND FUTURE WORK
In this paper, we presented our novel hierarchical forecast-
ing approach that exploits the structure of hierarchically
organized time series to substantially increase the forecast-
ing efficiency. The core idea of our approach is to decen-
tralize the forecast process and to push the responsibility
of building and maintaining forecast models directly to the
lowest level of the hierarchy. This is motivated by the fact
that smart meters are getting more and more deployed to
customers, which means that we can exploit their data pro-
cessing capacities by directly integrating forecasting capa-
bilities. Thus, we allow to create global forecast models on
higher hierarchical levels by simply aggregating the individ-
ual forecast models of single customers, instead of conduct-
ing a time-consuming parameter estimation using optimiza-

tion algorithms. Furthermore, we also defined a commu-
nication protocol, that limits the communication between
hierarchy levels to only important messages. Overall, we
provide a very efficient way for calculating forecasts in hier-
archical environments.

In the future, we want to further elaborate on the details
of our approach and also want to enhance it by allowing
heterogenous forecast models between hierarchy levels.
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