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Big whirls have little whirls,that feed on their velocity.And little whirls have littler whirls,and so on to viscosity.

Lewis Fry Richardson,British scientist
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Abstract

The analysis of collisions between particles and bubbles in a turbulent flow is a fundamental
problem of high technological relevance, e.g. for the separation of valuable mineral particles
by froth flotation. That relevance contrasts with an apparent lack of experimental data and
insights into this collision process. A major issue is the limitation of available measurement
techniques to directly observe the collisions between particles and bubbles.
In this dissertation, novel methodologies are developed to measure the interaction be-

tween bubbles and particles under defined hydrodynamic conditions. These methodologies
comprise particle tracking techniques such as 4D PTV and PEPT to triangulate the Lagrangian
particle trajectories in the vicinity of a bubble and classify those which are colliding.
In two experimental setups, these techniques are applied to investigate the bubble-particle

interaction in turbulent flows. In a bubble column, turbulence is generated in the wake of a
freely rising bubble chain, whereas in a water channel, a fluid passing through grid produces
a turbulent flow upstream of a stagnant bubble. Accordingly, the turbulent flow field around
these bubbles is characterized by TPIV.
Firstly, the influence of the bubblewake on the bubble-particle collision is analyzed for both

experimental setups with 4D PTV. It is shown that the collision of fluorescent fine particles
take place not only at the leading edge but also at the trailing edge of the bubble, indepen-
dently of the experimental setup. These findings are correlated with the measured TKE and
dissipation rates around the bubble and in the bubble wake. Subsequently, the experimen-
tal TKE and dissipation rates are applied to existing models for collision frequency, and their
predictions are discussed.
Secondly, the impact of the turbulent liquid flowon the collision between a stagnant bubble

and model particles is studied for a range of turbulent length scales. Besides the investiga-
tion in a dilute solid suspension, the bubble-particle interaction is also examined in a dense
flow with PEPT. PEPT has the potential to measure suspensions with a high solid fraction,
which could not be achieved with optical particle tracking methods. For the detection of in-
dividual particles with PEPT, radioactive tracer particles were designed to represent the bulk
particles. The trajectories of the labeled particles are used to determine the average particle
distribution in the turbulent field and describe the bubble-particle interactions.
Overall, the developed methodologies in this dissertation provide a framework to inves-

tigate directly the collision between particles and bubble in a turbulent flow. The gained
experimental validation data allows to verify existing collision models and to advance our
understanding of the role of turbulence in froth flotation.



Zusammenfassung

Die Analyse von Kollisionen zwischen Partikeln und Blasen in einer turbulenten Strömung ist
ein grundlegendes Problem von hoher technologischer Relevanz, z. B. für die Abtrennung
wertvoller Mineralpartikel durch Schaumflotation. Dieser Relevanz steht ein Defizit an expe-
rimentellen Daten und Erkenntnissen über den Kollisionsprozess gegenüber. Ein Hauptpro-
blem ist die geringe Anzahl der verfügbaren Messtechniken zur direkten Beobachtung der
Kollisionen zwischen Partikeln und Blasen.
Daher besteht das Ziel dieser Dissertation darin, neue Methoden zu entwickeln, um die

Wechselwirkung zwischen Blasen und Partikeln unter definierten hydrodynamischen Bedin-
gungen zu messen. Diese Methoden beruhen auf der Verfolgung von einzelnen Partikeln
mit 4D Particle Tracking Velocimetry (PTV) und Positron Emission Particle Tracking (PEPT),
um die Lagrangeschen Partikeltrajektorien in der Nähe einer Blase zu bestimmen und die
kollidierenden Partikel zu klassifizieren.
In zwei Versuchsaufbauten werden diese Messmethoden angewandt, um die Wechselwir-

kung zwischen Blasen und Partikeln in turbulenten Strömungen zu untersuchen. In einer
Blasensäule wird die Turbulenz im Nachlauf einer frei aufsteigenden Blasenkette erzeugt,
während in einem Wasserkanal die Turbulenz durch die Umströmung eines Gitters produ-
ziert wird. In beiden Fällen wird das vorhandene turbulente Strömungsfeld um die Blasen
mittels Tomographic Particle Image Velocimetry (TPIV) charakterisiert.
Zunächst wird der Einfluss des Blasennachlaufs auf die Blasen-Partikel-Kollision für beide

Versuchsaufbautenmit dem4D-PTV-Verfahren analysiert. Es wird gezeigt, dass in beiden Ver-
suchsanordnungen die Kollision von feinen Partikeln nicht nur an der Vorderseite, sondern
auch an der Hinterseite der Blase stattfindet. Diese Ergebnisse werden mit der gemessenen
turbulenten kinetischen Energie und der Dissipationsrate um die Blase korreliert. Anschlie-
ßend werden die experimentell ermittelte turbulente kinetische Energie und Dissipations-
rate genutzt, um die Kollisionsfrequenz vorherzusagen. Dafür werden bestehende Modelle
angewendet und deren Vorhersagen den experimentellen Ergebnissen gegenübergestellt.
Weiterhin wird der Wasserkanal genutzt, um den Einfluss der turbulenten Flüssigkeitss-

trömung auf die Kollision zwischen einer stagnierenden Blase und den Modellpartikeln zu
verdeutlichen. Neben der Untersuchung in einer verdünnten Feststoffsuspension wird auch
die Blasen-Partikel-Wechselwirkung in einer dichten Strömung mit dem PEPT-Verfahren un-
tersucht. Das PEPT-Verfahren hat das Potenzial, Suspensionenmit einem hohen Feststoffan-
teil zu messen, was mit optischen Trackingverfahren, wie 4D-PTV, nicht möglich ist. Für den
Nachweis einzelner Partikel mit dem PEPT-Verfahren wurden radioaktive Tracerpartikel ent-
wickelt, welche repräsentativ für die Modellpartikeln sind. Die Trajektorien der markierten
Partikel werden verwendet, um die durchschnittliche Partikelverteilung im turbulenten Feld
zu bestimmen und die Blasen-Partikel-Wechselwirkung zu beschreiben.
Insgesamt bieten die entwickelten Methoden eine Möglichkeit die Kollision zwischen Par-

tikeln und Blasen in einer turbulenten Strömung direkt zu untersuchen. Die gewonnenen
experimentellen Daten ermöglichen es, bestehende Kollisionsmodelle zu überprüfen und
das Verständnis über die Rolle von Turbulenzen in der Schaumflotation zu verbessern.
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1. Introduction

1.1. Motivation

The collision between fluid objects (drops and bubbles), and particles in turbulent flows be-
longs to the class of generic problems with widespread occurrence in both nature [1–3] and
technology [4–8]. One example is froth flotation, which is the most important and widely
used operation in mineral processing to separate valuable ore particles from gangue mate-
rials. Billions of tonnes of ores are beneficiated by froth flotation to extract base and critical
raw materials such as particles bearing copper and rare-earth elements [9, 10]. Thus, even
small enhancements of this separation process will lead to significant economic benefits.

Air Air
Froth

Feed

Bubble
Valuableparticle
Gangue

Tailings

Figure 1.1. Sketch of a flotation cell.
This separation process takes place in a flotation cell (Fig. 1.1) where the multiphase flow

is e.g. mechanically mixed by an impeller to agitate the slurry and disperse the air bubbles.
During the attachment process, due to hydrodynamic conditions in the cell, hydrophobized
particles collide with a bubble. Together, they form a stable three-phase contact line on
the fluidic interface during the attachment. The formed particle-bubble aggregate rises into
the froth, while the undesired hydrophilic gangue material remains in the pulp. The froth is
skimmed to obtain the concentrate of the valuable particles. Only if the detaching forces, e.g.
due to turbulent stresses, are higher than the attaching forces, the particle detaches from

1



1. Introduction

the bubble again. To sum up, the success of the process, defined as recovery, depends on
both the surface chemistry for the hydrophobization of particles and the hydrodynamics for
an encounter between bubble and particle [11].

100 101 102 1030
20
40
60
80
100

Fine Optimum Coarse

dp in µm

Rin
%

Broken Hill (Lead)
Renison (Sulfur)
Bougainville Copper Limited (Cooper)
Philex (Cooper)

Figure 1.2. Recovery, R, by particle size, dp, from industrial flotation of a variety of differ-ent sulfide ores. Optimal particle size for a high recovery lies between 10 µmand 100µm. For finer and coarser particle sizes, the recovery suddenly drops(adapted from [12]).
The optimal particle size for a high recovery lies between 10 µm and 100µm. For smaller

particle sizes, the recovery suddenly drops as shown in Fig. 1.2 [13–15]. Finer particles are
less likely to exhibit bubble-particle collisions. Consequently, these fine particles are mostly
lost in the tailings [13, 14, 16]. One reason for that is their small particle mass, leading to a
small inertia. As illustrated in Fig. 1.3a, intermediate particles deviate from the fluid stream-
lines through factors e.g. interception, inertial, gravitational and turbulent effects [17]. But
in the case of fine particles (Fig. 1.3b), they tend to follow the fluid streamlines because of
their low inertia resulting in a low collision probability. Therefore, the process of recovery of
this type of particles has a low efficiency [12, 14, 15, 18–20].

Bubbletrajectory

Bubble

Particle

a) b)

Turbulenteddy

c)
Figure 1.3. Bubble-particle collision for a) intermediate and b) fine particle sizes. c) Enhance-ment of the collision between fine particles and bubbles due to turbulent eddies.
One approach to enhance the collision between fine particles and bubbles is to increase
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1. Introduction

the shear rate (Fig. 1.3c) [7, 21]. In recent years, a novel flotation cell design has been de-
veloped to expose the particles to higher shear rates as such as the Concorde Cell [21] or
the REFLUX Flotation Cell [22]. But research on a direct observation of the collision process
under a high shear rate to get a deeper understanding of the effect is still lacking. Mainly,
the overall recovery of the novel flotation cell designs was measured and their improved
performance was observed [12, 20].
The missing insight into this topic is caused by the restrictions in measurement technique

to directly observe the collision between particles and bubble [23, 24]. Thus, experimental
validation data for the developed collision models are limited [24]. The validation data rely
mainly on direct numerical simulation (DNS), allowing the primary variables and the collision
to be controlled with high accuracy [25–29]. Due to the high computational effort required,
DNS is however only applicable to a certain range of Reynolds numbers. Previous experimen-
tal studies applied high-speed imaging methods to record particle trajectories colliding with
a stagnant bubble in quiescent flow [17, 30–34]. However, from these experimental results,
no conclusions can be drawn on the collision mechanisms between particles and bubbles in
turbulent flows.

1.2. Objectives

It is desired to develop a direct way tomeasure the interaction between bubbles and particles
under defined hydrodynamic conditions. The gained experimental validation data would
allow to verify existing collision models and to advance our understanding of the role of
turbulence in froth flotation. Therefore, this thesis aims to answer the following questions:
Q.1 How to measure directly the collision between bubbles and particles?
Q.2 How to generate a generic turbulent flow which influences the collision between bub-

bles and particles?
Q.3 Which role does the turbulence in the bubble wake play on the collision between bub-

bles and particles?
Q.4 How can different turbulent length scales upstream of a bubble influence the collision

between bubbles and particles?
Q.5 Can the well-known collision models proposed by Saffman et al. [35], Abrahamson [36]

and Kostoglou et al. [37] predict the experimentally detected collision frequencies be-
tween bubbles and particles?

1.3. Structure of the thesis

In order to investigate the questions raised in Sec. 1.2, the dissertation is organized as follows.
Chapter 2 introduces the basic concepts of turbulent multiphase flows. Starting with a brief
overview of each phase, this chapter provides a discussion of hydrodynamic effects on the
bubble-particle collision in froth flotation. The lack of insight into this topic due to the limited
measurement techniques available is again highlighted.

3



1. Introduction

Chapter 3 attempts to fill this gap in knowledge by describing the novel methodologies,
advanced in this dissertation. These methodologies deal with the experimental investigation
of the bubble-particle interaction in a turbulent flow. This chapter is subdivided into the
designed generic experimental setups (Sec. 3.1) and the applied measurement techniques
(Sec. 3.2 - Sec. 3.4). The experimental setups comprise a freely rising bubble chain in a bub-
ble column and a stagnant bubble in a water channel. The bubble-particle interaction in
these two setups are analyzedwith a combination of Tomographic Particle Image Velocimetry
(TPIV), 4D Particle Tracking Velocimetry (PTV) and Positron Emission Particle Tracking (PEPT).
In particular, the flow field in the vicinity of the bubble is characterized with TPIV. 4D PTV and
PEPT are applied to triangulate the particle trajectories, to classify the colliding particles and
to calculate the collision frequency.
Chapter 4 and Chapter 5 summarize and discuss the results obtained by the proposed

methodologies. Chapter 4 gives a framework of the existing turbulent flow field in the bub-
ble column and in the water channel. This insight provides a basis to understand the motion
of the particles in the vicinity of the bubbles. In Sec. 5.1, the interaction between fine par-
ticles and freely rising bubbles is analyzed in the bubble column with 4D PTV. The defined
collision criteria are proven and the population of the collision positions is described. The
thereby discovered phenomena of the trailing edge collision is tracked down to the turbu-
lent parameters in the bubble wake. While Sec. 5.1 focuses on a freely rising bubble chain,
Sec. 5.2 considers a stagnant bubble in the turbulent flow of the water channel. The analysis
of the bubble-particle interactions with 4D PTV is in-line with the previous section. Until now,
the particle suspension had to be diluted to be applicable to the optical 4D PTV. However, in
Sec. 5.3, PEPT is employed to investigate the bubble-particle interaction in a dense turbulent
flow. Chapter 6 summarizes the essential findings of the thesis and outlines open questions
for following research.
In the following publications, partial results of this dissertation are published:
• [38]: A.-E. Sommer, M. Nikpay, S. Heitkam, M. Rudolph, and K. Eckert. “A novel method
for measuring flotation recovery by means of 4D particle tracking velocimetry”. In: Min-
erals Engineering 124 (2018), pp. 116–122.

• [39]: A.-E. Sommer, K. Ortmann, M. V. Heerden, T. Richter, T. Leadbeater, K. Cole,
S. Heitkam, P. Brito-Parada, and K. Eckert. “Application of Positron Emission Particle
Tracking (PEPT) to measure the bubble-particle interaction in a turbulent and dense
flow”. In: Minerals Engineering 156 (2020), p. 106410.

• [40]: A.-E. Sommer, H. Rox, P. Shi, K. Eckert, and R. Rzehak. “Solid-liquid flow in stirred
Tanks: “CFD-grade” experimental investigation”. In: Chemical Engineering and Science
(2021), p. 116743.

• [41]: A.-E. Sommer, S. Heitkam, and K. Eckert. “Particle-bubble collisions in a turbulent
flow: an experimental study with 4D Particle Tracking Velocimetry and Tomographic
Particle Image Velocimetry”. Submitted to Journal of Fluid Mechanics (2021).
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2. Background on turbulent
multiphase flows

In froth flotation, valuable minerals are separated from gangue materials based on their
physicochemical properties. The efficiency of this process is not only controlled by surface
chemistry, but also by the hydrodynamics in the flotation cell. The flow generated from the
rotor-stator in a mechanical flotation cell enhances the suspension of the solid particles, the
dispersion of the air and the interaction between bubbles and particles [7, 42]. The resulting
multiphase flow is characterized by the motions of the liquid, gas and solid phases. Each
individual phase contributes to the dominating fluid flow in a flotation cell and only a smooth
interaction between them leads to a high recovery rate of the valuable mineral particles.
These fundamental processes were investigated over decades by many researchers [43–49].
Therefore, this chapter is only a brief overview to describe the basic concepts used in this
thesis and does not claim for completeness. In particular, this chapter introduces the basic
concepts of a turbulent multiphase flow which dominates the hydrodynamics in a flotation
cell. The individual phases are discussed separately, in the form of the turbulent flow, the
bubble and particle dynamics. At the end, the influence of the hydrodynamics on the collision
process between bubbles and particles is presented based on previous experimental and
numerical investigations.

2.1. Turbulent flow

2.1.1. Governing equations of a fluid flow

In general, the incompressible fluid flow, ui, is described by continuity (Eq. 2.1) and Navier-
Stokes equations (NSE) of motion (Eq. 2.2):

∂ui
∂xi = 0, (2.1)

5



2. Background on turbulent multiphase flows

DuiDt⏞⏟⏟⏞material derivative
=
change of velocitywith time⏟⏞⏞⏟∂ui

∂t + uj ∂ui∂xj⏞ ⏟⏟ ⏞convective term
=
pressure force⏟ ⏞⏞ ⏟
– 1ρL

∂p
∂xi + ν

∂2ui
∂x2j⏞ ⏟⏟ ⏞viscous force

+
body force⏟⏞⏞⏟Fi . (2.2)

The NSE is the application of Newton’s second law of motion to an infinitesimal element at
position, xi, of an incompressible Newtonian fluid acting upon gravity as the only body force,Fi [44]. The incompressible Newtonian fluid is characterized by its density, ρL, and constantkinematic viscosity, ν. On the left side of Eq. 2.2, the material derivative accounts for changes
of the moving fluid. The terms on the right side show the pressure force, viscous force and
body force acting on the fluid element, where p represents the static pressure.
To estimate the relative importance of the inertial to the viscous forces, the Reynolds num-

ber, Re, is used
Re = LU0ν , (2.3)

where L denotes the characteristic length and U0 the approaching velocity. If a flow reaches
a Reynolds number beyond a certain critical Reynolds number, a laminar flow becomes tur-
bulent.
This turbulent flow is specified by its chaotic and diffuse nature, and consists of many

different scales, named eddies. To describe these complex motions, statistical techniques
are applied in the form of the Reynolds decomposition [50], as illustrated in Fig. 2.1a. Here,
the instantaneous velocity field component, ui, is divided into its mean, ui, and fluctuation
component, u′i , by ui = ui + u′i . (2.4)
Several averaging methods are used to define the means that are related to ui. For example,the time-average over a time interval, T , is defined by

uT ,i = 1
T

T∑︂
t=0

ui(t). (2.5)
The governing equations of these instantaneous fluid motions, named Reynolds-averaged

Navier–Stokes equations (RANS), are derived from the application of the Reynolds decompo-
sition (Eq. 2.4) in the NSE (Eq. 2.2),

DuiDt = – 1ρL
∂p
∂xi +

∂
∂xj

⎛
⎜⎜⎝ ν∂ui

∂xj –
Reynoldsstress term⏟⏞⏞⏟u′iu′j

⎞
⎟⎟⎠ + Fi. (2.6)

In appearance, the RANS equations and the NSE equations are the same, except the
Reynolds stress term, Rij = –u′iu′j , resulting from the fluctuating velocity field. The Reynolds
stress term poses the challenge of the numerical solution of the RANS equations, described
by the closure problem. The number of unknown variables exceeds the available RANS equa-
tions. To close the system of equations, turbulent models are needed [40].
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Figure 2.1. Schematic illustrations of a turbulent flow. a) Instantaneous velocity field compo-nent, ui, by time, t, to explain the Reynolds decomposition (Eq. 2.4). Meaning, theinstantaneous velocity field component is divided into its time-average, uT ,i, andfluctuation component, u′i (adapted from [51]). b) Spatial power spectrum of theenergy cascade showing the containing turbulent kinetic energy (TKE) for eacheddy size in the form of its wavenumber, κ (adapted from [52]).
2.1.2. Energy cascade

Turbulence is sustained by a continuous energy supply because turbulent kinetic energy
(TKE) dissipates rapidly by viscosity from mechanical into thermal energy. In this process,
many differently sized eddies are formed containing a varying amount of energy. The trans-
fer of the TKE from the largest to the smallest eddies is described by an energy cascade.
Fig. 2.1b shows a schematic spatial power spectrum of the energy cascade, representing the
containing TKE of each eddy length scale, le, denoted by its wavenumber,

κ = 2π
le . (2.7)

In general, the power spectrum is a discrete-time Fourier transformation of the fluctuation
component, u′i(xi, t). Meaning, the discrete-time Fourier transforms the signal of the fluctu-ation component at a given point, xi, from the time, t, into the frequency domain, fe. Theobtained frequencies can be converted in the spatial power spectrum by applying Taylor’s
frozen turbulence hypothesis,

κ = 2π
|U| fe. (2.8)

This assumption is valid as long as the relative turbulence intensity, U′, is small compared to
the averaged velocity field, U (|U′| ≪ |U|) [53].
Through fluid shear, friction, buoyancy, or external forces, TKE is produced at the largest

length scales - the integral length scales, Λ. These length scales correspond to the dimensions
of the turbulence-generating system as for example the stirrer in a flotation cell [7]. In the
inertial range, the TKE is transferred into smaller scales, due to the break up of the unstable
large eddies into smaller eddies. If the smallest eddies reach the Kolmogorov length scale, η,
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their TKE dissipates by viscosity from mechanical into thermal energy [54].
In the energy containing range of the power spectrum, the eddy scales are anisotropic. A

universal form does not exist because the length scales and their containing TKE depend
strongly on the turbulence generating system. In contrast, the eddy scales in the inertial and
viscous range are statistically isotropic and are determined by the viscous dissipation. There-
fore, the turbulent scales in theses ranges can be approximated in the following universal
forms using the hypothesis of Kolmogorov [55]. In the inertial range, the power spectrum
can be estimated as

E = Cε2/3κ–5/3, (2.9)
with a value of C = 2 which fits for a wide range of experimental studies [43]. The viscous
range is characterized by the smallest eddy scale, named Kolmogorov scale

η =
(︃ν3
ε

)︃1/4 , (2.10)
which depends only on ε the dissipation rate and ν the kinematic viscosity. If the dissipation
rate is scaled by ε ≈ U03L–1 [43], Eq. 2.10 becomes

η =
(︃ν3L
U0

)︃1/4
= LRe–3/4, (2.11)

where L denotes the characteristic length, U0 the approaching velocity and Re the Reynoldsnumber (Eq. 2.3).
These approximations of the turbulent scales (Eq. 2.9 - Eq. 2.11) are valid for flows with

a high Reynolds number and a good separation between the largest and smallest scales. A
detailed discussion on the limitations of the Kolmogorov [55] theory can be found in Pope
[43] or Lesieur [56].
2.1.3. Grid turbulence

One way to produce experimentally defined, reproducible, homogeneous and isotropic tur-
bulence is by passing a uniform flow through a grid [53, 57, 58]. Through the absence of a
mean flow gradient, the large scale eddies can decay homogeneously, because no further
turbulence is produced (Fig. 2.2a). The most common grid design consists of cylindrical rods,
defined by their rod diameter, dr , and the mesh width, M (Fig. 2.2b).
The range of turbulent length scales generated by a grid can be approximated as follows.

The Kolmogorov length scale, η, can be estimated as (Eq. 2.11)
η = drRed–3/4, (2.12)

with Red as the Reynolds number based on the rod diameter.The integral length scale depends on the shedding frequency of the rods which can be
estimated using the Strouhal number, Sr [61]. The Strouhal number depicts a dimensionless
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a)

M dr

Front view Side view
b)

Figure 2.2. Grid turbulence. a) A photograph of a grid turbulence experiment (from [59]).b) A mesh grid defined by its rod diameter, dr , and its mesh width, M, (from [60]).
shedding frequency, fs, of an obstacle

Sr = fsLU0 , (2.13)
where L denotes the characteristic length scale of the obstacle and U0 the approaching ve-locity. It is well known that Sr depends on Re [62, 63]. In the case of a circular cylinder, the
Strouhal number remains close to the value of 0.21 for Reynolds number ranging between
150 and 1400 [64]. Thus, fs can be used to estimate the integral time scale,

τΛ = 1
fs = drSrU0 . (2.14)

Besides, the integral length scale, Λ, can be approximated with the Taylor hypothesis [53] as
Λ = τΛU0 = drSr . (2.15)

2.2. Bubble dynamics

2.2.1. Bubble formation

Oneway to slowly form bubbles in a liquid phase is by flowing air with a constant flow rate, QG,through a upwards facing orifice with a radius, ri [65]. In the stationary regime, the processinvolves the creation and deformation of a gas-liquid interface, which is dominated by viscous
forces instead of inertial forces. The quasi-static regime persists as long as

fbub = QGVbub ≪ Δρ
ν ri, (2.16)

with fbub as the bubble formation frequency, Vbub as the bubble volume, and Δρ as the densitydifference between continuous and dispersed phase.
During the bubble formation process in the quasi-static regime, the bubble goes through

well-defined pressure and shape states (Fig. 2.3). Firstly, the bubble pressure increases till
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2. Background on turbulent multiphase flows

it reaches its maximum, Δpmax. At this point, the bubble is shaped as a hemisphere, where
bubble radius and orifice radius are equal. If the applied pressure rises above the maximum
pressure, the bubble grows beyond its hemispherical shape. Thus, the bubble pressure
decreases till the bubble detaches from the orifice.
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Figure 2.3. Illustration of the bubble formation process through an orifice in the quasi-staticregime. The bubble goes through well-defined pressure and shape states, whereΔpmax denotes the maximum pressure difference (adapted from [65–67]).
The resulting diameter of the detached bubble can be estimated based on a force balance.

The force balance consists of the surface tension force, Fσ , keeping the bubble on the orifice,
Fσ = 2πσlgri, (2.17)

and the buoyancy force, FG, releasing the bubble from the orifice,
FG = ΔρgVbub. (2.18)

Assuming a spherical bubble with a volume of
Vbub = πdb36 , (2.19)

the diameter of the detached bubble can be approximated as
db ≈ 2 3

√︄1.5σlgΔρg ri. (2.20)
This approximation of db is valid for the following range of capillary length scales,

lc =
√︄ σlgΔρg >> ri. (2.21)

Otherwise, gravity-driven deformation and instabilities of the bubble have to be considered.
All in all, Eq. 2.20 illustrates a strong dependency of the liquid phase and the orifice radius
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on the detached bubble diameter. Therefore, a change in the air flow rate, QG, only variesthe bubble formation frequency, fbub.
2.2.2. Bubble shape and motion

The shape of the formed bubble can be classified in three categories: spherical (Fig. 2.4a),
ellipsoidal (Fig. 2.4b), and spherical or ellipsoidal cap (Fig. 2.4c) [44]. Assuming a freely rising
bubble in water, a bubble with a diameter below 2mm is shaped as a sphere (Fig. 2.4a)
and is defined by its diameter, db. With increasing gas volume, the bubble adapts to an
oblate ellipsoidal shape with a major semi-axis, a, and minor semi-axis, c (Fig. 2.4b). As first
approximation of the ellipsoidal size, the volume equivalent diameter can be used

db = 3√︁8a2c, (2.22)
which is the diameter of a sphere of equivalent volume [68]. A further increase of the bubble
volume leads to an asymptotic shape, known as spherical or ellipsoidal cap bubbles (Fig. 2.4c).

a) b) c) d) e)
Figure 2.4. Typical bubble shapes. a) Spherical bubble (from [69]). b) Ellipsoidal bubble (from[69]). c) Ellipsoidal cap bubble (from [70]). d) A pendant bubble during the for-mation of a bubble at an orifice (from [71]). e) A sessile bubble captured on ahydrophobic surface in water (from [72]).
The shape of a freely rising bubble can be predicted using the bubble Reynolds number,

Reb = dbubν , (2.23)
the Eötvös number, as ratio of the gravitational to surface tension forces,

Eo = ρLgdb2σlg (2.24)
and Morton number, depending only on the material properties in the form of the ratio of
viscous to surface forces,

Mo = gμ4
σlg3ρL , (2.25)

with ρL as the liquid density, ν and μ as the kinematic and dynamic viscosity, respectively, σlgas the surface tension between liquid and gas phase, and ub as the averaged rising velocityof the bubble. From two of these three dimensionless numbers, Reb, Eo and Mo, the bubbleshape can be classified with the well-known bubble-shape regime diagram by Clift et al. [44]
(Fig. 2.5).
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Figure 2.5. Bubble-shape regime diagram depending on the Reynolds, Reb (Eq. 2.23), Eötvös,Eo (Eq. 2.24), andMorton number,Mo (Eq. 2.25), of a freely rising bubble (adaptedfrom [44]).
After the detachment of a single bubble from an orifice, the bubble rises either rectilin-

early (Fig. 2.6a) or exhibits an oscillating motion [73]. The rectilinear motion is described
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as a straight vertical trajectory. Contrarily, the oscillating motions are quite complex due to
the coupled action between shape oscillation, wake instability and impurities of the liquid
phase [45]. These motions are mainly related to a zigzagging (Fig. 2.6b) or a spiraling motion
(Fig. 2.6c) [74]. A zigzagging motion means that the bubble drifts periodically from one side
to the other, remaining in one horizontal plane. A spiraling motion means that the bubble
follows an elliptic spiraling path whose ratio from the minor to major axis increases [75].
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Figure 2.6. Trajectories of a freely rising bubble. Top and side view of a) a rectilinear, b) azigzagging and c) a spiral motion (adapted from [76]). d) Phase diagram of thebubble rising trajectory depending on Eötvös, Eo (Eq. 2.24), and Galilei number,Ga (Eq. 2.26), (adapted from [75]).
The transition from a rectilinear to an oscillating motion is caused by the onset of a path

instability which was investigated extensively by previous researchers [45]. Until now, several
criteria to define the onset of path instability have been proposed e.g. depending on a critical
Reynolds numbers, a critical Weber number, the aspect ratio of the bubble or the Morton
number [e.g. 77–80]. Recently, Cano-Lozano et al. [75] summarized the threshold of the
path instability of a freely rising bubble under surfactant-free conditions. A phase diagram
(Fig. 2.6d) classifies the rising bubble trajectory according to its Eötvös and Galilei number,

Ga = ρL√︁gdb3μ . (2.26)
The Galilei number is the ratio of the gravity to the viscous forces.
Besides freely rising bubbles, also static ones exist in the form of a pendant (Fig. 2.4d) or

sessile bubble (Fig. 2.4e). The pendant bubble remains attached to a surface with gravity
acting to pull it away. In contrast, the sessile one is prevented frommoving upwards by a flat
plate. The resulting profiles of pendant and sessile bubbles have been studied extensively
[81–85]. The shape of the liquid-gas interface of quiescent fluids results from the equilibrium
formed by the gravity and capillary forces, where at any point on the interface the following
equation is valid,

Δp = σlg
(︃ 1
r1 +

1
r2

)︃
(2.27)

with Δp as the pressure difference (Laplace pressure) at the interface and ri as the principalradii of the curvature.
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2.2.3. Bubble wake

In general, the rise of a single bubble changes the surrounding liquid flow field due to the
relative velocity between these two phases. For low Reynolds numbers, the viscous forces
dominate over the inertial forces. The resulting flow is named Stokes flow. In the Stokes flow,
the liquid streamlines follow the bubble contour. If the Reynolds number exceeds a critical
value, Recritb , the boundary layer, a thin layer of liquid close to the bubble interface, separates
and forms a wake behind the bubble [86]
The phenomena of the boundary layer separation is illustrated for a spherical bubble in

Fig. 2.7a. The upper part of Fig. 2.7a illustrates the streamlines around the bubble. Four
significant points, D, E, F and S are marked, highlighting the leading edge, equator, trailing
edge and separation point. The lower part focuses on the pressure distribution of the liquid
flow by flowing around the spherical bubble.
Assuming a laminar liquid flow upwards of the spherical bubble, the liquid flow accelerates

from point D to E and the pressure drops. Passing point E, the pressure increases again. At
point S, the boundary layer starts to separate from the bubble surface by rolling up and
forming vortices. This effect is combined with the onset of the path instability and a change
in the rising trajectory of the bubble (Sec. 2.2.2) [86, 87]. At a moderate value of the bubble
Reynolds number, the separated streamlines will rejoin in some distance behind the bubble
and form a closed region, defined as a standing eddy (laminar regime in Fig. 2.7b). For higher
values of Reb, the standing eddy transits into an unsteady wake with vortex shedding until itforms a highly turbulent wake (Fig. 2.7b) [88, 89].

a)

Laminar Transitional Turbulent

Wakestructure

Reb 10 90 500

b)
Figure 2.7. Formation of a bubble wake. a) Illustration of the boundary layer separation andthe vortex formation downstream of a spherical bubble. The upper part illus-trates the streamlines around the bubble and the lower part the correspondingpressure profile. Four significant points, D, E, F and S, are marked, highlightingthe leading edge, equator, trailing edge and separation point, respectively (from[86]). b) Illustration of the bubble wake structure for different bubble Reynoldsnumbers, Reb, (from [88]).
Besides the bubble Reynolds number, also the aspect ratio and surfacemobility of the bub-

ble have an impact on the wake structure. Mougin et al. [90] showed a strong dependency
of the local value of the surface vorticity on the curvature and the tangential velocity. The
combination of the viscous diffusion and axisymmetric transport carries the vorticity away
in the form of an axisymmetric wake. If the generated vorticity reaches a critical value, the
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described mechanism is not valid anymore. The axisymmetric wake becomes unstable and
breaks into a double-threaded open wake. A typical critical vorticity is reached if the bubbles
aspect ratio is larger than 1.65 (Fig. 2.8a) [91]. Likewise, Fan et al. [89] investigated the effect
of the bubble surface mobility on the wake structure. In a pure system, the onset of wake
formation occurs later and leads to a smaller wake volume than in a system contaminated
with surface active substances (Fig. 2.8b, c).
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Figure 2.8. Wake structure depending on the aspect ratio and surfacemobility of the bubble.a) Classification of the existence of a standing eddy behind an ellipsoidal bubbledepending on the aspect ratio of the bubble, e, and the bubble Reynolds number,Reb, (adapted from [91]). b)-c) Liquid streamlines around a freely rising bubble(db = 0.9mm) under different conditions of surface mobility (from [92]). b) Puresystem. c) System contaminated with surface active substances.
Turning now from a single freely rising bubble to a bubble swarmed, the formed bubble

wakes influence the bubble-bubble interactions. The dynamics of multiple bubbles rising
together are different from that of a single freely rising bubble [93–95]. Assuming the sim-
plified case of two bubbles rising in an in-line configuration, the trailing bubble is affected by
the liquid flow structure of the leading bubble, and in particular its wake [93, 96–98]. The
interaction among these two bubbles is manifold. For example, both bubbles could collide
and coalesce. The wake of the leading bubble reduces the drag acting on the trailing bubble,
so that the trailing bubble rises faster than their terminal velocity in isolation [99, 100]. The
trailing bubble can approach the leading bubble closely, resulting into a coalescence of these
two successive bubbles (Fig. 2.9a) [88].
Furthermore, the trailing bubble could escape from the vertical line of the leading bubble

(Fig. 2.9b) as experimentally observed byWatanabe et al. [95] for spherical bubbles (Reb = 40,
db = 1.4mm). Gumulya et al. [94] showed that for high Reynolds numbers (Reb = 890,
Eo = 0.5), the path of the trailing bubble deviated strongly from the leading bubble. The
leading bubble remained a rectilinear rising path, whereas the trailing bubble inhibited a
planar zig-zagging motion. Kusuno et al. [101] attributed the deviation of the rising paths
between leading and trailing bubble to the lift force in the wake. A spherical trailing bubble
migrates from the in-line configuration, due to the shear-induced lift in the wake. However,
with increasing oblateness of the trailing bubble and the onset of the formation of a standing
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eddy, the lift mechanism reverses, keeping the trailing bubble in-line.
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Figure 2.9. Dynamics of two bubbles rising in an in-line configuration. a) Coalescence be-tween leading and trailing bubble (adapted from [95]). b) Trajectories of the lead-ing and the trailing bubble, where the trailing bubble escapes from the in-lineconfiguration (adapted from [94]).

2.2.4. Surface mobility

In a flotation cell, normally surface active substances, named surfactants, are used e.g. to
hydrophobize the mineral particles or generate a stable froth. Consequently, the formed
bubbles are released mainly into a contaminated liquid phase. These contaminants affect
the surfacemobility of the bubbles, changing from amobile to an immobile surface (Fig. 2.10).
The change in surfacemobility is accompanied by a shift in the slip condition on the gas-liquid
interface. Further, the adsorption of the surfactant molecules at the bubble surface limit the
internal circulation of the bubble.

ur = f (r)r

uθ = f (r)θ

-ur

a)

ur = f (r)r

uθ = f (r)θ

-ur

b)

ur = f (r)r

uθ = f (r)θ

-ur

c)
Figure 2.10. Effect of adsorbed surfactant molecules (line+circle) and other surface contam-inants on the liquid velocity components at the bubble surface. The tangentialliquid velocity as a function of the radial distance, r, measured from the bubblecenter is shown by the parallel lines with the arrows. The profiles of the radial,ur , and tangential, uθ, components of liquid velocity at the bubble surface areshown by the dashed lines (from [102]). a) Fully mobile surface. b) Fully immo-bile surface. c) Partially immobile surface.
In general, two extrema of boundary conditions on the liquid-gas interface exist for the
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normal, ur , and tangential component, uθ, of the fluid flow, named free-slip (Fig. 2.10a) andno-slip condition (Fig. 2.10b). For both conditions, no-penetration yields to ur = 0. The free-
slip condition can be described by ∂uθ

∂θ = 0, (2.28)
thus a mobile bubble is free of shear stress. In comparison, the no-slip condition sets uθ = 0
at the gas-liquid interface. The no-slip condition together with the incompressibility of the
flow leads to ∂ur

∂r = ∂uθ
∂θ = 0, (2.29)

thus an immobile bubble is always free of normal viscous stress.
After the formation of a bubble in a contaminated solution, the fresh surface is mobile.

Subsequently, the surfactants can be adsorbed onto the bubble surface. Due to the rising
motion of the bubble, the adsorbed surfactants can be swept towards the rear of the bubble
forming an immobile cap, whereas the leading edge of the bubble becomes partially mobile
(Fig. 2.10c) [102]. Consequently, there is no strict line between mobile and immobile bubble
surface [103]. Instead, all states in between mobile and immobile are possible and depend
for example on the type of surfactant adsorbed at the liquid-gas interface [104–106] or the
approaching liquid flow [107–109].
Due to the fact that the bubble mobility changes the flow field around the bubble, it affects

also the terminal velocity of the rising bubble, its rising trajectory and the bubble-particle
interaction. The mobile surface leads to a smaller drag force on the bubble, resulting in a
higher terminal velocity and an earlier onset of path instabilities [45, 49, 110]. For example,
Hartunian et al. [78] observed the onset of path instabilities for a critical Reynolds number
of 206 in tap water, but 670 in distilled water.
In the context of the bubble-particle interaction, the collision probability for coarse par-

ticles is greater for an immobile bubble surface, whereas a mobile bubble surface is more
suitable for fine particles [92]. According to Schulze [103], a mobile bubble surface offers a
longer residence time to form a three-phase contact line, due to the smaller relative veloc-
ity between particles and bubbles. Additionally, the degree of mobility can vary over time.
For example during laboratory batch flotation experiments, the concentration of surfactants
decreases due to output of surface active minerals [103].

2.3. Particle dynamics

2.3.1. Motion of a single particle

The motion of a single non-deformable spherical particle, W , with the mass, mp, is governedby the Basset–Boussinesq–Oseen (BBO)-equations in the form of [111–113]
mp∂W

∂t = mpG +mf
(︃DU
Dt – G

)︃
+ FP, (2.30)
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with G as the gravity field, mf as the mass of the fluid enclosed in the volume of the particleand U as the liquid velocity field. The force, FP, groups the hydrodynamic forces resultingfrom the presence of the particle in the flow as follows
FP = FD + FB + FVM + FL, (2.31)

with FD as the drag force, FVM as the added mass force, FB as the Basset force and FL asthe lift force. The drag force acts on the opposite direction of the motion of particle. The
added mass and Basset force describe the unsteady forces acting on the particle due to
acceleration with respect to surrounding fluid. The lift force defines the force exerting on a
particle due to the liquid flowing around the object.
Normally, mineral particles have a higher density than water leading to a tendency of set-

tling to the bottom due to gravity. After a short transition period, the particle sinks into water
and reaches its settling velocity, wS. To compute the settling velocity, the BBO-equations
(Eq. 2.30) are reduced to the drag and body forces as

0 = mpG + FD. (2.32)
If the particle is spherical, the body forces contain the gravity directed downward and buoy-
ancy force directed upward as

mpG = πdp3ρSG6 – πdp3ρLG6 . (2.33)
The drag force is defined as

FD = CDρLπdp28 |ΔU|ΔU, (2.34)
where CD denotes the particle’s drag coefficient and ΔU = W – U the relative velocity be-
tween particle and liquid phase. For the drag coefficient, only limited analytical solutions are
available [114]. Generally, the coefficient is defined as

CD = 24
Rep fD, (2.35)

with the particle Reynolds number
Rep = dp|ΔU|ρLμ . (2.36)

In the case of a sphere in the Stokes Regime (Rep ≪ 1), the nonlinear term of the drag
coefficient is fD = 1. For higher Reynolds numbers, Rep < 1000, the Schiller-Naumann drag
coefficient applies with fD = 1 + 0.15Re0.687p [115]. In the case of a Stokes flow, the settling
velocity of a spherical particle can be calculated as [49]

wS =
√︄1
6
dp(ρS – ρL)gCDρL . (2.37)
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Figure 2.11. Instantaneous particle dispersion patterns from numerical simulation of theplane wake for different Stokes numbers, St (Eq. 2.38), (adapted from [116]).a) St = 0.01. b) St = 1.0. c) St = 10. d) St = 100.
If a particle is exposed to a moving fluid, the particle responds differently to the changes in

the liquid velocity depending on its diameter and material properties (Fig. 2.11). This particle
behavior is characterized by the Stokes number

St = τpτl , (2.38)
where τp denotes the time required for particle to respond to change in velocity and τl thecharacteristic time scale of the liquid flow. The characteristic time scale of a particle can be
estimated as [48]

τp = 1
18

(ρS + 0.5ρL)dp2μfD . (2.39)
If St ≪ 1, the characteristic time scale of the liquid flow exceeds the characteristic time

scale of the particle. Thus, the particle can respond and follows the sudden changes of the
liquid flow (Fig. 2.11a). If St > 1, the characteristic time scale of the liquid flow stays below
the characteristic time scale of the particle. In this case, the particle motion is dominated by
its inertia and passes through the liquid flow with a low response to sudden changes of the
liquid flow. Thus, the particle trajectory remains mainly along its initial trajectory (Fig. 2.11b-
d).
Another typical dimensionless number to describe the particle motion in the liquid phase

is the Archimedes number, Ar,
Ar = gdp3ρL(ρS – ρL)μ2 , (2.40)

as the ratio of gravitational forces to viscous forces [117].
2.3.2. Dense particle suspension

The previous part focused mainly on the behavior of a single particle. If multiple particles
are present, the particles may be influenced by the neighboring particles depending on the
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2. Background on turbulent multiphase flows

spacing between them [118],
Lpdp = 3

√︄ π
6αp , (2.41)

with αp as the particle volume fraction, Vp as the particle volume and Lp as the distance
between the particle centers.
Sommerfeld [48] classified the particle-laden flows into two regimes: dilute and dense

flows (Fig. 2.12). In a dilute system, the particle volume fraction is low, so that particles can
be treated as an isolated element and may influence the surrounding liquid. Thus, a dilute
flow is dominated by the fluid-dynamic transport of particles. With an increase of the parti-
cle volume fraction, a dilute flow becomes dense. The particle-particle interaction gains in
significance, leading to a collision-driven or a contact-driven transport.

inter-particle spacing Lp/dp
100 10 1

volume fraction αp
10–8 10–7 10–6 10–5 10–4 10–3 10–2 10–1

Dilute dispersed two-phase flow Dense dispersedtwo-phase flow
Packing

Interaction

Particle
Trajectory Particle A

Wake Particle B
Fluid → particles Fluid ↔ particles Fluid ↔ particles ↔ particles

Figure 2.12. Classification of particle-laden flows in dilute and dense dispersed two-phaseflows depending on the inter-particle spacing, Lp/dp, and volume fraction, αp.For each class, typical mechanisms driving the flow and the interaction betweenthe particles are illustrated as grey spheres denoting the particle combined withtheir trajectory and formed wake (marked red or blue). In a dilute flow, theparticle motion is dominated by the surrounding liquid flow and may modifythe characteristic of the carrier phase turbulence. In a dense flow, a particle-particle interaction is more significant leading to a collision-driven or a contact-driven transport (adapted from [48, 119]).
The presence of particles in a liquid flow field affects not only the motion of the individ-

ual particle, but the particles also modify the characteristic of the carrier phase turbulence
compared to the single phase flow. Since the early 1990s, researchers have experimentally
investigated the effect of particles on turbulence modulation [120]. In turbulent jets and
pipe flows, Crowe et al. [47] have pointed out that particles which are small compared to
the turbulent integral length scale attenuate turbulence, while relatively larger particle en-
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2. Background on turbulent multiphase flows

hance turbulence in the continuous phase. In stirred tanks however, recent experimental
investigations found contradicting results with data from Montante et al. [121] conforming
to the criterion of Crowe et al. [47], while data from Unadkat et al. [122] and Gabriele et al.
[123] showed turbulence attenuation for rather large particles. Moreover, recent literature
[40, 124–127] shows that the mechanism of turbulence modulation is more complex. Ac-
cordingly, it is likely that the turbulence modulation does not only depend on the ratio of the
particle diameter to the turbulent length scales, but on other dimensionless parameters as
well, e.g. the Stokes number, particle-to-fluid density ratio, and solid concentration.
Balachandar et al. [126] summarized themechanisms to enhance the velocity fluctuations,

which are due to the wake dynamics, self-induced vortex shedding and buoyancy-induced
instabilities based on density variation arising from preferential particle concentration. The
mechanisms for reductions are the enhanced inertia, effective viscosity of the particle-laden
flow and the dissipation rate increase due to particle drag. The effect of turbulentmodulation
of the liquid phase is not limited to particles. Bubbles also contribute to the turbulence
production e.g. through their wake (Sec. 2.2) [98].
Additionally, the presence of particles can affect the motion of bubbles depending on the

particle inertia [128]. Besides the increase of the viscosity of the suspension, particles can en-
train in the bubble wake resulting into a highermass force acting on the bubble [89, 129, 130].
Experiments on this effect of particles were conduced by Schlüter et al. [130]. They chose
glass beads as solid particles with varying diameters (dp = 150µm; 500µm). The smaller
particles had a low inertia and could follow the liquid flow in the wake. In the wake, these
particles increased the mass force acting on the bubble resulting in a lower rising velocity.
But not only the bubble rising velocity decreased, also the volume of the wake which is af-
fected by the terminal velocity of the bubble did so. The larger particles had a higher inertia
and were not able to follow the wake structure. Thus, a decrease of the rising velocity could
be contributed to the increase of the overall viscosity of the suspension.

2.4. Bubble-particle collision

2.4.1. Numerical investigations

In froth flotation, valuable minerals are separated from gangue materials based on their
physicochemical properties. They form a bubble-particle aggregate and rise into the froth.
The collision between particles and bubbles is, besides attachment, the key process behind
the formation of a bubble-particle aggregate in this process (Fig. 2.13a). A particle collides
with the bubble surface due to a sufficiently close encounter. This process is governed by the
hydrodynamics in the flotation cell. After the collision, the particle slides along the bubble
surface. When the particles are sufficiently hydrophobic, the liquid film between the bubble
and the particle thins and finally ruptures due to the interfacial forces. Only if the detach-
ing forces, e.g. due to turbulent stresses, are higher than the attaching forces, the particle
detaches from the bubble again [17, 23, 49, 131, 132]. To sum up, the success of the froth
flotation process depends on both the surface chemistry for the hydrophobization of parti-
cles and the hydrodynamics for an encounter between bubble and particle.
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Figure 2.13. Interaction betweenparticle andbubbles. a) Three sub-processes of the bubble-particle interaction: collision, attachment and detachment. The probability ofeach sub-process is denoted by P (adapted from [131]). b) Definition of thecollision frequency, Zpb, with |W| as the particle velocity, |U| as the bubblerising velocity and S as the bubble surface vector.
One important parameter to quantify the recovery of froth flotation is the collision rate,

Nċ. In general terms, the collision rate is defined as the number of particles colliding with abubble per unit of time,
Nċ = NpZpbP (2.42a)

=
∮︂
Λ(J · dS) with

⎧⎨
⎩

Λ(J · dS) = J · dS if J · dS > 0,
Λ(J · dS) = 0 if J · dS ≤ 0, (2.42b)

where Np is the particle number density, Zpb refers to the collision frequency between parti-cle and bubble, and P = PcPa(1–Pd) is the overall probability of the particle collection process.Thus, the collision rate corresponds to the particle flux, J = NpΔW , of the relative velocity be-
tween the bubble and the particle, ΔW , along the bubble surface element vector, S [133].
The vector, S, points inwards as illustrated in Fig. 2.13b. It is noted that only particle fluxes
pointing towards the bubble surface are taken into account by applying the function Λ [37].
Many works [102, 134–136] are devoted to model the collision frequency in the form of

Zpb =
∮︂
Λ(ΔWdS). (2.43)

In particular, the modeling of the relative velocity between bubbles and particles has com-
prised a large part of the work, due to its deterministic and stochastic components. Initial
studies assumed that themotions of bubbles and particles were deterministic, excluding the
effect of the fluctuating components of turbulence. These motions are primarily governed
by interception, inertia and gravity, as illustrated in Fig. 2.14 [49]. They can be used to de-
scribe collisions between bubbles and particles at a low degree of turbulence, for instance
in a flotation column or in the relaxation area of an industrial flotation cell [136].
To account also for a high degree of turbulence, i.e. close to the stirrer in an industrial

flotation cell, the stochastic motion of bubbles and particles has to be included in the mod-
els. For this purpose, the well-known collision models developed by Saffman et al. [35] for
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Figure 2.14. Schematic of deterministic and stochastic collision mechanisms (adapted from[24, 136]).
raindrops or by Abrahamson [36] for heavy particles were mainly applied, depending on the
primary collision mechanism. An overview of these mechanisms is shown in Fig. 2.14. For a
detailed review on further collision models, see Meyer et al. [24] and Kostoglou et al. [136].
There are four categories of collision mechanisms in turbulent flows: orthokinetic mecha-

nism, preferential concentration, correlated and uncorrelated accelerative mechanism. If a
particle can follow the fluid streamline of the turbulent eddy perfectly, it either collides with
a bubble due to their different positions in the shear flow field (orthokinetic mechanism) or
due to the spatial non-uniformity concentration of bubbles (preferential concentration). Oth-
erwise, the particle deviates from the fluid streamline of a turbulent eddy and collides with
a bubble moving in a partly correlated (accelerative - correlated) or uncorrelated turbulent
eddy (accelerative - uncorrelated).
Saffman et al. [35] assumed that raindrops follow the atmospheric turbulence completely

(orthokinetic mechanism), proposing
ZpbST =

√︃8π
15(r1 + r2)3

√︃ ε
ν , (2.44)

with ri referring to the radii of the particles, ε to the dissipation rate and ν to the kinematic
viscosity. The model is valid for mono-dispersed particles with a radius smaller than the
Kolmogorov scale of the fluid flow.
In contrast, the study by Abrahamson [36] analyzed the motion of heavy particles sus-

pended in high-intensity isotropic turbulence (uncorrelated accelerative mechanism)
ZpbA = 5(r1 + r2)2

√︂
W ′21 +W ′22, (2.45)

withW ′ as the turbulent fluctuations of the particles (Eq. A.85). This model is valid for particle
radii exceeding the Kolmogorov length scale by far and if no external forces act on the particle
motion.
However, it is well known that themodels proposed by Saffman et al. [35] and Abrahamson

[36] are just extremal cases to approximate the collision frequency. They are rarely found
in the flotation process, where the collisions between various length scales of bubbles and
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particles are of great importance. That means the motions of the smaller particles are dis-
turbed by the flow field around the bubble. The particle could follow the streamlines around
the bubble, rather than collide, leading to a decrease in the collision frequency. This effect
can be described by the collision efficiency, the ratio of the number of detected collisions
to the number of particles in the volumes swept out by the bubble. In the case of Saffman
et al. [35] and Abrahamson [36], the collision efficiency is one. Further, as discussed criti-
cally by Kostoglou et al. [37], the TKE and dissipation rate should be two independent input
parameters into the collision model. The turbulent power spectrum reveals that the energy-
containing range is governed by the TKE. In contrast, the dissipation range is characterized
by the dissipation rate (Sec. 2.1.2). Themodels proposed by Saffman et al. [35] and Abraham-
son [36] depend only on one parameter. Consequently, Kostoglou et al. [37] developed a
new collision model to overcome the previous shortcomings and adapted it for the process
of froth flotation.
Kostoglou et al. [37] split the relative velocity between bubble and particles, ΔW , into three

major components
1. total relative velocity between bubble and liquid phase, |ΔWbl|,2. turbulent relative velocity between bubble and particle, |ΔWbp|, and3. gravitational relative motion between particle and liquid phase, |ΔWpl|.

Consequently, integrating Eq. 2.43 along the polar angle around the bubble, θ, results in
ZpbK = 2π(rb + rp)2

∫︂ π
0 Λ (︁Ω(θ)|ΔWbl| + |ΔWbp| + f cos θ|ΔWpl|)︁ sin θ dθ, (2.46)

with rb as the bubble radius, rp as the particle radius, Ω as a function of the normalized local
radial liquid velocity distribution at the bubble surface [49], and f as a function of the nor-
malized magnitude of the particle velocity. The calculation of all parameters is summarized
in Appendix A.4.
2.4.2. Experimental investigations

One main problem for the developed collision models is the limitation of available validation
data [24]. The validation data rely mainly on direct numerical simulation (DNS), allowing the
primary variables and the collision to be controlled with high accuracy [25–29]. However,
DNS is restricted to a certain range of Reynolds numbers due to high computational efforts.
Previous experimental studies are divided into indirect and direct methods [49]. The indi-

rect methods determine the collision probability by measuring the overall recovery rate, R,
of a particle system. Many researches focused on freely rising bubbles in a simplified fluid
flow as for example in a Hallimond tube (Fig. 2.15a). The particle system consisted of mainly
strongly hydrophobic fine particles. This system allowed to assume the attachment proba-
bility as unity and detachment probability as zero [49, 137, 138]. The key advantage of the
indirect methods is the usage of freely rising bubbles, considering the bubble dynamics. A
major drawback of this method is the assumption of an attachment probability of unity and
no detachment. There is only a limited number of particles available meeting these criteria.
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Additionally, the bubbles were released into a quiescent liquid leading to a high discrepancy
to the high turbulence in a flotation cell.

magneticstirrer
conditioning bottle

gas in

needle tip

concentratereceiver
three waytap

halimondtube

a) b)
Figure 2.15. Measurement techniques to investigate the bubble-particle interaction. a) Indi-rect method by measuring the recovery rate in a Hallimond tube (from [139]).b) Direct method by recording the particle trajectories with high-speed imagingmethods (from [140]).
The direct method comprises high-speed imaging methods to record particle trajectories.

Applying this technique, mainly the collision between a particle with a stagnant bubble was
investigated in a quiescent or laminar flow (Fig. 2.15b) [17, 30–33, 92]. This method enables
an intensive study of a wide range of parameters as e.g. the particle shape or bubble sur-
face mobility on the bubble-particle collision and attachment behavior. However, usage of a
captive bubble is not comparable to freely rising bubbles. In particular, in the sense of their
hydrodynamics and surface interactions (Sec. 2.2). Thus, from these experimental results,
no conclusion can be drawn on the collision mechanisms between particles and freely rising
bubbles in turbulent flows. Until now, only a few researchers have focused on the particle
trajectories colliding with freely rising bubbles [34, 141]. These works are limited by particles
with a high inertia such as galena or soda lime glass.
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3. Materials and Methods
The investigation of the bubble-particle interaction is based on the development of generic
experimental setups and the application of suitable measurement methods. Sec. 3.1 de-
scribes the designed experimental setups. The generic experiments comprise on the one
hand a freely rising bubble chain in a quiescent liquid [38, 41]. On the other hand, a wa-
ter channel is constructed to generate a generic turbulent flow. A defined range of turbulent
length scales is produced by a liquid flow passing through a grid upstream of a stagnant bub-
ble [39]. The applied experimental methods include Tomographic Particle Image Velocimetry
(TPIV) (Sec. 3.2), 4D Particle Tracking Velocimetry (PTV) (Sec. 3.3) and Positron Emission Parti-
cle Tracking (PEPT) (Sec. 3.4). The liquid flow field around the individual bubbles is measured
with TPIV, to understand the flow conditions which the particles are exposed to [39, 41]. With
4D PTV (Sec. 3.3) and PEPT (Sec. 3.4), the trajectories of the model particle systems are trian-
gulated and classified according to their collision performance [38, 39, 41]. The respective
sections describe the principle, the measurement setup, the particle systems, the data and
uncertainty analysis of the particular measurement technique. In Sec. 3.5, the advantages
and disadvantages of each measurement technique are discussed to determine their field
of application.

3.1. Experimental setups

3.1.1. Freely rising bubble chain in a bubble column

The experimental setup of the bubble column was adapted from Ziegenhein et al. [142] and
is shown in Fig. 3.1a. The cell (90mm×220mm×25mm, width x height x depth) was filledwith
deionized (DI) water and 0.01M potassium chloride (KCl). KCl was added as an electrolyte
background to compress the repulsive surface force due to overlapping of electrostatic dou-
ble layers [49]. The physical and chemical values of the DI water are summarized in Tab. A.3.
Nearly monodisperse air bubbles are introduced by a single blunt needle with an inner

diameter of di = 120µm; 300µm; 600µm. The properties of the generated bubbles are
summarized in Tab. 3.1, stating their bubble formation frequency, fbub, their eccentricity (ra-tio of major tominor axis), e, the bubble diameter, db , and themean bubble rising velocity, ub.
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Figure 3.1. Experimental setups: a) Bubble column. Nearly monodisperse air bubbles are in-troduced by a single blunt needle. The global coordinate system originates fromthe bubble orifice. b) Water channel. A defined range of turbulent length scales isproduced by a liquid flow passing through a grid. The downwards flow is set by anelectrical valve and controlled by a volumetric flowmeter (FR) and an integratedtemperature sensor (TR). The flow recirculates by pumping the suspension up-wards into the upper tank with a peristaltic pump. The origin of the coordinatesystem is located, according to the bubble position, p, where the needle pene-trates the wall of the water channel. Units are displayed in mm.
The air flow rate, QG, was controlled by a mass flow controller (FMA 1604A, OMEGA Engineer-
ing, Inc., USA) to achieve a distance of 8db between two consecutive bubbles (≈ ub fbub–1).The resulting bubble shapes and trajectories were characterized by their bubble Reynolds,
Reb (Eq. 2.23), their Eötövs, Eo (Eq. 2.24), and the Galilei number, Ga (Eq. 2.26). The associateMorton number (Eq. 2.25) was Mo = 2.6 · 10–11.
The global coordinate system was defined by the needle orifice, which represented the

origin. The x2-axis pointed to the upward direction of the orifice which corresponded to therising direction of the bubbles. The x1-axis and the x3-axis were perpendicular to the x2-axis.
3.1.2. Turbulent flow upstream of a stagnant bubble in a water channel

Thewater channel generated a large range of turbulent length scales by the fluid flow passing
through the grid upstream of a bubble (Fig. 3.1b). The setup was adapted from the investi-
gations by Haase et al. [143] and Tokuhiro et al. [144] who produced similarly a downward

27



3. Materials and Methods
Table 3.1. Bubble column: Properties of the gas phase. The measurement configurationsdepended on the inner diameter of the orifice, di, and its associated volume flowrate, QG. The produced bubble chains are specified by their bubble formation fre-quency, fbub, their aspect ratio as the ratio of the major to minor axis, e, theirdiameter, db, and their rising velocity, |Ub|. Additionally, the resulting Eötvös,Eo (Eq. 2.24), bubble Reynolds numbers, Reb (Eq. 2.23), and Galilei number, Ga(Eq. 2.26), are summarized.

di in µm 120 300 600QG inml/min 3.00 ± 0.13 6.00 ± 0.15 11.00 ± 0.19
fbub in Hz 28 ± 3 17 ± 2 13 ± 1e 1.35 ± 0.10 2.00 ± 0.10 2.36 ± 0.10db inmm 1.4 ± 0.1 2.4 ± 0.1 3.3 ± 0.1|Ub| inm/s 0.33 0.33 0.31
Eo 0.3 0.8 1.5Reb 446 780 1010Ga 164 268 567

flow in a water channel. The flow recirculated from the upper tank through the water chan-
nel into the lower tank, where the suspension was pumped upwards again by a peristaltic
pump (730SN/RE, Watson Marlow, United Kingdom). In order to ensure a uniform suspen-
sion of the particles, a mechanical stirrer was installed in the upper tank. Excess suspension,
which could not fit into the water channel, flowed over the overflow tank directly into the
lower tank to remain in the system. Consequently, the water height was automatically kept
constant, and thus, the flow rate depended only on the valve position. During the experi-
ments, the valve was completely open resulting in a flow rate of QL = 6.1 l/min. This rate was
checked with a volumetric flowmeter and an integrated temperature sensor (VTI 15, SIKA Dr.
Siebert & Kühn GmbH & Co. KG, Germany) during all measurements.
Besides a wide range of turbulent length scales, a grid has the advantage of producing

isotropic turbulence (Sec. 2.1). Similar to Fig. 2.2b, a grid with cylindrical rods, dr = 1mm,
and a mesh width, M = 3.2mm, was used to achieve a Kolmogorov length scale, η , of 20µm
(Eq. 2.12) with the Reynolds number based on the rod diameter, Red = 180 (Eq. 2.3). The
range of turbulent length scales and their intensity depended on the distance to the grid,
according to the energy cascade. With increasing distance to the grid, larger vortices broke
down to smaller ones until they reached the Kolmogorov length scale and dissipated. Con-
sequently, bubbles were placed at three distances to the grid (p = 1 . . .3 in Fig. 3.1b) for
different turbulent conditions.
To enhance the number of collisions between bubble and particle, two bubbles were em-

ployed simultaneously at two of the three possible vertical positions. The horizontal separa-
tion between both bubbles was 10mm to minimize the effect of the upper bubble on the
lower one. Special care was taken to fix the bubble positions in the x1- and x3-direction, di-rectly downstream from a loop of the grid, in order to generate symmetrical conditions. Each
bubble (db = (2.3 ± 0.2)mm) was produced individually with a needle (do = 0.9mm) and a
syringe pump to control their size independently (NE-1000, New Era Pump Systems, Inc.,
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USA or Pump 33, Harvard Apparatus, USA). To hinder the detachment of a bubble, the nee-
dles were hydrophobizedwith tetradecyltrimethylammoniumbromide (TTAB) (Sigma-Aldrich,
USA). Accordingly, the needles were placed into the TTAB solution (cl = 4.14 g/l) overnight.
Before the installation in the water channel, each needle was rinsed carefully with DI water
to remove excess surfactant.
The origin of the coordinate system of the setup depended on the investigated bubble

position, p. For each position, the origin was defined at the location, where the correspond-
ing needle penetrates the wall of the water channel. The x2-axis pointed against the main
flow direction. The x1-axis was perpendicular to the x2-axis corresponding to the horizontalalignment of the needle. The x3-axis was perpendicular to both axes.

3.2. Tomographic Particle Image Velocimetry (TPIV)

3.2.1. Principle of TPIV

Particle Image Velocimetry (PIV) is a well-establishedmethod tomeasure the velocity of liquid
flows. The basic idea of PIV is that sufficiently small and neutrally buoyant tracers follow the
streamlines of the fluid flow with negligible deviation. Thus, the velocity of the tracer particles
is assumed to be equal to the fluid velocity. By measuring their position in time, their velocity
is calculated by the displacement of tracer particles between two time steps.
Fig. 3.2a illustrates more precisely the measurement principle of PIV for an exemplary flow

in a wind tunnel. The flow in the wind tunnel is seeded with tracer particles. The particles
in the field of view (FOV) are illuminated twice by a laser sheet with a defined time delay
between the pulses. The scattered light of the particles is captured by a camera on two sepa-
rated frames. During the evaluation, the captured images are divided into subareas, named
interrogation windows. The displacement of the particles in the interrogation windows is cal-
culated with a cross-correlation method. Considering the time delay and a calibration of the
imaging system, the velocity vector field is computed for the illuminated FOV. This method
allows the measurement of the planar velocity field in 2D-2C, meaning the velocity compo-
nents v1 and v2 at the positions y1 and y2 inside the laser sheet [145].An extension of PIV is TPIV, which resolves the instantaneous velocity field, V = (v1, v2, v3)T ,in all three directions, Y = (y1, y2, y3)T (Fig. 3.2b). In this case, the tracer particles in a definedvolume are illuminated by a laser. The scattered light of the tracer particles is captured
with multiple cameras from different viewing angles. The different viewing angles lead to a
reconstruction of the particle field as a 3D distribution of light in the formof volume elements,
named voxels. One common iterative algebraic reconstruction method is the multiplicative
algebraic reconstruction technique (MART) [147] which requires a precise calibration in the
order of a fraction of the particle diameter. Otherwise, the lines of sight corresponding to
the imaged particle are not intersecting leading to a rapid loss in the reconstruction quality
[148].
Therefore, the calibration procedure in TPIV consists of two parts, the usage of a two- or

multi-layered calibration plate and a subsequent volumetric self-calibration (VSC) to correct
a possible misalignment among the cameras [149]. The main idea of the VSC method is
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Figure 3.2. Principle of PIV. a) 2D-2C PIV (adapted from [145]). b) 3D-3C TPIV (adapted from[146]).
that particles are detected in the individual images of the cameras and are triangulated in
3D space. Afterwards, the triangulated particle positions are back-projected on the camera
images. The offset between original and back-projected particle position is named disparity
vector. The disparity vector is calculated for a large number of detected particles for each
camera image, Np = O(104), providing a statistical estimate of the local disparity vector to
correct the calibration for all cameras (Fig. 3.3). This method enables the reduction of the
calibration uncertainty to below 0.1 px [145, 146].

a) b) c) d)
Figure 3.3. Disparity maps for a four-camera tomographic system obtained with the VSCmethod (adapted from [145]). a) Camera 1 is considered as the reference.b) Camera 2. c) Camera 3. d) Camera 4 shows the triangulation of particle im-ages with displaced peaks, indicating a motion of the camera has occurred aftercalibration.
The final analysis of the particle displacement between two time-consecutive voxels is per-

formed by a three-dimensional cross-correlation using a multi-grid and iterative window de-
formation [150]. Further details of TPIV are given by Scarano [146].
3.2.2. Measurement setup and tracer particle system

In this dissertation, TPIV was applied to investigate the turbulent liquid flow field around
the individual bubbles. The arrangement and recording of TPIV was specific for each ex-
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perimental setup. Therefore, Fig. 3.4 and Tab. 3.2 summarize the alignment and recording
parameters, respectively, for the bubble column and for the water channel experiments.
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Figure 3.4. Arrangement of the experimental rigs in the measurement setup of TPIV and 4DPTV: a) Bubble column. b)Water channel. Δαmax denotes themaximum azimuthalangle observable by all three cameras.
During the experiment, images were taken with three CMOS cameras (Phantom VEO 410 L,

Vision research, USA). The three cameras were arranged linearly with an overall aperture of
approx. 90◦. The cameras were equipped with 100mm objectives (AT-X Pro D, Kenko Tokina
Co., Ltd, Japan), to achieve a spatial resolution of Δx. An optical band pass filter was inserted
into the optical path to block the reflected laser light from the bubbles. The FOV was il-
luminated with two light sources: a Nd:YAG laser (DM20-527DH, Photonic Industries, USA,
wavelength, λ = 532nm) and a light-emitting diode (LED) backlight (FR, Metaphase Technolo-
gies, Inc., USA). The laser light excited the fluorescent particles, whereas the LED backlight
enhanced the detectability of the bubble shape. The laser light was arranged perpendicular
to the optical axis of camera B. The resulting illuminated volume was aligned to the needle
orifice.
To capture the light signals of the tracer particles and the bubbles nearly simultaneously

but also on two separate frames, the cameras were run in a double frame mode. In the
first frame, the cameras recorded the fluorescent tracer particles which were illuminated by
the laser light. Meanwhile, in the second frame, the cameras recorded the shadow of the
bubbles, which were illuminated by the LED backlight. The time delay between these two
frames was 2µs. This short time duration ensured that the particles and bubbles scarcely
moved between the two frames. In the case of the bubble column, the maximum velocity of
the tracer particles was in the order of 0.4m/s; they shifted by only 0.8µm or 0.02px. In the
case of the water channel, the maximum particle velocity was |W| ≈ 0.3m/s, resulting into
a shift of 0.6µm or 0.015px.
The double frames were recorded in a time-series sequence with a measurement fre-
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Table 3.2. Recording parameters used during the TPIV measurements in the bubble column(Sec. 3.1.1) and in the water channel (Sec. 3.1.2), where Δx denotes the spatialresolution, fmeas the measurement frequency, trec the recording time and Nrec thenumber of recorded images. The field of view (FOV) is defined as height ×width×depth. The specification of the used calibration targets is summarized in Tab. A.4.The properties of the tracer particle systems are listed in Tab. 3.3.

Experimental setup Bubble column [41] Water channel [39]
FOV inmm3 38 × 24 × 10 46 × 29 × 10Δx inmm/px 0.03 0.04fmeas in fps 1300 2000trec in s 3.3. . . 7.1 0.5Nrec 4290. . . 9230 1000Calibration target 058-5 025-3.3Tracer particle system PS33 PS1

quency, fmeas. The measurement frequency during the recordings in the water channel wasincreased to enhance the resolution of the turbulent length scales. Each measurement con-
figuration lasted for a recording time duration, trec, leading to a corresponding number of
double frames, Nrec = trecfmeas. For the bubble column, the recording time equaled the riseof approximately 100 bubbles.
As tracer particles, the fluorescent polysterene (PS) particles PS-FluoRed (microParticles

GmbH, Germany) were used. Their material properties are summarized in Tab. 3.3 in the
form of particle diameter, dp, particle imaged diameter, dpix, concentration in the suspen-
sion, cs, associated number of particles per pixel, ppp, and Stokes number, St (Eq. 2.38).
The Stokes number was calculated with the associated inverse Nyquist frequency as fluid
time scale, τl = fN–1 = 2fmeas–1. The particle types varied between the experimental setup,
because the monodisperse PS-FluoRed particles were not available in such quantities as to
reach a sufficient particle concentration in the water channel (Vwc = 7 l). Instead, the hetero-
dispersed PS-FluoRed were applied. All in all, Samimy et al. [151] stated that a value of the
Stokes number below 10–1 yields an acceptable flow tracing accuracy. This was achieved with
these tracer particles (Tab. 3.3).
3.2.3. Data analysis

After the recording of the time-series sequences, the data were evaluated according to the
work flow illustrated in Fig. 3.5. For the data analysis, the commercial Software DaVis 10.1
(LaVision GmbH, Germany) was employed to calculate the 3D-3C liquid velocity field.
In the image preprocessing, the laser and shadow images were split into particle and bub-

ble images. The shape of the bubble was extracted from the shadow image using the algo-
rithm proposed by Lindken et al. [152]. Firstly, an ellipse was fitted to each bubble contour
with the center point, x1 and x2, the semi-major axis, a, the semi-minor axis, c, and the tilt
angle around the x3-axis, θ, asmarked red in the bubble image in Fig. 3.5. Secondly, the result-ing bubble shape was assumed to be an oblate ellipsoid with the values a, c and θ extracted
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Table 3.3. Properties of the tracer particles used during the TPIV measurements in the bub-ble column (Sec. 3.1.1) and in the water channel (Sec. 3.1.2), where dp denotesthe particle diameter, dpix the particle image diameter, cs the concentration of thetracer particles in the experimental setup, ppp the number of particles per pixeland St the Stokes number. The Stokes number, St (Eq. 2.38), was calculated withthe associated inverse Nyquist frequency as fluid time scale, τl = fN–1 = 2 · fmeas–1.Further information about the physical properties of the particlematerial are sum-marized in Tab. A.1.

Experimental setup Bubble column [41] Water channel [39]Symbol PS33 PS1
Product name PS-FluoReddp in µm 33.03 ± 0.62 1. . . 20dpix in px 1. . . 3 1. . . 2cs in g/l 0.05. . . 1 0.06. . . 0.1ppp 0.02 0.01St 0.06 0.0001. . . 0.3

from the images of camera B (Fig. 3.4). The corresponding volume equivalent diameter was
calculated as defined in Eq. 2.22. Finally, the position of the bubble was triangulated based
on the center points from all three cameras using the 3D PTV algorithm of Maas et al. [153].
This led to the 3D trajectory of each bubble, in the form of its position, X , and its velocity, U,
for each time step.
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Figure 3.5. Workflow of the data analysis for TPIV and 4D PTV. TPIV: Calculation of the 3D-3Cvelocity field, V l(Y l), turbulent kinetic energy (TKE), k(Y l), and dissipation rate, ε(Y l).4D PTV: Triangulation and classification of the colliding particle trajectories.
The laser images were preprocessed by removing the diffuse fluorescent light that was
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reflected by the bubble surface to produce a particle image showing exclusively the particles
without any disturbance. To achieve this, a median filter (7 px × 7px) was applied to the
laser image. The filter enabled the removal of small objects such as the tracers, so that only
the large bubble surface remained in the median image. Afterwards, the median image was
subtracted from the laser image. Remaining unwanted distortions were suppressed using
the image preprocessing toolbox from DaVis 10.1. The image preprocessing included the
background removal via the subtraction of a sliding minimum filter (3 px × 3px), a Gaussian
smoothing filter (3px × 3px) and a sharpening filter.
After the preprocessing, the particle images from different viewing angles were used to

reconstruct the particle field as a 3D distribution of light. For the reconstruction, MART was
employed as implemented in DaVis 10.1. Subsequently, a 3D cross-correlation method cal-
culated the instantaneous velocity field, V , in all three directions, Y . Therefore, the recon-
structed volume was split into interrogation volumes with a size of 32 px×32px×32px and
an overlap of 75%. Consequently, a spatial resolution of 0.24mm×0.24mm×0.24mm and
0.32mm×0.32mm×0.32mmwas gained of the vector grid in the bubble column and water
channel, respectively.
The described flow field in the global coordinate system corresponded to the Eulerian

specification. To also obtain the Lagrangian specification of the flow field, the global coordi-
nate system was transformed into a local coordinate system by a translation of the origin to
the individual bubble center,

Y l = Y – X ,
V l = V – U. (3.47)

In the resulting local coordinate system, yl,2 corresponded to the minor axis, yl,1 to the majoraxis of the bubble and yl,3 to the reconstructed direction.The measured instantaneous velocity field, V , was decomposed into an averaged velocity
field, V , and its fluctuations, V ′ (Fig. 2.1a). The averaging method varied between the data
analysis of the freely rising bubble chain and the stagnant bubble. Due to the path instabilities
of the freely rising bubble, its tilt angle varied over time. Therefore, a conditional average
based on the tilt angle, θ, was performed for all bubbles,

V i = 1
N(θi,0 < θ(t) ≤ θi,1)

T∑︂
t=0

V i(θi,0 < θ(t) ≤ θi,1, t). (3.48)
Each conditional group was defined by a start tilt angle, θi,0 = 5◦ni, and an end tilt angle,
θi,1 = 5◦ni+1, for n = {–3, –2, –1, 0, 1, 2, 3}, covering the overall tilt angle range from –15◦ to
15◦. Consequently, the fluctuations, V ′ = V – V , depended on the tilt angle and varied with
the conditional group, too. The averaging method in the case of the stagnant bubble in the
water channel differed from the previous one. A time-averaging method was applied using
Nrec consecutive time steps (Eq. 2.5) because the bubble position and tilt angle remained
nearly constant during the measurement time.
Below the quantities depending on the measured averaged velocity field, V , and its fluctu-

ations, V ′, are summarized, in particular the magnitude of the velocity field, |V|, the vorticity
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vector, ω, TKE, k, degree of turbulence, Tuij, and dissipation rate, ε. The magnitude of the
liquid velocity field was computed as

|V| =
√︂
v12 + v22 + v32. (3.49)

The three components of the vorticity vector, ω, were calculated as
ω1 = v3y1 –

v1y3 (3.50a)
ω2 = v2y3 –

v3y2 (3.50b)
ω3 = v2y1 –

v1y2 . (3.50c)
The turbulent parameters depended on the fluctuations, V ′, and comprised the TKE

k = 1
2v′iv′i , (3.51)

and the degree of turbulence,
Tuij =

√︁Rij
|V| with i, j ∈ 1, 2, 3, (3.52)

where Rij = v′iv′j denotes the Reynolds stress tensor component. Additionally, the dissipationrate was defined as [154]
ε = ν ∂vi

∂yk
∂vi
∂yk , (3.53)

where ∂vi/∂yk denotes the gradient of the instantaneous velocity, using either the conditionalaveraged values in the bubble column or the time-averaged values in the water channel.
A deeper insight into the turbulent energy cascade was gained by calculating the power

spectrum, E, based on the wavenumber, κ. In particular, at a given point, Y , the fluctuation
components, V ′(Y , t), were transformed from the time into the frequency domain, fe,

E = 1
2π F × F∗, (3.54)

where F denotes the discrete-time Fourier transform and F∗ its complex conjugate. Subse-
quently, the frequencies were converted into their wavenumber using the frozen turbulence
approach by Taylor [155]

κ = 2π
|V| fe. (3.55)

Typical wavenumbers of a turbulent flow field are the wavenumber of the integral scale,
κΛ = 2π

|V|
1
τΛ , (3.56)
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and Kolomogorov scale,
κη = 2π

|V|
1
τη , (3.57)

where τΛ (Eq. 2.15) denotes the integral time scale and τη the Kolomogorov time scale,
τη = (︂ν

ε
)︂1/2 . (3.58)

In the same way, the wavenumbers associated to the particle motion and to the bubble
wake were calculated, named the particle wavenumber, κp,

κp = 2π
|V|

1
τp = 36πμ

(ρS + 0.5ρL)dp2|V|, (3.59)
where τp (Eq. 2.39) denotes the particle response time.The two typical wavenumbers of the bubble wake were the shedding wavenumber,

κs = 2π
|Ub|

1
τs = 0.4π

db , (3.60)
and the Kolomogorov wavenumber of the bubble wake,

κbη = 2π
|Ub|

1
τη = 2π

db Reb1/2, (3.61)
where Ub denotes the bubble rising velocity, τs = dbSr–1|Ub|–1 the shedding time scale,
Sr = 0.21 the Strouhal number (Sec. 2.1.2) and τηb = dbReb–1/2Ub–1 the Kolmogorov timescale of the bubble wake [156].
3.2.4. Uncertainty analysis

Although special care was taken for the alignment, calibration and conducting experiments,
still uncertainties remained to a limited extend. The main quantities affected by these uncer-
tainties were the bubble shape and the liquid velocity field.
For the bubble column, one parameter to describe the bubble shape was the volume

equivalent diameter (Eq. 2.22). The bubble diameter was analyzed based on the planar pro-
jection of the bubble shape as observed by camera B (Fig. 3.4). This method was subjected
to errors due to the tilt angle, β, of the bubble around the x1-axis. As seen in Fig. 3.6a, themeasured minor axis in the image plane, c, was larger than the actual minor axis of the bub-
ble, c∗. Bröder et al. [157] calculated themaximum increase of the estimated area-equivalent
diameter to the real diameter based on the tilt angle, β, and the eccentricity of the bubble, e.
Adapting their methods for the uncertainty of the volume equivalent diameter led to

dbdb∗ = (e2 sin2 β + cos2 β)1/6. (3.62)
Fig. 3.6b illustrates the uncertainty of the maximum increase of the estimated volume equiv-
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alent diameter to the real diameter for all three bubble size configurations. However, the
tilt angle around the x1-axis, β, could not be measured in the current experimental setup.
Instead, it was assumed that β was in the same order of magnitude as the measured tilt an-
gle around the x3-axis, θ (Fig. 3.6c). Consequently, the measured volume equivalent bubblediameter was approximately 10% larger than the real bubble diameter, assuming an oblate
ellipsoidal shape of the bubbles.
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Figure 3.6. Uncertainty of the volume equivalent bubble diameter, db (Eq. 2.22), based onthe tilt angle of the bubble around the x1-axis, β. a) Definition of the tilt angle, β,the measured minor axis in the image plane, c, and the actual minor axis of theellipsoid, c∗ (adapted from [157]). b) Expansion of the estimated db due to thetilting of the bubble (estimated diameter normalized by the real diameter, db∗, asdefined in Eq. 3.62). c) Measured tilt angle of the bubble around the x3-axis, θ,along the normalized x2-axis.
During the measurements of the liquid phase velocity, random uncertainties occurred e.g.

due to the particle image size, particle image density, turbulent fluctuations, and interroga-
tion window size. These uncertainties of the velocity field, Ξ(ui), and degree of turbulence,
Ξ(Tuij), were quantified with a confidence interval of 95.4% as

Ξ(ui) = σi
√︄ 1
Nrec , (3.63)

with the standard deviation,

σi =
⌜⃓
⃓⃓
⎷ 1
Nrec – 1

Nrec∑︂
j=1

(︁ui ,j – ui ,j)︁2. (3.64)

The uncertainty of the degree of turbulence, Ξ(Tuij), was calculated based on the propagation
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of uncertainty, incorporating the uncertainty of the Reynolds stress,

Ξ(Tuij) = σiσj
√︄ 1 + ρ2ijNrec – 1, (3.65)

where ρij denotes the cross-correlation coefficient. This yields to
Ξ(Tuij) =

⃓⃓
⃓⃓∂Tuij

∂Rij
⃓⃓
⃓⃓ · Ξ(|U|) +

⃓⃓
⃓⃓ ∂Tuij
∂|U|

⃓⃓
⃓⃓ · Ξ(Rij) (3.66)

=
⃓⃓
⃓⃓
⃓

1
2√︁Rij|U|

⃓⃓
⃓⃓
⃓ · Ξ(|U|) +

⃓⃓
⃓⃓
⃓

√︁Rij
|U|2

⃓⃓
⃓⃓
⃓ · Ξ(Rij). (3.67)

These methods to quantify the uncertainty of PIV measurements have been described pre-
viously by Sciacchitano et al. [158], further details can be found there.
Furthermore, these random uncertainties can affect the spatial power spectrum. The res-

olution of the turbulent length scales in the power spectrum was limited spatially by the
cut-off wavenumber, κc, and temporally by the Nyquist frequency, fN = 0.5fmeas. The cut-offwavenumber,

κc = 2.8
IW = 2.921/mm . . .8.751/mm, (3.68)

depends on IW the interrogation window size, because the interrogation window caused
a low-pass filtering of the data [159]. Converting the Nyquist frequency into the Nyquist
wavenumber, κn = 13.61/mm . . .69.81/mm, via the frozen turbulence approach (Eq. 3.55)
reveals that for both experimental setups the cut-offwavenumber is smaller than theNyquist
wavenumber. Therefore, the cut-off wavenumber is the significant limit of the turbulent
length scales in the TPIV measurement. However, the cut-off wavenumber represents only
the upper limit of the resolvable wavenumber [160]. Due to noise in the TPIV measurement,
the maximum measurable wavenumber could be smaller.
Another source of uncertainty in TPIV was the reconstruction noise, known as ghost par-

ticles [146]. Due to an imperfect calibration or a limited number of camera views, parti-
cles could artificially be added into the volume elements during the reconstruction process.
These ghost particles could bias the cross-correlation. Meaning, the physical location of the
ghost particles differs from the location of the actual particles. Consequently, ghost particles
have a smoothing effect on the resulting velocity field [161].
For example, Fig. 3.7 illustrates the formation of ghost particles due to a limited number

of camera views and a high seeding density. If two particles are observed by two cameras,
the reconstruction algorithm would compute four possible locations of these particles as
shown in Fig. 3.7a. This ambiguity can be solved by adding a third camera view (Fig. 3.7b).
Additionally, ambiguities can occur due to a high seeding concentration of the tracer particles
in the FOV (Fig. 3.7c). An accurate reconstruction is only possible, as long asmost of the tracer
particles are imaged distinctly [146].
To evaluate the number of ghost particles in the reconstruction volume, the light inten-

sities of the particles were analyzed along the reconstructed y3-axis (Fig. 3.8) [146]. Here,the reconstruction range in the y3-axis was intentionally larger than the illuminated volume.
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a) b) c)
Figure 3.7. Formation of ghost particles (adapted from [146]). a) Two camera views for twoparticles yield four potential reconstructions. The view from camera 1 and cam-era 2 ismarked red and blue, respectively. Potential ghost particles are illustratedas ,. b) Adding a third camera view (marked green) eliminates potential ghostparticles. c) Increasing the seeding density worsens a distinctive imaging of theparticles.
Inside the illuminated volume, real and ghost particles were reconstructed, whereas outside
the illuminated volume, only ghost particles were reconstructed. Consequently, the signal-to-
noise ratio, SNR, between the averaged intensity inside, Ii, and the averaged intensity outside,Io, of the illuminated volume gives an estimation of the ratio of the ghost particles,

SNR = IiIo . (3.69)
According to Scarano [146], the reconstruction of the tomographic experiments is of good
quality if SNR ≥ 2. Fig. 3.8 illustrates the SNR values averaged over 30 time steps for both
experimental setups. SNR values below 2 are reachedmainly on the edges of the reconstruc-
tion volume, whereas inside the SNR values exceed 2. Additionally, the number of particles
per pixel, ppp, was below 0.05 (Tab. 3.3), as recommended by [162]. Consequently, the qual-
ity of the particle reconstruction was sufficient for the conducted experiments [146, 162].
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Figure 3.8. Signal-to-noise, SNR, profiles along the reconstructed y3-axis in a) the bubble col-umn and b) in the water channel. The dotted lines mark the illuminated volume.
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3.3. 4D Particle Tracking Velocimetry (PTV)

3.3.1. Principle of PTV and Shake-the-box (STB)

Typically, PTV is another method to measure the liquid field velocity by triangulating the indi-
vidual particle trajectories [145, 163, 164]. It allows to enhance the spatial resolution and the
measurement accuracy compared to correlation-based approaches [145]. If the trajectory
of inertial particles (e.g. glass beads [165–167]) are tracked instead of small and neutrally
buoyant tracer particles, the particle dynamics of the solid phase can also be investigated
with PTV. However, one of the main challenges of PTV is the matching of the corresponding
particle in each camera image and its tracking over time, especially for a high particle seeding
concentration where the particle images start to overlap [145, 168, 169].
One way to overcome the challenge of the particle seeding concentration is the STB algo-

rithm by Schanz et al. [170]. Instead of the individual treatment of each particle snapshot,
the STB method utilizes as much temporal and spatial information of the particle trajectory
as possible to predict the consecutive particle position. Thus, nearly all ghost particles are
suppressed because of their shorter lifetime compared to actual particles. If no information
of the particle trajectory is available, the particle positions are triangulated accurately with
the iterative particle reconstruction (IPR) algorithm byWieneke [171]. To put it simply, the IPR
detects the 2D particle position in each image plane and matches the 2D particle positions
among all camera views, to gain the possible 3D particle position. If the difference between
projected and measured 2D particle location remains below a set triangulation error, the 3D
particle position is valid. Otherwise, the particle is neglected for the further analysis.
Fig. 3.9 illustrates the main steps of the STB algorithm in the convergence phase. To reach

the convergence stage, the particle positions are triangulated with the IPR algorithm over
approx. four time steps to gain reliable particle trajectories. Afterwards, the positions of
the known particle trajectories are predicted for the subsequent time step (Fig. 3.9). If the
predicted particle positions do not exactly fit the particle position in the image, the predicted
position is shifted by a fraction of a voxel to minimize the uncertainty, named shaking. The
remaining particles in the residual image are triangulated with the IPR algorithm. If particles
are overlapping, the number of utilized cameras are reduced during the triangulation leading
to a nearly blank residual image. Therefore, the STB method enables a rapid triangulation of
the 3D particle trajectories for a high particle seeding concentration.
Similar to TPIV, an accurate calibration is required, which is achieved by a combination

of the volumetric self-calibration (VSC) method [149] and an optical transfer function (OTF)
[172]. The first one assures the precise location of the projected particle position, whereas
the latter one accounts for particle shape distortions, e.g. due to astigmatisms. The pre-
diction of the OTF can be incorporated into the VSC, where not only the position but also
the shape parameters are extracted and averaged for all triangulated particles in a certain
sub-volume.
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Figure 3.9. Schematic description of the STB procedure for one time-step in the convergedstate by illustrating the effects of the different computation steps on the residualimage of one single camera out of multiple (from [170]).
3.3.2. Measurement setup and particle systems to model mineral particles

In this dissertation, 4D PTV was applied to investigate the collisions between particles and
bubbles. Meaning, the trajectories ofmodel particles were triangulated and classified accord-
ing to their collision performance. The trajectories comprised the particle position Z(t) and
velocity W (t) for each time step. The utilized measurement setup of 4D PTV was essentially
the same as for TPIV. To avoid duplications, please refer to Sec. 3.2.2 for the description of
the measurement setup. The corresponding experimental recording parameters for 4D PTV
are summarized in Tab. 3.4.
Table 3.4. Recording parameters used during the 4D PTV measurements in the bubble col-umn (Sec. 3.1.1) and in the water channel (Sec. 3.1.2), where Δx denotes the spatialresolution, fmeas the measurement frequency, trec the recording time and Nrec thenumber of recorded images. The field of view (FOV) is defined as height × width

× depth. The specifications of the used calibration targets are summarized inTab. A.4. The properties of the model particle systems are listed in Tab. 3.5.
Experimental setup Bubble column [41] Water channel
FOV inmm3 38 × 24 × 10 46 × 29 × 10Δx inmm/px 0.03 0.04fmeas in fps 1300 2000 1000trec in s 23.9 9.3 25.9Nrec 31120 18672 25923Calibration target 058-5 025-3.3Model particle system PS33, PS95 PS33 PMMA200

Themain difference in themeasurement setup between TPIV and 4DPTV lies in the applied
particle system. The major requirement on the tracer system in TPIV was to be sufficiently
small and neutrally buoyant to follow the streamlines of the fluid flow with negligible devia-
tion. In contrast, the model particle systems for 4D PTV were chosen based on the following
criteria
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• applicability to 4D PTV and PEPT,
• comparability to mineral particles in froth flotation and
• hydrophobicity.

The chosen model particle systems consisted of either monodispersed fluorescent PS parti-
cles, PS-FluoRed (microParticlesGmbH,Germany), or heterodispersed fluorescent polymethyl-
methacrylate (PMMA) particles, PMMA-RhB (microParticles GmbH, Germany). The proper-
ties of these particle systems and their associated experimental setup are summarized in
Tab. 3.5. All model particles had a spherical shape.
Table 3.5. Model particle systems used during the 4D PTV measurements in the bubble col-umn (Sec. 3.1.1) and in the water channel (Sec. 3.1.2), where dp denotes the parti-cle diameter, dpix the particle image diameter, cs the concentration of the particlesin the experimental setup, np the particle number density, St the Stokes number(Eq. 2.38), Rep the particle Reynolds number (Eq. 2.36) and Ar the Archimedes num-ber (Eq. 2.40). The Stokes number, St (Eq. 2.38), was calculated with the associatedinverse Nyquist frequency as fluid time scale, τl = fN–1 = 2 · fmeas–1. Further infor-mation about the physical properties of the particle material are summarized inTab. A.1.

Experimental setup Bubble column [41] Water channelSymbol PS33 PS95 PS33 PMMA200
Product name PS-FluoRed PS-FluoRed PS-FluoRed PMMA-RhBdp in µm 33.03 ± 0.62 95.07 ± 1.50 33.03 ± 0.62 200. . . 400dpix in px 2. . . 3 3. . . 4 2. . . 3 5. . . 10cs in g/l 0.03 0.05 0.01. . . 0.02 0.3. . . 1.7np in 1/m3 1.5 · 109 6.4 · 109 1 · 109 1.8 · 107
St 0.01 0.18 0.02 0.7. . . 2.7Rep 0.0005 0.01 0.0005 0.8. . . 4.9Ar 0.19 0.44 0.19 16. . . 127

The particle systems are applicable to 4D PTV if they are fluorescent and their exciting
wavelength matches the wavelength of the laser light (532 nm). As seen in Tab. A.1, this is
the case for PS-FluoRed and PMMA-RhB. The applicability of these model particle systems to
PEPT is discussed in detail in Sec. 3.4.2.
A comparability of themodel particle system tomineral particles was achieved if themodel

particles deviate in the same way from the fluid streamlines as the mineral ones [17]. Mean-
ing, the Stokes number, St (Eq. 2.38), the particle Reynolds number, Rep (Eq. 2.36) and Archi-medes number, Ar (Eq. 2.40) are in the same order of magnitude (Sec. 2.3.1).
Taking, for example, the widespread ore galena (PbS, ρS = 7.85 g/cm3) with a particle

diameter between 15µm and 40µm, St is in the order of 0.01 to 0.17, Rep in the order of 0.01to 0.2 and Ar ranges between 0.22 and 4.3. This is also achieved with PS33 and PS95 particles
as seen in Tab. 3.5. Consequently, it was possible to use PS33 and PS95 as model particle
systems for the example of fine particle flotation with galena in the size range between 15 µm
and 40µm. The larger PMMA200 particles for the PEPT measurements are not comparable
with fine mineral particles. Instead, they are more suitable to observe the collision behavior
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of coarse mineral particles. In the case of galena, PMMA200 particles could mimic the motion
of galena particles in the size range between 90 µm and 180µm.
To prove that the fluorescent PMMA-RhB and PS-FluoRed particles are hydrophobic, their

contact angle, Θ, was measured in reference to the used liquid phase. The contact angle is
defined as the angle at which the liquid–gas interfacemeets the solid–liquid interface, leading
to the Young’s relation [173]

σgs = σls + σlg · cosΘ, (3.70)
where σlg denotes the interfacial tension between liquid and gas phase, σls the interfacialtension between liquid and solid phase, and σgs the interfacial tension between gas and
solid phase (Fig. A.1b). Generally, a contact angle below 90◦ indicates a hydrophilic surface,
whereas above 90◦ the solid surface would be classified as hydrophobic [174].
To measure these contact angles, the Washburn method for porous media [175] was

used based on the measurement of the free surface energy with the force tensiometer
K100 (KRÜSS GmbH, Germany). Appendix A.2 describes in detail this measurement tech-
nique and summarizes the received results. All in all, the resulting contact angles exceeded
90◦ (Tab. A.2) and proved that the suspended PS-FluoRed and PMMA-RhB particles were hy-
drophobic in DI water with 0.01M KCl.
3.3.3. Identification of particle trajectories colliding with bubbles

As the measurement setup of 4D PTV was essentially the same as for TPIV, also the data
analysis of 4D PTV was partially based on the TPIV data analysis (Fig. 3.5). In particular, the
same preprocessing methods were applied for the images from the 4D PTV to define the
bubble properties and to enhance the particle appearance (Sec. 3.2.3). The main difference
among the data analysis methods occurred in the last step. In the TPIV analysis, the particle
imageswere used to calculate the instantaneous velocity field around the bubble. In contrast,
the 4D PTV analysis comprised the triangulation and the classification of the colliding particle
trajectories.
After the preprocessing of the captured 4D PTV images, the particle trajectories were trian-

gulated, using the STB method [170] as implemented in DaVis 10.1. The parameters of the
triangulation algorithm differed to account for variations in the particle trajectories during
the collision process. In total, each set of recorded images was analyzed with up to eight
different settings. These settings were modified in terms of the allowed triangulation er-
ror (Ξ(Z) = 2 voxel . . .4 voxel), the threshold of the used particle intensity and the minimum
distance between two triangulated particle positions. The resulting particle trajectories of
each parameter variation were combined into one particle trajectories ensemble. Overlap-
ping particle positions/trajectories were removed and possible associated trajectories were
linked using the nearest neighbor algorithm [176].
After the generation of the trajectory ensemble, the trajectories were preprocessed in

three steps for the collision classification. Firstly, the particle trajectories were assigned to the
closest bubble and were transformed into the local bubble coordinate system (Eq. 3.47), Zland W l. Further, the particle positions were converted into the spherical coordinate system.This included the radial distance, r, polar angle, θ, and azimuthal angle, α, as illustrated in
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Fig. 3.10a and d. The coordinates were transformed as
r =

√︂z2l,1 + z2l,2 + z2l,3, (3.71a)
θ = arccos zl,3r and (3.71b)
α = arctan zl,2zl,1 . (3.71c)

Additionally, the radial velocity was computed as
wr = ∂r

∂t . (3.72)
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Figure 3.10. Workflow to classify particle collision trajectories. The first row displays the sideview in the zl,1zl,2-plane. The second row displays the top view in the zl,1zl,3-plane. a), d) Definition of the global and the local, spherical coordinate sys-tem. b), e) Filtering out of particle trajectories (red) which are not compliantwith the criteria in Eq. 3.73. The remaining valid particle trajectories are markedin green. c), f) Identification of colliding particle trajectories according to criteriain Eq. 3.75 and distinction between leading (0◦ ≤ α < 180◦) and trailing edgecollision (180◦ ≤ α < 360◦).
Secondly, the first set of criteria focused on the location of the particle trajectory, in par-

ticular its radial distance, r (Eq. 3.71a), and its azimuthal angle, α (Eq. 3.71b), in the spherical
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coordinate system,
r < rmax = 1.6rb (3.73a)

45◦ < α < 135◦, (3.73b)
where rb = db/2 denotes the bubble radius. These criteria (Eq. 3.73) ensured that only thosetrajectories remained that passed the bubble in a radial distance smaller than rmax (e.g. P1
in Fig. 3.10b) and were detected by all three cameras.
The threshold rmax (Eq. 3.73a) was estimated based on the maximum grazing radius,

rc = a + dp ≈ 1 . . .1.4rb (3.74)
because it is the maximum radius where a particle interacts with a bubble [49]. To account
for uncertainties in bubble shape and particle trajectory triangulation, rmax slightly exceeded
rc, resulting in rmax = 1.6rb.The latter criterion (Eq. 3.73b) came into effect if the azimuthal angle of the particle po-
sition, α, was beyond the maximum detection angle of the cameras. The triangulation of
particles based on two camera views could result in a higher uncertainty of the particle loca-
tion. Therefore, the azimuthal angle of a valid particle position, α, had to be between 45◦ and
135◦, as marked in blue with Δαmax = 90◦ in Fig. 3.10b and e. If the particle was in this sphere
segment, the particle was visible to all three cameras. An example is illustrated in Fig. 3.10d.
Particle P2 and P5 do not satisfy criterion Eq. 3.73b, thus, they are filtered out.
Thirdly, a particle trajectory was classified as colliding (Fig. 3.10c and f) if the second set of

criteria regarding the radial velocity, wr , and residence time of the particle in the vicinity of
the bubble, tr , was fulfilled,

|wr| < wrmax = 0.05m/s (3.75a)
tr > trmax = 8ms. (3.75b)

The second set of criteria guaranteed that a colliding particle moved towards the bubble
surface with a radial velocity, wr , decelerating over time to reach a value below wrmax. Addi-tionally, this particle remained for an extended time period, trmax, in the vicinity of the bubble.For a particle approaching a bubble, the radial velocity decelerated until it reached theoret-
ically 0m/s at the collision point. A threshold of the radial velocity was chosen to account for
uncertainties, wrmax = –0.05m/s,. The deceleration of the colliding particle trajectories was
accompanied by a larger residence time, tr , compared to a non-interacting particle trajectory.The average residence time of a non-interacting particle passing by the bubble was

tr = 2 · c
ub (3.76)

covering a distance of twice the minor axis of the bubble, c. In the bubble column, the classi-
fication criteria, trmax, was set to 8ms (c = 1.2mm, ub = 0.30m/s) and in the water channel,
trmax = 14ms (c = 1.2mm, ub = |V| = 0.18m/s).
Additionally, the analysis distinguished between leading (P4) and trailing edge (P6) colli-
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sions. If the particle approached the bubble from above, 0◦ < α < 180◦, the collision was
classified as leading edge collision. Otherwise, the collision was classified as a trailing edge
collision.
The detected particle collisions were used to calculate the collision frequency,

ZpbE = 4 · NcNp · Nb · Δt , (3.77)
with Nc and Nb as the total number of collisions and bubbles, respectively, and Δt as the
measurement duration. The particle number densities, for each experimental setup, are
summarized in Tab. 3.5.
The total number of collisions during experiments was restricted to the forequarter of the

bubble surface due to the limited FOV. To also account for the particle collisions outside of
the FOV, the multiplication factor of 4 was added to Eq. 3.77 assuming the same distribution
of the unseen colliding particles behind the bubble (0◦ < α < 45◦ and 135◦ < α < 360◦).

3.4. Positron Emission Particle Tracking (PEPT)

3.4.1. Principle of PEPT

Until now, the described measurement techniques, TPIV and 4D PTV, detect only the visible
light. These techniques require transparency and are only applicable to dilute flows. How-
ever, typical flows in froth flotation are dense multiphase flows with a high gas and solid
fraction [177]. The measurement in these dense flows is impossible for optical measure-
ment techniques. To allow the measurements in opaque flows, non-optical signals have to
be used as for example positrons in PEPT [178, 179].
The principle of PEPT is illustrated in Fig. 3.11. At the beginning, a model particle is radioac-

tive-labeled with a positron emitting radionuclide, which undergoes a beta-plus decay. This,
in turn, emits two photons in anti-parallel directions after annihilation with local electrons
(Fig. 3.11a). If two detectors in an array simultaneously detect these gamma rays in coinci-
dences, a line of response (LoR) can be defined between the two detection points (Fig. 3.11b).
A sample of consecutive LoRs (typically 150. . . 1000 events) are used to triangulate the instan-
taneous position of the radioactive model particle in three dimensions.
Several studies have successfully applied PEPT to measure the particle velocity field in the

pulp and froth phase of a flotation cell [177, 180–182]. Most studies have only employed
PEPT to determine the position of radioactive model particles and gain the 3D velocity field
of the solid phase in a flotation cell. However, the observation of the interaction between
bubbles and radioactive-labelled particles has not been addressed so far, because the po-
sition of gas bubbles is not detectable with PEPT. Instead, an additional measurement tech-
nique is required to observe the bubble positions. For example Cole et al. [183] measured
simultaneously with a high-speed camera to gain the bubble positions.
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Figure 3.11. Illustration of the principle of PEPT (adapted from [184]). a) Mechanism ofpositron emission and interaction with matter, where a red sphere denotes aneutron and a blue sphere a proton b) Detection of the radioactive tracer parti-cle by a detector ring. Triangulation of the position at the intersection ofmultiplelines of response (LoRs, marked as red lines).
3.4.2. Measurement setup and radioactive tracer particles

To investigate the bubble-particle interactions in a dense turbulent flow, the water channel
(Sec. 3.1.2) was centered in the Positron Emission Tomography (PET) camera (ECAT HR++,
Model: CTI/Siemens) at iThemba LABS, South Africa. The scanner detected the gamma rays
of the inserted radioactive tracers.

x2
x1x3PET Scanner

Water channel

LED
Ligh

t

Cam
era

a)
500µm

Adhesive layer:
Epoxy resin with
nickel powder
Coating layer:
PMMA-RhB powder

Core:
Purolight® NRW 100

b)
Figure 3.12. Application of PEPT to the water channel experiments. a) Arrangement of thewater channel in the Positron Emission Tomography (PET) scanner. A camerarecorded the bubble position and diameter. b) Radioactive tracer particle formeasurements with PEPT (left) andmicrograph of the same particle cut, grindedand polished along its diameter (right). The latter one was used to distinguishthe three parts, namely, the core, the adhesive layer and the coating layer.
The gas phase was observed with a camera (GO-5100M-USB, JAI Ltd., Denmark) to account

for small changes, e.g. due to switching needles during the measurement. The camera was
located parallel to the water channel wall. It captured both bubbles in the x2x3-plane with a
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frame rate of fmeas = 0.25 fps. During the image analysis, a Hough transformation [185, 186]
was applied to detect the stagnant bubble as a circle and obtain its center point, x1 and x2,and its diameter, db.The alignment of both coordinate systems, PET scanner and camera, was ensured by the
following calibration. A radioactive particle was glued to a needle tip and placed at all bubble
positions, p, in the water channel. Simultaneously, the known particle location was recorded
by both systems, PEPT and camera, leading to an alignment of both coordinate systems with
an uncertainty less than 2mm.
For the investigationwith PEPT, the solid suspension consisted of fluorescent PMMAmodel

particles with a diameter of 200 µm. . . 400µm (PMMA200, Tab. 3.5) suspended in DI water
with 0.01mol/l KCl. These model particles were not only adaptable to radioactive tracer par-
ticles, but also applicable for 4D PTV (Sec. 3.3.2). The latter property was important for a
subsequent comparison study between PEPT and 4D PTV. During the PEPT measurements,
two different volume fractions were used - a dilute (αp = 1 · 10–4) and a dense solid suspen-
sion (αp = 2.2 · 10–3). These suspensions were classified as illustrated in Fig. 2.12, assuming
a transition between both regimes at αp ≈ 5 · 10–4.
For PEPT measurements, specific radioactive tracer particles were designed to represent

the bulk PMMA200 particles. These radioactive tracer particles had to fulfill two criteria. On
the one hand, they had to be radioactive to be traceable in the PET scanner. On the other
hand, their physical properties had to be similar to the suspended PMMA200 particles. To
meet all these criteria, the coating technique of Cole et al. [187], which used a silica coating
and cyanoacrylate as an adhesive, was adapted for PMMA200. Accordingly, the radioactive
model particle consisted of three parts, including a core in the form of an ion exchange resin,
an adhesive layer containing epoxy resin with nickel powder, and a PMMA-RhB coating layer,
as seen in Fig. 3.12b.
The core was composed of Purolight® NRW 100, an adapted spherical ion exchange resin

for labeling with 68Ga. For the labeling, the techniques developed at PEPT Cape Town were
used [181] and achieved an activity of I = (850 ± 200)μCi for the radioactive tracer particles
at the beginning of each measurement. The adhesive layer was modified to prevent the dis-
solution of PMMA particles in the epoxy resin and provide additional physical strength of the
coating to withstand the high stresses in the peristaltic pump. Therefore, a mixture of an
epoxy resin and a nickel powder, each with a volume fraction of 5 · 10–1, was applied. Finally,
the radioactive model particle was coated with PMMA-RhB powder (dp = 1µm . . .20µm) as
an outer layer. A heat-treatment was applied during particle fabrication so that the coating
was completely cured before the particles were added to the channel. The heat-treatment
included three intervals of 15 s heating at 160 ◦C. . . 180 ◦C and 15 s cooling at room temper-
ature.
During the measurements, up to six radioactive tracer particles were added to the water

channel. The rather high number of particles was chosen to increase the rate of bubble-
particle interactions. The high residence time of the radioactive tracer particles in the whole
system, Δtcir ≈ 1min, made it unlikely that multiple particles were in the region of interest
(ROI), Δtroi ≈ 1 s.
To conclude from the individual radioactive tracer particle to the overall PMMA200 suspen-

sion, their physical properties had to be similar. Therefore, Tab. 3.6 summarizes the physical
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properties of both particle types, in the form of surfacematerial, diameter, dp, density, ρS, theStokes number , St (Eq. 2.38), the particle Reynolds number Rep (Eq. 2.36) and the Archimedesnumber Ar (Eq. 2.40). The density of the PEPT, ρS = (1.5 ± 0.2) g/cm3, was calculated based
on its mass, measured with amicroscale, and its volume, estimated by themicrograph image
(Fig. 3.12b).
Table 3.6. Properties of the radioactive tracer particles and PMMA-RhB model particles. Theparticle types are compared in terms of their surfacematerial, dp the particle diam-eter, ρS particle density, St the Stokes number (Eq. 2.38), Rep the particle Reynoldsnumber (Eq. 2.36) and Ar the Archimedes number (Eq. 2.40). The Stokes number,St (Eq. 2.38), was calculated with the associated inverse Nyquist frequency as fluidtime scale, τl = fN–1 = 2 · fmeas–1.

Bulk suspension Radioactive tracer(PMMA200) particle (PEPT)
Surface material PMMA-RhB PMMA-RhB powder(dp = 1μm. . . 20μm)dp in μm 200. . . 400 300. . . 400ρS in g/cm3 1.18 1.5 ± 0.2
St 0.7. . . 2.7 1.8. . . 3.2Rep 0.8. . . 4.9 5.1. . . 10.1Ar 16. . . 127 133. . . 315

Given these points, the PMMA200 model particles have smaller inertia and drag than the
radioactive ones. Thus, the dimensionless numbers, namely St, Rep and Ar, of the radioactivetracer particle exceed the ones from PMMA200 particles. Regardless of this, the radioactive
tracer particles are comparable and follow similarly the turbulent flow in the water channel.
3.4.3. Data analysis

The main idea of the PEPT data analysis is that the location of the inserted radioactive tracer
particle is triangulated based on the detected LoRs, as shown in Fig. 3.13. Theoretically, the
location of the tracer particle would correspond to the intersection point of all detected
LoRs in the FOV at time step t. However, realistically some of these LoRs are corrupted e.g.
due to Compton scattering or the simultaneous detection of two unrelated photons. These
corrupted events are distributed across space, producing background noise and increasing
the uncertainty of the tracer particle location. The number of corrupted events is specific for
the individual setup and activity of the radioactive tracer particle. Additionally, the valid LoRs
intersect in a minimum sphere of distance, not at a single point. Thus, the tracer particle is
located at minimum distance to all the valid LoRs [178, 179, 188, 189].
The iterative triangulation algorithm of Parker et al. [178], adapted to the PEPT Cape Town

system and described by Buffler et al. [190] was applied, to identify these corrupted events
and triangulate the location of the tracer particle. Meaning, a specific number of consecutive
LoRs, N, were used to compute an initial tracer location. Subsequently, corrupted events
were discarded LoRs furthest away from the estimated tracer location. With the retained
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Figure 3.13. Diagram showing how LoRs first segregate into groups, using various numbersof consecutive LoRs, N, and different ratios of overlapping adjacent LoRs, S, fol-lowed by a representation of the 3D location triangulation process condensedto 2D. The proportion of corrupted LoRs is determined by fopt (adapted from[188]).
LoRs, an improved approximation of the tracer location was determined. This iterative se-
quence was repeated until a predefined proportion of corrupted LoRs, fopt , were discarded.Both values were optimized regarding the temporal and spatial resolution of the radioactive
tracer particle location in the water channel as follows.
Concerning the temporal resolution, the goal was to achieve a resolution, Δt = 1ms, for

each particle trajectory based on the location rate of the PET camera, Fmeas = 1000Hz. How-
ever, the exponential decay of the particle radionuclide decreased the rate of an emitting
positron, and thus, the temporal resolution. Therefore, the initial number of LoRs, N = 1000,
was reduced continuously with decreasing particle activity to N = 50 to calculate the parti-
cle location in time. Additionally, the sliding window technique of Sovechles et al. [188] was
applied to artificially increase the number of LoRs, due to the usage of previously processed
LoRs. The overlap of adjacent LoRs, S, ranged between 0% and 75%. If the temporal resolu-
tion of the particle trajectory exceeded 3ms, the data were discarded for further calculations.
Besides an optimal number of LoRs, N, also the proportion of corrupted events of LoRs,

fopt , was needed to achieve a high spatial resolution. Consequently, the influence of fopt onthe standard deviation in radioactive particle location, σi, was measured with a stationary
source under controlled conditions [179]. Fig. 3.14 illustrates the results for a radioactive
particle glued to a needle tip which was placed one after another at each bubble position in
the water channel (Fig. 3.1b). The number of LoRs was kept constant at 50, leading to the
global minimum at fopt = 70% combing the results of all three bubble positions.
Finally, the particle trajectory was smoothed and interpolated with the method of Cole
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1Figure 3.14. Uncertainty of the triangulated position of a radioactive tracer particle. The stan-dard deviation, σi, of a stationary source depending on the proportion of cor-rupted LoRs, fopt , evaluated in all three directions (i = 1 . . .3). The stationarysource was a radioactive particle glued to a needle tip and was placed one afteranother at each bubble position in the water channel (Fig. 3.1b). For the trian-gulation, the specific number of LoRs N = 50 was used.
et al. [191]. Cole et al. [191] used a time weighting function with a cubic spline to remove
noise. Likewise, the kernel width was adapted to 10ms, which is slightly less than the average
residence time of a particle flowing around a bubble, trmax ≈ 14ms (Eq. 3.76).
However, this triangulation method was developed for only one radioactive particle within

the PET camera at a time. In order to takemultiple particles into account, a ROI was set in the
channel to avoid the interference of two or more particles on the triangulation of any single
particle location. The ROI was defined as a sphere with the bubble center coordinates, Xb,and radius, rroi, which was evaluated separately for each bubble position, p. Therefore onlyinstances of LoRs crossing the ROI were used for the triangulation of a particle. If multiple
particles were in the ROI, their trajectories were rejected for further data analysis. The ROI
radius was defined as rroi = 9db, as a compromise between the enhancement of the smallevaluation volume to increase the probability of detecting multiple particles and minimizing
particle tracking errors close to the ROI boundaries.
3.4.4. Uncertainty analysis

The uncertainty of the PEPT measurement method composed of a random triangulation er-
ror, a random experimental setup error and a systematic calibration error. The triangulation
uncertainty was caused by physical effects in the measurement system, including low angle
photon scatter and detector spatial resolution. In Fig. 3.14 the uncertainty ranged between
0.5mm and 1mm for the applied fopt value of 70% depending on the direction.
The experimental setup uncertainty was caused by e.g. a small variation of the concentra-

tion of the solid suspension, the properties of the radioactive model particle, the tempera-
ture or the flow. The uncertainty was quantified statistically by repeatedmeasurement of the
same experimental parameters, but a different set of radioactive model particles. The pop-
ulation of repetitions varied between four and nine times, depending on the experimental
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parameter.
The calibration error included the positioning of the water channel in the PET scanner

based on six reference points and the location of the bubble. The latter onewas only checked
in the x1x2-plane, and not in the x1x3- and x2x3-planes because of the planar camera image.The resulting uncertainties in the x1- and x2-direction were estimated to be in the order of1mm, whereas in the x3-direction the uncertainty was approximated as 2mm because of
the limited verification by the camera during the measurements.

3.5. Discussion and Conclusion

Suitable generic experimental setups and measurement methods are crucial to investigate
the bubble-particle interaction in turbulent flows. This chapter summarized the developed
experimental setups and measurement methodologies. Hereby, questions Q.1 and Q.2
raised in Sec. 1.2 were answered.
The experiments were conducted in a bubble column (Sec. 3.1.1) and in a turbulent wa-

ter channel (Sec. 3.1.2). In the bubble column, turbulence was generated in the wake of a
freely rising bubble chain. In the turbulent water channel, the fluid flow passing through a
grid produced turbulence. Depending from the distance between stagnant bubble and grid,
different turbulent length scales influenced the bubble-particle interaction. A quantitative
analysis of the generated turbulence in both experimental setups will be given in Chapter 4.
In this dissertation, these experimental setups were investigated by TPIV (Sec. 3.2) to mea-

sure the flow flied in the vicinity of the bubble. 4D PTV (Sec. 3.3) and PEPT (Sec. 3.4) were
applied to triangulated the trajectories of the model particle systems and classify these tra-
jectories according to their collision performance. Tab. 3.7 summarizes the measurement
principle, the restrictions on the measurement devices and the conditions of the model par-
ticle system to conclude their field of application.
TPIV and 4D PTV are optical measurement methods. The emitted visible light of the illu-

minated particles is detected by a camera. During the data analysis, the particle images are
used either to compute the time-resolved flow field around a bubble based on a correlation-
based approach (TPIV) or to triangulate the collision trajectories between particles and bub-
bles (4D PTV). To also account for the bubble position and shape, a combination of shadow-
graphy and TPIV or 4D PTV were used, as described in Sec. 3.2.2.
In contrast, PEPT detects the emitted gamma photon of an annihilated positron. Conse-

quently, PEPT can be applied to opaque flows, which is impossible for optical measurement
techniques. For example, the PIV measurements of Sommer et al. [40] were limited to a
solid volume fraction of approximately 1 · 10–3. In comparison, Waters et al. [182] investi-
gated flows with a solid volume fraction above 1.3 · 10–2 using PEPT. However, PEPT only
detects the emitted positrons of a radioactive tracer particle, but not the position of the gas
bubble. To overcome this limitation, the position of the bubble has to be known. Therefore, a
stagnant bubble was used in the water channel (Sec. 3.1.2) to investigate the bubble-particle
interaction with PEPT.
On the downside, PEPT is only available in two centers world wide, the Positron Imaging

Center at the University of Birmingham (United Kingdom) and iThemba LABS at the University
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Table 3.7. Comparison between the applied measurement techniques, namely TPIV, 4D PTVand PEPT, based on the measurement principle, the restrictions on the measure-ment devices and the conditions of the model particle system to conclude theirfield of application.

TPIV 4D PTV PEPT
Detected signal Visible light Gamma raysMeasurement parameter Fluid flow field Lagrangian particle trajectoryU(X , t) Z(t) and W (t)Detection of gas phase Yes NoTransparency Yes No
Availability Commercially Very limitedRestriction on rig size No YesField of view 38mm × 24mm × 10mm 600mm × 230mm(height × width × depth) (diameter × depth)Δx inmm 0.96 0.04 1Δt in µs 0.5 0.8 1
Property of tracer Fluorescent, Fluorescent Radioactiveinertialessdp,min in µm ≈ 30 ≈ 30 ≈ 300Np in FOV > 1000 1Availability Commercially in larger quantities Individually manufactured

of Cape Town (South Africa) [180]. Although PET scanners are commercially available for
medical purpose, not all of them are suitable for PEPT. Nowadays these scanners are only
available as a hybrid technique including a computed tomography or magnetic resonance
imaging scanner. Besides the PET scanner, also a suitable facility is needed to generate the
required isotopes and to produced radioactive tracer particles. Therefore, the number of
PEPT centers are limited. To work with one of these devices, arrangements have to be made,
in the form of application of measurement time and shipment of the experimental setup to
the facility. Compared to TPIV and 4D PTV, the preparation of a measurement campaign is
more challenging because TPIV and 4DPTV are commercially available systems by companies
such as e.g. LaVision GmbH (Germany) or Dantec Dynamics A/S (Denmark). They supply not
only themeasurement technique, but also the suitable software to analyze themeasurement
data.
The optical measurement technique consists mainly of a camera, laser and backlight sys-

tem. That means, this technique can be applied to a wide range of experimental rig sizes. As
long as the visibility of the FOV is ensured, the cameras and laser optics can be mounted ac-
cordingly. Depending on the desired spatial resolution, the FOV is defined over the camera
chip size, the aperture and the magnification factor of the lens system. For PEPT, the FOV
is fixed by the size of the PET scanner, meaning also that the size of the experimental rig is
limited by the PET scanner dimensions. In the case of the ECAT HR++ at iThemba LABS, the
FOV had a diameter of 600mm and a depth of 230mm.
Further, the spatial, Δx, and temporal, Δt, resolution of the results vary with the measure-
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ment technique. The values, summarized in Tab. 3.7, are based on the achieved resolutions
during the experiments in this thesis. For the optical measurement techniques, the spatial
resolution can be increased by the usage of larger objectives (e.g. 200mm), which simulta-
neously decreases the depth of field (DOF). The temporal resolution can be enhanced by
the usage of a higher frame rate. The described camera and laser system in Sec. 3.2.2 can
achieve amaximum frame rate of 5200 fps at full resolution (1280pix×800pix), resulting into
a temporal resolution of 0.2 µs. An increase of the frame rate is associated with a smaller
exposure time and an increase of the laser power. If the maximum of the laser power is
reached, the particle contrast decreases. An additional increase would be possible with an
update of the commercially available camera and laser system. In contrast, an improvement
of the spatial and temporal resolution of the PET scanner is more challenging. This incorpo-
rates the development of smaller, local and specialized detectors and a change of the data
acquisition system.
All appliedmeasurement systems depend on the application of a suitable particle systems.

On the one hand, for TPIV and 4D PTV, the particles need a matching fluorescent color, to
pass through the optical filter of the cameras, in contrast to the scattered light of the bubbles.
Further, the TPIV particles have to be small and inertialess to follow the liquid streamlines
without any deviation. The minimal observable particle diameter, dp, depends on the spatialresolution. Therefore, the commercially available PS-FluoRed and PMMA-RhB particles from
microParticles GmbH were used.
On the other hand, PEPT requires radioactive tracer particles. The most common radioiso-

topes are 18Fe, 66Ga, 68Ga, 61Cu and 64Cu [192, 193]. Depending on the production type,
different particle diameters are achievable. With the coating technique used in this thesis,
an extra layer of coating was applied on the radioactive tracer particle to mimic the material
surface properties of the solid phase. The thickness of the coating is approx. 60 µm to 80µm
under optimum conditions, resulting in a radioactive particle diameter between 450 µm to
600µm [187]. Additionally, the manual preparation of the radioactive tracer particles leads
to a certain deviation in size and shape between the radioactive tracer particles and the
particles in the bulk. Another possible technique would be the direct activation [180, 182],
which directly activates the desired particles in the cyclotron. With this technique, particle
diameters below 300µm were reached. However, the smaller particle size goes along with
less activity, a weak signal and a shorter measurement time.
To sum up, TPIV is a suitable technique to measure the prevailing flow around a bubble.

These results can be correlated to the collision trajectories triangulated with 4D PTV and
PEPT. At first sight, the comparison revealed an advantage of 4D PTV vis-à-vis PEPT, e.g. due
to its better availability, higher spatial and temporal resolution. However, PEPT enables the
measurement in opaque flows which is impossible for optical measurement techniques. This
ability of PEPT allows the investigation of the bubble-particle interaction in dense flows with
high solid fractions, typical for froth flotation.
TPIV enabled the characterization of the time-resolved 3D-3C flow field around a bubble.

With 4D PTV and PEPT, the Lagrangian particle trajectories in vicinity of a bubble are trian-
gulated, allowing the investigation of the bubble-particle interaction in turbulent flows. To
conclude their field of application, Tab. 3.7 compares the applied measurement techniques.
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4.1. Introduction

In this dissertation, two types of bubbles are investigated - a freely rising bubble chain in
the bubble column (Fig. 3.1a) and a stagnant bubble in the water channel (Fig. 3.1b). This
chapter focuses on the characterization of these generated bubbles and the liquid flow field
around them, measured with shadowgraphy and Tomographic Particle Image Velocimetry
(TPIV) (Sec. 3.2) [39, 41]. Starting with the freely rising bubble chain, the generated bubbles
are examined regarding their shapes andmotions. The resulting flow field around these bub-
bles and the turbulent length scales introduced here are specified. Subsequently, the focus
is on the stagnant bubbles. Contrary to the freely rising bubble chain, these bubbles remain
attached to their needle and are exposed to a turbulent flow. The turbulence generated by
the flow passing through the grid is characterized, and its effects on the bubble shape, mo-
tion and resulting flow field around the bubble are analysed in detail. These characterization
data give a framework of the bubble and grid-introduced turbulent flow field. The insight into
the flow field provides the basis to understand the motion of the particles in the vicinity of
the bubble. In the following chapter, the combination of the liquid flow field and the particle
collision trajectories enables to understand where the model particles could deviate from
the fluid streamlines and collide with the bubble surface.

4.2. Freely rising bubble chain in the bubble column

Starting with the freely rising bubble chain, the experiments were conducted in the bubble
column (Fig. 4.1). Nearly monodisperse air bubbles were introduced by a single blunt needle
with an inner diameter of di = 120µm, 300µm or 600µm (Sec. 3.1.1). Only one gas flow rate
was used for each needle configuration to achieve a distance of 8db between two consecutivebubbles. The dynamics of multiple freely rising bubbles are different from that of a single
bubble [93–95].
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Figure 4.1. Bubble column: Graphical abstract of the experimental arrangement for themea-surements in the bubble column with TPIV. The particle model system PS33 andPS95 consisted of fluorescent polysterene (PS) particles with a diameter of 33 µmand 95µm, respectively. Please refer to Sec. 3.1.1 for more details of the experi-mental setup and Tab. 3.5 for the properties of the model particle systems.
4.2.1. Shape and motion of bubbles

The shape, rising trajectory and velocity of the trailing bubble are affected by the liquid flow
structure of the leading bubble, and in particular its wake (Sec. 2.2.3). Therefore, the first part
focused on characterizing the freely rising bubbles regarding their shapes (Fig. 4.2) and size
distribution (Fig. 4.3a). Further, an example interaction between two consecutive bubbles
was analyzed for each bubble configuration (Fig. 4.3b - d).

a) db = 1.4mm b) db = 2.4mm c) db = 3.2mm
Figure 4.2. Bubble column: Typical shapes of the freely rising bubble chain. They were pro-duced in the bubble columnby different inner orifice diameters, di, at the positionof 3db above the needle orifice. a) di = 120µm. b) di = 300µm. c) di = 600µm.
Fig. 4.2 shows example images of the formed bubbles at the position 3db above the needleorifice. These images display that three types of bubbles were generated depending on the

inner diameter of the needle, di. The smallest orifice, di = 120µm, produced spherical to
ellipsoidal bubbles, the middle one, di = 300µm, generated ellipsoidal bubbles and the
largest one, di = 600µm, wobbling bubbles. This corresponded to the findings of Clift et
al. [44], who classified the shape of a freely rising bubble based on its Reb and Eo number
(Fig. 2.5). For the investigated freely rising bubbles, these values are summarized in Tab. 3.1.
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Figure 4.3. Bubble column: Characteristics of the freely rising bubble chain depending on theorifice diameter, di: a) Bubble size distribution with a bin with of 0.1mm to revealthe underlying distribution. b) - d) Example rising trajectories of two consecutivebubbles in the x1x2-plane. In c) and d), the trajectories of leading and trailingbubble are matching.
The properties of the formed bubbles are illustrated in Fig. 4.3. Beginning with the bub-

ble size distribution in Fig. 4.3a, the uniform bin width of the distribution is set to 0.1mm
and is adopted to reveal its underlying shape. In general, each orifice diameter, di, formeda homogeneous and reproducible bubble chain. The bubble diameter can be assigned di-
rectly to the inner diameter of the orifice because only one gas flow rate was used for each
needle configuration. Thus, the mean bubble diameter was 1.4mm, 2.4mm, and 3.2mm for
di = 120µm, 300µm and 600µm, respectively. The bubble size distribution is narrow and
does not overlap between the needle configurations. The measured bubble size distribu-
tion is only wider for di = 600µm. Oscillations in the shape of the wobbling bubbles caused
potential measurement uncertainties regarding the bubble diameter.
The measured bubble diameters agreed well with the theoretical findings of Drenckhan
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et al. [65]. The generated bubbles were produced in the quasi-static regime because the
capillary length, lc = 2.7mm (Eq. 2.21), was much larger than ri = 0.5 · di. Therefore, thebubble diameter can be approximated with Eq. 2.20 to 1.8mm, 2.4mm, and 3.0mm for
di = 120µm, 300µm, and 600µm, respectively. The difference between the theoretical and
measured mean bubble diameter remained below 0.4mm and could be attributed to the
dynamics of multiple freely rising bubbles and the measurement uncertainty, as discussed
in Sec. 3.2.4.
Turning now to the rising trajectories of two consecutive bubbles, Fig. 4.3b to d display the

trajectories for each bubble configurations in the x1x2-plane. In general, all the trajectoriesexhibit firstly a rectilinear rising path and then transit into a presumably oscillating motion.
The oscillation motion is mainly described as a zigzagging or a spiraling (helical) motion [74].
However, in this dissertation a classification of the oscillation path was challenging. The os-
cillation motion could not be observed over multiple cycles due to the limited field of view
(FOV) along the x2-axis.Using Cano-Lozano et al. [75]’s phase diagram (Fig. 2.6d), the smallest bubble configura-
tion would exhibit a rectilinear rising trajectory, whereas the other two bubble configurations
(db = 2.4mm, 3.2mm) would undergo a path instability in the form of a flattened spiral tra-
jectory (the corresponding Eötvös and Galilei numbers are summarized in Tab. 3.1). This
contradicts the experimental observation for the smallest bubble configuration, where a pre-
sumably oscillating trajectory was detected. One reason could be that Cano-Lozano et al. [75]
investigated a single rising bubble, while the experiments comprised a bubble chain. Mean-
ing, the trailing bubble could be affected by the liquid flow structure of the leading one, and
in particular its wake.
Taking a closer look at the alignment of the two consecutive bubbles, the nearly spher-

ical trailing bubble (Fig. 4.3b) is arranged coaxially to its corresponding leading bubble. In
contrast, the ellipsoidal and wobbling trailing bubbles (Fig. 4.3c, d) remain in-line with their
leading bubble. Kusuno et al. [101] attributed it to the lift force in the wake. A spherical trail-
ing bubbles migrates from the in-line configuration, due to the shear-induced lift in the wake.
However, with increasing oblateness of the trailing bubble and the onset of the formation of
a standing eddy, the lift mechanism reverses, keeping the trailing bubble in-line (Sec. 2.2.3).
4.2.2. Flow field around bubbles

Several studies have already demonstrated a strong connection between the path and the
wake instabilities of freely rising bubbles [90, 194]. Thus, a variation of the bubble shape and
sizes is accompanied by a change in the flow field around the bubble and the contribution to
turbulence production in the liquid phase [98]. Therefore, Fig. 4.4 plots the averaged veloc-
ity magnitude, the vorticity in the yl,1yl,2-plane, turbulent kinetic energy (TKE) and dissipationrate around freely rising bubbles extracted from the TPIV measurements. Each column cor-
responds to one bubble configuration with a bubble diameter, db, varying from 1.4mm to
3.2mm. The averaging was performed as a conditional average based on the tilt angle of the
bubble, θ (Eq. 3.48). The results are discussed for the conditional group of 0◦ < θ < 5◦.
For the smallest bubbles (Fig. 4.4a), the magnitude of the average flow velocity remains

in the order of the bubble rising velocity, and the vorticity in the yl,1yl,2-plane, ω3, is approx-
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db = 1.4 mm db = 2.4 mm db = 3.2 mm

a) b) c)

d) e) f)

g) h) i)

j) k) l)
Figure 4.4. Bubble column: Flow field around a freely rising bubble with a diameter, db. a)-c) Magnitude of the averaged liquid velocity field, |V|. d)-f) Averaged vorticity,ω3, in the yl,1yl,2-plane. g)-i) Averaged turbulent kinetic energy, k. j)-l) Averageddissipation rate, ε. The values are conditionally averaged for the tilt angle of thebubble, θ = 0◦ . . .5◦, around the yl,3-axis from 0mm to 0.3mm.
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imately zero (Fig. 4.4d). Theoretically, the averaged flow velocity has to reach zero at the
boundary layer around the bubble surface. Due to the low spatial resolution and averaging
process, the boundary layer could not be resolved during the experiments. The wake has
an axisymmetric structure and no standing eddy exists, agreeing with the classification of
Blanco et al. [91] for a rising bubble with an aspect ratio of 1.35 and a Reynolds number of
446.
As the aspect ratio of the bubble increases (e > 1.9, Fig. 4.4b and c), the magnitude of the

velocity decreases upstream and downstream, forming two counter-rotating vortices at the
trailing edge of the bubble (Fig. 4.4e and f). The vorticity in the yl,1yl,2-plane, ω3, starts to sheddownstream of the bubble in the form of a double-threaded wake [90]. Due to the limited
field of view above the needle, Fig. 4.4e and f show an intermediate step in the development
of the double-threaded wake.
The turbulent characteristics of the formed wake structures are shown in the form of the

TKE (Fig. 4.4g-i) and the dissipation rate (Fig. 4.4j-l). With an increasing magnitude of the vor-
ticity in the yl,1yl,2-plane, ω3, downstream of the bubble, the values of TKE and the dissipation
rate rise, too. Notably, the bubble with the largest diameter (Fig. 4.4f and i) has a striking
pattern in terms of the TKE and the dissipation rate in the region of the counterrotating vor-
tices. At the rear of the bubble, their magnitude is the lowest at the center line and increases
towards the maximal expansion of the bubble in yl,1-direction.Besides the spatial distribution of the TKE and the dissipation rate around the rising bubble,
also the range of turbulent length scales is important to characterize the turbulence induced
by the bubble. Therefore, Fig. 4.5 illustrates the power spectra representing the containing
TKE of turbulent length scale denoted by its wavenumber, κ. The power spectra were com-
puted at two positions close to the freely rising bubble. The location of Yup, upstream, andYdown, downstream of the freely rising bubble, are marked in the inset of Fig. 4.5a. Starting
with the power spectra of the largest bubble diameter (Fig. 4.5a), the TKE downstream of the
bubble at Ydown is higher than upstream of the bubble Yup due to the turbulence productionin the double threaded wake (Fig. 4.4i). The energy difference, E(Ydown) – E(Yup), decreaseswith increasing wavenumber. Thus, the wake formed downstream of the bubble only adds
energy to the larger length scales.
Upstream of the freely rising bubble, the power spectrum remains in the same order of

magnitude for the range of measurable wavenumbers. In contrast, downstream of the freely
rising bubble, the largest turbulent length scales are in the range of the shedding wavenum-
ber of the bubble (Eq. 3.60). With an increasing wavenumber ( = decreasing turbulent length
scale), the typical –5/3 - rise is observed in the inertial range to the cut-off wavenumber
κc ≈ 2.921/mm (Eq. 3.68). Afterwards, the power spectrum slightly increases again, due to
noise in the TPIV measurements. Thus, κc represents the limit of the resolvable wavenumberbut not the Kolmogorov length scale (Eq. 3.61), as shown in Fig. 4.5.
Additionally, the particle wavenumber, κp (Eq. 3.59), is marked in the power spectrum to

investigate to which extend the particle systems respond to all turbulent length scales. In the
case of the bubble column, the particle model systems of PS33 and PS95were applied, noted
as κp33 and κp95 in Fig. 4.5a, respectively (further details on the particle model systems in
Tab. 3.5). Comparing the particle wavenumber with the Kolmogorov wavenumber, it is seen
that, for PS95, the Kolmogorov wavenumber exceeded the particle wavenumber. In this case,
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Figure 4.5. Bubble column: Power spectrum at point Yup and Ydown, as marked with red dotsin the inset of a), upstream and downstream of the freely rising bubble. Charac-teristic wavenumbers are plotted such as the limit of the resolvable wavenumber,κc (Eq. 3.68), the shedding wavenumber of the bubble, κs (Eq. 3.60), the maxi-mum wavenumber of the particles, κp33 and κp95 (Eq. 3.59), and the Kolmogorovwavenumber, κbη (Eq. 3.61).
the particle deviates significantly from the fluid streamline using the energy difference. For
the smaller particles, PS33, the particle wavenumber goes beyond κbη . Consequently, theseparticles responded to all changes of the fluid flow of the rising bubble chain.
Turning now to the power spectrum of the medium-sized bubble configuration in Fig. 4.5b,

the distribution of energy along the wavenumbers is comparable to the largest bubble con-
figuration (Fig. 4.5a). Only downstream of the bubble at Yup, the magnitude of the powerspectrum decreases with the bubble diameter due to the decreasing length of the double-
threaded wake in Fig. 4.4d-f. Consequently, the wake of the leading bubble affects the inflow
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conditions of the trailing bubble [101]. This influences both the wake structure [62] and the
rising path of the trailing bubble [99].
For the smallest bubble diameter in Fig. 4.5c, the axisymmetric wake structure does not

affect the power spectrum because the distribution of the energy along the wavenumbers is
almost identical upstream and downstream of the bubble. This was also expected because
of the low value of TKE around the freely rising bubble in Fig. 4.4g.

4.3. Stagnant bubbles in the turbulent water channel

In this thesis, bubbles were not only released in the quiescent flow of the bubble column, but
they were also exposed to a turbulent flow in the water channel (Fig. 4.6). The turbulence
was generated reproducibly by passing a uniform flow through a grid [53, 57, 58]. Through
the absence of a mean flow gradient, the large scale can decay homogeneously, because no
further turbulence is produced (Sec. 2.1.3). The decay of the large scale turbulence leads to
a change of the characteristics of the turbulent flow with increasing distance to the grid.

Figure 4.6. Water channel: Graphical abstract of the experimental arrangement for themeasurements in the water channel with TPIV. The particle model system PS33and PMMA200 consisted of fluorescent PS particles with a diameter of 33 µmand fluorescent polymethylmethacrylate (PMMA) particles with a diameter of200µm. . . 400µm, respectively. Please refer to Sec. 3.1.2 for more details of theexperimental setup and Tab. 3.5 for the properties of themodel particle systems.
To investigate the bubble-particle interaction under these well-defined turbulent condi-

tions, stagnant bubbles were located at three positions, p. Thus, the flow upstream of each
bubble consisted of different turbulent length scales and intensities. To minimize the ef-
fect of the upper bubble on the lower one, only two bubbles with a horizontal spacing of
10mm were employed during the measurements. The first configuration consisted of the
upper bubble position, p = 1, and the middle one, p = 2, whereas the second configuration
included the upper one, p = 1, and the lower one, p = 3.
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4.3.1. Turbulent flow field in the water channel

In the following section, the generated turbulent flow was measured with TPIV at these posi-
tions, p = 1 – 3, to characterize the single-phase flow in the water channel. Additionally, the
flow directly downstream of the grid (p = 0) was investigated to analyze the initially gener-
ated large scale turbulence. Startingwith the time-averaged velocitymagnitude, |V|, at p = 0
(Fig. 4.7b), |V| varied strongly along the y1-direction because of its deceleration at the rodposition, |V| ≈ 0.16m/s, and its acceleration by passing through the mesh, |V| ≈ 0.23m/s.
With increasing distance to the grid, p = 1, the oscillations of |V| along the y1-direction arereduced until they are nearly depressed at p = 2 and p = 3. To sum up, the time-averaged
velocity magnitude was approximately 0.18m/s (Fig. 4.7b). This velocity magnitude corre-
sponded to the rising velocity of a 2.3mm bubble in contaminated water [44], resulting in
a bubble Reynolds number of approximately Reb = 450. The remaining variations could be
contributed to a slightly nonuniform spacing of the mesh grid.
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Figure 4.7. Water channel: Characteristics of the single phase flow in the water channel.a) Definition of the grid (p = 0) and bubble positions (p = 1 – 3) in the waterchannel. Units are displayed in mm. b) Magnitude of the time-averaged velocityprofile, |V| (Eq. 3.49). c) Degree of turbulence in y2-direction, Tu22 (Eq. 3.52). Theproperties are evaluated along the y1-direction where 0mm and 30mm definethe channel walls. Additionally, the bubble positions in y1-direction are markedas orange (p = 1 at y1 = 10mm) and brown (p = 2 and p = 3 at y1 = 20mm)in both diagrams. Although the bubble positions were used for the analysis, nostagnant bubble was present during these measurements.
Similarly, the degree of turbulence in y2-direction, Tu22 (Eq. 3.52), is illustrated in Fig. 4.7c.The degree of turbulence, Tu22, decreases with increasing distance to the grid. The highestdegree of turbulence is close to the grid, p = 0, and varies between 10% and 30%. At this

position, the turbulence was produced by the wake of the grid rods. Increasing the distance
to the grid and reaching the upper bubble position, p = 1, one part of the TKE still remains
in the large turbulent length scales resulting into Tu22 = 15%. These large length scales
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dissipated further downstream, at the middle, p = 2, and lower bubble position, p = 3, thus,
Tu22 decreases to approximately 5%.However, turbulence was not only generated by the flow passing through the grid, but
also by a recirculation of the flow behind the needle. Generally, if a flow reaches a Reynolds
number beyond a certain critical value, a laminar flow becomes turbulent. Approximating
the needle as a cylinder, the critical Reynolds number, Rec, is roughly 49 to form an unstable
wake behind a cylinder [195]. During themeasurements, the Reynolds number of the needle,
Rec(do) = do · |V| · ν–1 = 180, was above this critical Reynolds number, thus the needle
introduced turbulence to the flow. Therefore, the higher turbulent intensities at y1 < 10mmat the bubble positions p = 2 and 3 could correspond to the wake of the upper needle. To
avoid a disturbance of the flow by the upper needle, the lower bubble position (p = 2 or
p = 3) had a horizontal offset of 10mm. Consequently, the influence of the upper bubble
position on the lower one was minor.
These variations in the degree of turbulence are connected to the distribution of turbulent

length scales and their containing TKE. This distribution is quantified in the power spectra as
shown in Fig. 4.8. Starting with the power spectrum in the main flow direction (Fig. 4.8a), the
largest turbulent length scales are in the range of the integral wavenumber (Eq. 3.56). With
an increasing wavenumber ( = decreasing turbulent length scale), the typical –5/3 - rise is ob-
served in the inertial range to the cut-off wavenumber κc ≈ 8.751/mm (Eq. 3.68). Afterwards,
the power spectrum slightly increases again, due to noise in the TPIV measurements. Thus,
κc represents the limit of the resolvable wavenumber but not the Kolmogorov length scale(Eq. 3.57).
Focusing now on the distribution of TKE at the different bubble positions, the TKE de-

creases with increasing distance to the grid analogous to the degree of turbulence (Fig. 4.7c).
In particular in the large turbulent length scales (κ < κΛ), the amount of TKE decreases bytwo orders of magnitude from the bubble position p = 0 to 3, whereas in the smaller turbu-
lent length scales (κ >> κΛ), the amount of TKE remains in the same order of magnitude forthese positions. These variations in the energy difference with the wavenumber are typical
for turbulence generated by a grid. Through the absence of a mean flow gradient, no further
turbulence is produced. Additionally, the energy difference between middle and lower bub-
ble position, E2(p = 2) – E2(p = 3), remains in the same order of magnitude for the range of
measurable wavenumbers.
Turning now to the power spectrum in y1-direction as shown in Fig. 4.8b, the distributionof energy along the wavenumbers is comparable to E2 (Fig. 4.8a). Only the magnitude of

TKE at p = 0 and p = 1 is one order of magnitude smaller for E1 compared to E2. Forp = 2 and p = 3 the magnitude of TKE remains the same. In contrast, the power spectrum
in y3-direction (Fig. 4.8c) varies from the previous ones (Fig. 4.8a, b). Although the largest
turbulent length scales are in the range of the integral wavenumber (Eq. 3.56), with increasing
wavenumber the energy remains in the same order ofmagnitude. Thus, the typical –5/3 - rise
is not observed in the inertial range. One reason could be the high uncertainty of v3, resultingfrom the reconstruction process in the TPIV algorithm. This uncertainty could add artificial
turbulence to the spectrum.
Additionally, the power spectrum allows to evaluate whether the generated turbulence

could be isotropic. Meaning in the case of isotropic turbulence, the magnitude and distribu-
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Figure 4.8. Water channel: Power spectrum of the single phase flow in the water channel.The measurement locations, p, were chosen based on the location of the bubblecenter (Fig. 4.7a). Additionally, the characteristic wavenumbers of the Komogorovscale, κη (Eq. 3.57), the integral scale, κΛ (Eq. 3.56), and the maximal resolvablewavenumber of the TPIV setup, κc (Eq. 3.68), are plotted. Although the bubble po-sitions were used for the analysis, no stagnant bubble was present during thesemeasurements.
tion of TKE along the wavenumbers are equivalent in all three dimensions. Therefore, Fig. 4.9
illustrates the ratio of the power spectra in y1-direction, E1, and y3-direction, E3, to the powerspectra of themain flow direction, E2. For themiddle, p = 2, and lower bubble position, p = 3,
these ratios remain in the order of one for the range of the small wavenumbers ( = large tur-
bulent length scales). Thus, it seems that at these bubble position the turbulent flow was
isotropic.
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Figure 4.9. Water channel: Isotropy measure, Ei/E2, of the single phase flow: a) The ratio ofthe power spectrum E1 to E2 and b) the ratio of the power spectrum E3 to E2.The underlying power spectra were extracted from Fig. 4.8. The measurementlocations, p, were chosen based on the location of the bubble center (Fig. 4.7a).Although the bubble positions were used for the analysis, no stagnant bubblewas present during these measurements.
4.3.2. Shape and motion of bubbles

In the water channel, a more idealized bubble configuration was used to investigate bubble-
particle interactions in a turbulent flow. A stagnant bubble attached on a needle allowed the
measurements at a certain position, where the bubble was exposed to a defined turbulent
flow. However, the attachment of the bubble to a needle led to a change of the bubble shape
and motion, compared to a freely rising bubble. The properties of the stagnant bubbles are
summarized in Fig. 4.10, in the form of their shape, their size distribution and shifting of the
bubble center position.
An exemplary image of the bubble shape is illustrated in Fig. 4.10a, as typically captured

with camera B (Fig. 3.4b) during the measurements. At first sight, the shape of the stagnant
bubble would be comparable to an ellipsoidal bubble. However, Fig. 4.10a shows only the
view of the bubble in the x1x2-plane. The stagnant bubble was still attached to the needle.
Thus, viewing the bubble in the x2x3-plane, a pendant bubble shape would be observed
similar to Fig. 2.4d. Nevertheless, for the further characterization of the bubble shape and
motion, the stagnant bubble was assumed to be ellipsoidal in first approximation. At the
center point, the semi-major and the semi-minor axis were extracted from the shadow image
captured with camera B (Fig. 3.4b).
The repeatability of the formed stagnant bubbles is shown in Fig. 4.10b. Fig. 4.10b illus-

trates the bubble size distribution with a uniform bin width of 0.1mm to reveal the underly-
ing shape of the distribution. In general, the stagnant bubbles were produced in a narrow
bubbles size distribution, independently from their position in the water channel, p (Fig. 3.1b).
The diameter of the generated stagnant bubble was 2.3mm, comparable to freely rising bub-
bles formed at the orifice with di = 300µm (Fig. 4.3a).
The generation of stagnant bubbles with a considerably smaller or larger diameter was

66



4. Flow characterization measured with shadowgraphy and TPIV

a)

2 2.1 2.2 2.3 2.4 2.5
0

0.2
0.4
0.6
0.8
1

db in mm

disc
rete

den
sity

disi
trib

utio
n

1b)

–0.5 –0.4 –0.3 –0.2 –0.1 0 0.1 0.2 0.3 0.4 0.5
0

0.2
0.4
0.6
0.8
1

Δx1 in mm

disc
rete

den
sity

disi
trib

utio
n

1c)

–0.5 –0.4 –0.3 –0.2 –0.1 0 0.1 0.2 0.3 0.4 0.5
Δx2 in mm 1d)

p = 1 p = 2 p = 3
Figure 4.10. Water channel: Characteristics of the stagnant bubble depending on its dis-tance to the grid, p (Fig. 3.1b): b) Bubble size distribution with a uniform binwith of 0.1mm. c), d) Shifting of the bubble center position, Δxi (Eq. 4.78), in x1-and x2-direction. The distributions have a uniform bin with of 0.1mm.
challenging. On the one hand, decreasing the bubble diameter to db = 1.4mm, as gener-
ated by a orifice with di = 120µm in the bubble column, would lead to a high distortion
due to the needle. In this case, the bubble diameter would be slightly larger than the outer
diameter of the needle (do = 0.9mm). On the other hand, increasing the bubble diameter to
db = 3.2mm, as generated by a orifice with di = 600µm in the bubble column, the stagnant
bubble would detach before reaching the desired bubble diameter. In this case, the buoy-
ancy force (Eq. 2.18) would exceed the surface tension force (Eq. 2.17). Therefore, only the
bubble diameter of 2.3mm was feasible during the water channel experiments.
For the direct measurement of the collision probability, Nguyen et al. [49] mainly observed

the collision trajectories in quiescent and laminar flows. Their concernwas that high velocities
and fluctuations would lead to a varying shift of the bubble position and final detachment of
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the stagnant bubble. To address these concerns, Fig. 4.10c and d illustrate the distribution
of the shifting of the bubble center in x1- and x2-direction. The uniform bin width of the
distribution is set to 0.1mm and is adopted to reveal the underlying shape of the distribution.
The shifting of the bubble center point is quantified as

Δxi = xi – xi. (4.78)
The largest shift of the bubble position occurred in x1-direction, ranging between –0.4mmand 0.5mm. In x2-direction, the shifting remained between –0.2mm and 0.2mm. Although
these variations in the bubble position were inevitable for the usage of a turbulent inflow of
the bubble, they remained within a reasonable range.
4.3.3. Flow field around bubbles

The variation of the turbulent length scales upstream of each stagnant bubble (Sec. 4.3.1)
changed also the flow around the bubble. Fig. 4.11 shows the influence of the different
turbulent length scales on the magnitude of the average velocity (Fig. 4.11a-c), the vorticity
in the yl,1yl,2-plane, ω3 (Fig. 4.11d-f), the TKE (Fig. 4.11g-i) and the dissipation rate (Fig. 4.11j-l). In Fig. 4.11 each column denotes one bubble position, p (Fig. 3.1b), whereas each row
represents one parameter of the fluid flow around the corresponding bubble. The averaging
of these parameters was performed as a time-average (Eq. 2.5).
Independently of the bubble position, the averaged velocity magnitude (Fig. 4.11a-c) is

in the order of the average channel flow, 0.18m/s. At the upper bubble position (p = 1),
small variations can be contributed to remaining oscillation of the liquid flow as illustrated in
Fig. 4.7b. Downstream of each bubble, the magnitude of the liquid velocity decelerates and
forms two small counter-rotating vortices at the trailing edge of the bubble (Fig. 4.11d-f).
To quantify the effect of the generated turbulence on the turbulent parameters in the flow

around the bubble, Fig. 4.11g-l illustrate the TKE and the dissipation rate. The highest values
of TKE and dissipation rate are observed upstream and downstream of the upper bubble
position (Fig. 4.11g,j). Besides the wake region of the stagnant bubble, also downstream of
the needle, these values are enhanced compared to the flow upstream. This corresponds
to the findings in Fig. 4.7c at p = 2, where the degree of turbulence is significantly higher at
y1 < 10mm, which corresponded to the wake of the upper needle. This supports that the
mounting needle influenced the wake region behind the bubble.
Turning now to the other bubble positions, the values of TKE and dissipation rate decrease

with increasing distance to the grid. One reason could be the degree of turbulence upstream
of each bubble. A higher degree of turbulence led to a later detachment of the boundary
layer [86, 196]. Thus, the detachment point of the boundary layer moved further to the trail-
ing edge of the bubble (Sec. 2.2.3). Consequently, the generated turbulence in the water
channel influenced not only the flow upstream of each bubble position, but also the recir-
culating flow in the bubble wake. Similarly, Rüttinger et al. [62] observed an influence of the
turbulent structures of a vortex street behind a cylinder on the wake of a stagnant bubble.
The range of the turbulent length scales is illustrated via the power spectra in Fig. 4.12 at

two positions. These positions are located upstream, Yup, and downstream of the stagnant
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Figure 4.11. Water channel: Flow field around a stagnant bubble at different needle posi-tions, p, in the water channel (Fig. 3.1b). a)-c) Magnitude of the averaged liquidvelocity field, |V|. d)-f) Averaged vorticity in the yl,1yl,2-plane, ω3. g)-i) Averagedturbulent kinetic energy, k. j)-l) Averaged dissipation rate, ε. The values are time-averaged over 1.5 s using the yl,3-axis from 0mm to 0.3mm.
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bubble, Ydown, as marked in the inset of Fig. 4.12a. Firstly, the power spectrum of the stag-
nant bubble closest to the grid (p = 1) is illustrated in Fig. 4.12a. Independently from the
investigated position upstream or downstream of the bubble, the values of TKE remain in
the same order of magnitude and only depend on the wavenumber. Meaning, the highest
values of TKE are in the range of the integral wavenumber (Eq. 3.56) and decrease with an
increasing wavenumber ( = decreasing turbulent length scale) with the typical –5/3 - rise in
the inertial range to the cut-off wavenumber κc ≈ 8.751/mm (Eq. 3.68). The Kolmogorov
length scale (Eq. 3.57) is not resolved due to noise of the TPIV.
Secondly, with increasing distance of the stagnant bubble to the grid (Fig. 4.12b,c), the

magnitude of TKE reduces upstream of the bubble, Yup, due to the decay of the large scaleturbulence (Sec. 4.3.1). In contrast, the distribution of TKE downstream of the bubble re-
mains in the same order of magnitude along the wavenumbers. Although Fig. 4.11g-l show
a dependency between bubble position and turbulent parameter in the bubble wake, no
influence is observed in the power spectrum of the bubble wake.
Additionally, the particle wavenumbers (Eq. 3.59) are marked in the power spectra. Due to

the flow circulation in the water channel, not only the fine particle system, PS33, but also the
coarse particle system, PMMA200, could be applied for the analysis of the particle collision
behavior (further information on the particle systems are summarized in Tab. 3.5). The parti-
cle wavenumbers are denoted in Fig. 4.12 as κp33 representing PS33, and κp200 and κp400 thelower (dp = 200µm) and upper end (dp = 400µm) of the heterodispersed particle size distri-
bution of PMMA200. The small particles exceed the Kolmogorov wavenumber, κbη , (κp33 > κbη).Consequently, these particles are expected to respond to all changes of the fluid flow in the
water channel. In contrast, the coarse-sized particles are characterized by a lower wavenum-
ber (κp400 < κp200 < κbη) and, thus, deviate from the fluid streamlines already in the large
turbulent length scales. Therefore, this particle system was significantly less affected by the
small turbulent length scales in the water channel and wake of the bubble.

4.4. Discussion and Conclusion

This chapter analyzed the multiphase flow generated in the two experimental setups - the
bubble column and the water channel. In particular, the shape and size of the formed
bubbles, and the accompanied turbulent flow fields were investigated in detail. The results
demonstrated that the chosen experimental setups were eligible to generate a generic tur-
bulent flow and were appropriate to answer Question Q.2 in Sec. 1.2. The properties of the
generated turbulent flows in both experimental setups are summarized in Tab. 4.1.
In the first step, the bubble size was investigated, showing that all bubbles were generated

reproducibly with a distinctive diameter. In the bubble column, the bubbles varied in diam-
eter and shape according to the inner diameter of the needle. As typical for these shape
regimes, the bubble motion exhibited instabilities resulting in a spiral or zigzag path, and ro-
tating movement. In contrast, the stagnant bubble lacked in diversity of size and shapes, but
remained at a defined position. Only a small variation of the bubble position was observed
due to the turbulent flow conditions upstream of the bubbles. A possible case for compar-
ison would be the bubble configuration of db = 1.4mm in the bubble column because the
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Figure 4.12. Water channel: Power spectrumof the velocitymagnitude, |V|, at two positions,Yup upstream of the stagnant bubble; Ydown in the wake of the stagnant bub-ble. These analysis locations are marked as red dots in the inset of a). Further-more, the characteristic wavenumbers are denoted as the maximal resolvablewavenumber of the current TPIV setup, κc (Eq. 3.68), the shedding wavenumberof the bubble, κs (Eq. 3.60), themaximum responsewavenumber of the particles,κp33, κp200 and κp400 (Eq. 3.59), and the Kolmogorov wavenumber, κbη (Eq. 3.61).
bubble Reynolds number for both setups was approximately 450. It is noted that the com-
parison was only feasible to a certain extend due to their varying bubble dynamics (rising
and stagnant).
These bubbles were either released in a quiescent liquid in the bubble columnor remained

attached on a needle exposed to a turbulent flow in the water channel. In the water channel,
the highest degree of turbulence was measured at p = 1, and decreased from p = 2 to
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Table 4.1. Comparison of the flow characteristics between the freely rising bubble in thebubble column and the stagnant bubble in the water channel. The Stokes numberis computed via Eq. 2.38, using the Kolmogorov time scale, τηb = db · Reb–1/2 · ub–1[156], as characteristic time scale of the liquid flow.

Freely rising bubble Stagnant bubble
Bubble Shape Spherical to wobbling PendantSize 1mm. . . 3.5mm 2mm. . . 2.5mmPosition Varying, due to Pinned to thepath instability orificeWake formation Yes, for db = 2.4mm Yes, but disturbedand 3.2mm by mounting needleSurface mobility Mobile Immobile
Flow field Inflow Quiescent Turbulent,Tu22 = 5% . . .15%
Particles Particle systems PS33 and PS95 PS33 and PMMA200Stokes number PS33: O(St) = 0.1PS95: O(St) = 1 PMMA200: O(St) = 10

p = 3 (Fig. 4.7c). The increasing distance to the grid led to a decay to the large turbulent
length scales (Sec. 2.1.2). Therefore, the larger length scales were still observed at p = 1,
whereas p = 2 and p = 3 had already developed isotropic turbulence (Fig. 4.8). Theoretically,
the Kolmogorov scale of η∗ = 20µm (Eq. 2.12) was reached in the water channel. However,
this value could not be quantified experimentally due to the limited spatial and temporal
resolution of the TPIV setup.
All these varying conditions of the bubble properties and flow conditions affected the flow

field around the bubbles. The changes were mainly analyzed in terms of the liquid velocity
magnitude, the vorticity in the yl,1yl,2-plane, the TKE, the dissipation rate, and the power spec-trum in the vicinity of the bubble. Starting with the freely rising bubble chain, the measured
flow field revealed an axisymmetric wake structure downstream of the small-sized bubbles,
whereas a double-threaded wake structure was shown downstream of the medium- and
large-sized bubbles. In the literature [e.g. 90], the double-threaded wake corresponds to
the onset of the path instability, resulting in a transition of the bubble rising trajectory from
rectilinear to an oscillatory motion. Consequently, db = 1.4mm would exhibit a rectilinear
rising path, whereas the trajectories of the db = 2.4mm and 3.2mm would undergo a zigzag
motion. However, a zigzagging rising path was also observed for the smallest bubble diame-
ter. This path instability does not result from the standing eddy, but was instead connected
to bubble-bubble interaction and its coupling to the surrounding flow.
The flow field around the freely rising bubble is connected not only to its rising path, but

also to the state of its surface mobility. The mobility affects the boundary conditions of the
bubble surface, leading to a change in the flow field around the bubble [49, 197]. In general,
there are two limiting cases for bubble surface mobility: mobile and immobile (Sec. 2.2.4).
As the spatial resolution of the TPIV measurements was lower than the micro-Particle Image
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Velocimetry (PIV) measurement in Eftekhari et al. [109] the state of mobility of the bubble sur-
face could not be evaluated. In the present case, the liquid phase consisted only of deionized
(DI) water and potassium chloride (KCl), without any trace of surfactant. During the experi-
ments, special care was taken to avoid contamination due to surfactants by repeated rinsing
of the bubble column with deionized water. The measurement took place approximately
0.2 s after the bubble surface was generated. Consequently, the bubble surface could be
approximated as mobile. This was confirmed by the high terminal velocity (Tab. 3.1). Clift et
al. [44] estimated a terminal velocity of around 0.2m/s for contaminated water, and around
0.3m/s for pure water, using the flow parameters similar to the conducted experiments.
For the investigation of the particle collision trajectory, only fine particle systems, PS33 and

PS95, were applicable in the bubble column due to their low settling velocity. These two
systems varied in their responses to turbulent length scales. For the characterization the
Stokes number (Eq. 2.38) was used, applying the Kolmogorov time scale, τηb = db·Reb–1/2·ub–1[156], as characteristic time scale of the liquid flow. In the case of PS33, the Stokes number
wasmuch smaller than one, thus these particles could respond to all changes in the fluid flow.
In contrast, the Stokes number of PS95 was approximately one, allowing these particles to
deviate from the fluid streamline and collide with the bubble surface.
Turning now to the turbulent flow in the water channel, the stagnant bubbles were gen-

erated by means of a needle at different positions, p = 1 – 3. This configuration provided
bubbles of constant diameter and at predefined positions. However, the flow around the
bubble pinned to the needle was disturbed by the needle itself. For example, in Fig. 4.11g,
also downstream of the needle, the TKE was enhanced compared to the flow upstream of
the bubble.
In general, the influence of the turbulent inflow conditions was shown. With increasing

degree of turbulence upstream of the stagnant bubble, the TKE and dissipation rate at the
trailing edge of the bubble increased. The magnitude of the velocity and size of the two
counter-rotating vortices remained in the same order of magnitude among the different
bubble positions (p = 1–3). In contrast, the two counter-rotating vortices were not observed
for the freely rising bubble (db = 1.4mm, Reb ≈ 450), as shown in Fig. 4.4d. There are
several possible explanations for this result. Besides the distortion due to the needle, the
generated turbulence in the water channel influenced not only the flow upstream of each
bubble position, but also the recirculating flow in the bubble wake. Similarly, Rüttinger et al.
[62] observed an influence of the turbulent structures of a vortex street behind a cylinder on
the wake of a stagnant bubble. They showed that the vortex street amplified the fluctuation,
and thus the TKE, in the bubble wake.
Additionally, the state of the bubbles surface mobility varied between the two setups.

The bubble column investigated a nearly mobile bubble, whereas in the water channel, the
bubble surface could be approximated as immobile. This immobility was caused by the hy-
drophobized mounting needle to overcome an easy detachment of the bubble due to the
turbulent inflow. This immobile surface may change the flow field around the bubble, and
thus the formation of the two counter-rotating vortices in the bubble wake could onset at
lower bubble Reynolds numbers [45, 49, 110].
Due to the circulation of the fluid flow, the water channel enabled the usage of larger

sized particle systems which were also applicable to be transformed into radioactive tracers
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during the Positron Emission Particle Tracking (PEPT) measurements. Therefore, the particle
systems PS33 and PMMA200 were applied. Similar to the bubble column, the Stokes number
of the PS33 particle system was far below one, thus these particles could respond to all
changes in the fluid flow. In contrast, the PMMA200 particle system exceeded the Stokes
number of one by far. Consequently, the particles deviate from the fluid streamline already
in the large turbulent length scales.
It is plausible that a number of limitations might have influenced the results obtained in

the water channel. Although special care was taken during the experiments, the vibrations
caused by the pump could only be damped within a certain range. Thus, uncertainties arose
during the reconstruction of the velocity field, leading to inaccuracies in the computed ve-
locity fields. Further, the gained results are applicable to a dilute system, as present during
the 4D Particle Tracking Velocimetry (PTV) measurements. However, these findings are only
partly relevant to a dense flow, as induced in the PEPT measurements (Sec. 5.3). With higher
solid fraction, the particles may modify the carrier phase turbulence compared to the single
phase flow (Sec. 2.3.2). Using only the particle’s Reynolds number as approximation, similar
to Hetsroni [198], the degree of turbulence in this dissertation should be reduced by adding
the PMMA suspension (Tab. 3.5) because of its low particle Reynolds number (Rep < 400).
However, the effect of the turbulent modulation cannot be reduced to one parameter, it is
a combination of various mechanisms such as wake dynamics, self-induced vortex shedding
and buoyancy-induced instabilities (Sec. 2.3.2). Therefore, an extrapolation of the degree of
turbulence from the dilute to dense solid suspension is challenging. Other techniques as e.g.
the piezo-electrical vibration sensor [199–201] or constant temperature anemometer [201–
203] would bemore suitable to measure the liquid phase velocity in a densemultiphase flow.
To sum up, the features of the fluid flow for both setups were investigated in this chapter.

Although the freely rising bubble is closer to the bubblemotion in a flotation cell, the stagnant
bubble enabled a defined positioning in the turbulent flow. The slightly idealized system al-
lowed to investigate separately and generically the defined turbulent inflow conditions on the
bubble-particle interactions. Distortions from path instabilities or rotation, which are typical
for freely rising bubbles in this size range, could be avoided. Therefore, both setups enable
to investigate a range of flow fields and their influence on the collision between particles and
bubbles. The measurement of the flow field with TPIV represented the framework to study
the motions and collision behavior with 4D PTV (Sec. 5.1 and 5.2) and PEPT (Sec. 5.3).
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bubbles measured with 4D PTV
and PEPT

After the characterization of the generated bubbles and their surrounded liquid flow field,
the results of the observed bubble-particle collision phenomena are summarized in the fol-
lowing sections. Beginning with the bubble column, Sec. 5.1 explores the collisions between
fine particles and a freely rising bubble chain with 4D Particle Tracking Velocimetry (PTV)
[38, 41]. Specifically, the collision positions on the bubble surface are examined carefully in
context of the surrounding flow (Sec. 4.2.2). The collision frequencies are determined exper-
imentally and are compared to those in the literature [36, 37, 79]. Similarly in Sec. 5.2, the
interactions between particles and a stagnant bubble are examined in the turbulent flow of
the water channel. Until now, the particle suspension had to be dilute to be applicable for 4D
PTV. To also perform experiments in a dense particle suspension, Positron Emission Particle
Tracking (PEPT) is employed to the water channel in Sec. 5.3 [39]. The analysis comprises
the particle distribution and their deviation in the vicinity of the stagnant bubbles. Finally,
Sec. 5.4 discusses the collision phenomena observed with a freely rising bubble chain and a
stagnant bubble, and evaluates both particle tracking techniques, 4D PTV and PEPT.

5.1. Freely rising bubble chain measured with 4D PTV

As stated in Sec. 3.1.1, the experiments on the freely rising bubble chain were conducted in
the bubble column (Fig. 5.1). They comprised three different bubble diameters (db = 1.4mm,
2.4mm, 3.2mm; Sec. 4.2.1) by varying the orifice of a single blunt needle. The variation of
the bubble diameter went along with a change of the wake structure and turbulent length
scales (Sec. 4.2.2). To observe the bubble-particle interactions, two sets of model particle
systems (PS33 and PS95; Tab. 3.5) were exposed to these varying liquid flow conditions. In
the following, the results obtained from a freely rising bubble chain and fine particles are
summarized applying 4D PTV.
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Figure 5.1. Bubble column: Graphical abstract of the experimental arrangement for themea-surements in the bubble column with 4D PTV. The particle model system PS33and PS95 consisted of fluorescent polysterene (PS) particles with a diameter of33µm and 95µm, respectively. Please refer to Sec. 3.1.1 for more details of theexperimental setup and Tab. 3.5 for the properties of themodel particle systems.
5.1.1. Verification of collision criteria

Before doing an in-depth analysis of the bubble-particle interactions, the defined collision
criteria (Eq. 3.75) had to proved. Therefore, an exemplary leading and trailing edge collision
trajectory out of 578 are shown in Fig. 5.2. The corresponding raw data in the form of a video
can be found in Sommer et al. [204]. The analyzed trajectories are illustrated as the triangu-
lated particle position in the vicinity of the rising bubble (Fig. 5.2a and c) and the course of the
radial velocity, wr , and normalized radial position, r/rb, over time, t (Fig. 5.2b,d). Additionally,the collision criteria of the radial velocity (Eq. 3.75a) and the residence time (Eq. 3.75b) are
inserted as lines marked wrmax and rmax/rb, respectively. The resultant classified collisions
are highlighted with a red circle.
The leading edge trajectory (Fig. 5.2b) can be divided into three stages: approach, collision

and sliding phase along the bubble surface. Afterwards, the hydrophobic particle was sup-
posed to attach to the bubble surface. Note that the limited spatial resolution excludes the
observation of the rupture of the liquid film between the particle and the bubble - the basic
condition for successful attachment. During the approach phase, the radial position, r, and
the magnitude of the radial velocity decreased. The minimum of both values was reached at
t ≈ 5mswith r ≈ 0.8 rb and wr ≈ 0m/s. Thus, at this time step, the particle trajectory collides
on the bubble surface. In the sliding phase, the radial position increased slightly due to the
particle movement from the minor to the major semi-axis of the ellipsoidal bubble. Conse-
quently, the radial velocity also rose slightly. The trailing edge of the bubble was reached at
t ≈ 10ms with r ≈ rb and wr ≈ 0m/s. From that time step on, the particle trajectory re-
tains its radial distance and velocity over more than 8ms, fulfilling both classification criteria
(Eq. 3.75).
The radial position and velocity of the trailing edge collision trajectory are shown in Fig. 5.2d.

In general, the sliding phase vanishes for the trailing edge collision. The radial position of the
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Figure 5.2. Bubble column: Classification of a leading (top row) and trailing (bottom row)edge collision of an exemplary trajectory as seen in Sommer et al. [204]. a), c) Par-ticle trajectory in the local coordinate system of the averaged bubble dimensionduring this time. The bubble radius is illustrated 20% smaller, to enhance the vis-ibility of the particle trajectory. b), d) Diagram of the radial velocity, wr , and radialdistance normalized by the bubble radius, r/rb, over time, t. Additionally, the col-lision criteria of the radial velocity (Eq. 3.75a) and the residence time (Eq. 3.75b)are inserted as a dotted line in light blue (wrmax) and a dashed line in light green(rmax/rb), respectively. The resultant classified collisions are highlighted with a redcircle.
particle decreases slightly from 1.6 rb to approx. 1.2 rb. The magnitude of the radial velocityremains below 0.05m/s. Thus, the collision point is at the plateau of the radial position
(t ≈ 12ms). From that time step on, the particle trajectory retains its radial distance and
velocity over more than 20ms, meeting both classification criteria (Eq. 3.75).
To sum up, the defined classification criteria using the radial velocity and residence time

(Eq. 3.75) are a suitable basis for detecting colliding particles at the leading and trailing edges
of a bubble.
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5.1.2. Bubble-particle collision

Applying these collision criteria (Eq. 3.75) to all detected particle trajectories, overall 578 tra-
jectories were classified as colliding. Their preferred collision position on the bubble surface
is illustrated in Fig. 5.3, in the form of the normalized distribution of collision events accord-
ing to the bubble’s polar angle, θ (as shown in the inset of Fig. 5.3c). For each measurement
configuration, the uniform bin width of the distribution is set to 20◦ to reveal its underlying
shape. The number of collisions of each bin, Nc ,i, is normalized by the overall number of
collision events of the specific configuration, Nc. These configurations comprised three bub-ble diameters, db, denoted by each column, and two model particle systems (PS33 or PS95),represented by each row.
For all configurations, a leading edge collision, see red bins, takes place along the entire

range of polar angle between 0◦ and 180◦. The peak in the number of collisionsmainly occurs
at the bin from 80◦ to 100◦, including the stagnation point of the bubble at 90◦. Trailing edge
collisions, see the blue bins, are observed only for three configurations. For the medium-size
bubble, db = 2.4mm (Fig. 5.3e), they are only detected for the largest particle system, PS95,
and for the largest bubble diameter for both particle systems (Fig. 5.3c and f). In these three
cases, the collision point varies between a polar angle of –140◦ and –50◦, covering a smaller
range than for the leading edge collision.
To quantify the statistical relevance of the collision points in Fig. 5.3, Fig. 5.4 summarizes the

collision position in the form of a box plot for different time segments. In general, a box plot
visualizes the distribution of a given sample through their percentiles, named median, 25th
percentile, 75th percentile, upper and lower whisker (as shown in the legend below Fig. 5.4).
More details on the computation of these percentiles is given in the Appendix A.5. In context
of the statistical relevance, the aim was that the distribution of the collision events according
to the bubble’s polar angle, θ, remained independent of the chosen sample. Therefore, three
samples are selected for each configuration based on different time intervals. The first half
of the measurement time, denoted by index 1, the second half of the measurement time,
denoted by index 2, and the entire measurement time, denoted by index A, were applied as
the underlying population.
The largest underlying population of detected collision events for the entire measurement

time was Nc = 353 in Fig. 5.4b. Comparing the box plots of the first half of the measurement
time, L1, and the second half, L2, to the overall measurement time, LA, the median and the
spread of the 25th to 75th percentiles of the collision angle vary only by approximately 10◦.
Thus, the collision positions on the leading edge could be allocated to the same histogram
bin width of 20◦ as shown in Fig. 5.3b. With a decreasing number of collision events as,
for example in Fig. 5.4c with Nc = 112, the agreement of the median collision position and
the spread of the data between the 25th and 75th percentiles remain in the same order
of magnitude as in Fig. 5.4b. Only a slightly smaller median collision angle with a narrower
spread of the population is shown for the first half of the measurement time of the trailing
edge collision, T1. However, the collision angles of T1 persist in the 25th to 75th percentilesof TA.To sum up, a reasonable agreement of the collision angle was achieved for all bubble and
particle configurations in these three time segments. This confirms the statistical relevance
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Figure 5.3. Bubble column: Normalized distribution of collision events according to their col-lision position at the bubble surface. The collision position is defined by the bub-ble’s polar angle, θ, as shown in the inset of c). The collision position is defined,where for the first time the particle trajectory reaches a minimum distance ofr ≈ 0.8 rb and minimum radial velocity of wr ≈ 0m/s. The uniform bin width ofthe distribution is set to 20◦. For each bin, the number of collisions, Nc ,i, is nor-malized by the overall number of collision events of the specific bubble diameter,db, and model particle system (PS33 or PS95).
of the detected collision positions, even for a modest underlying data population as, for
example, in Fig. 5.4e with Nc = 19.
5.1.3. Interaction of the flow field on the trailing edge collision

The previous section showed that leading edge collisions occurred during all measurements,
while trailing edge collisions appeared only for the larger bubble diameters (db ≤ 2.4mm).
One reason for these differing results was the fluid flow field around the freely rising bubbles
because it influenced the particle trajectories. Therefore, Fig. 5.5 assesses the impact of
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Figure 5.4. Bubble column: Box plots of the normalized distribution of the collision eventsaccording the bubble’s polar angle, θ, as illustrated in the inset of c). Three setsof data are selected from the leading, L, and trailing, T , edge collision . They arechosen based on different time intervals for each measurement configuration.The underlying population of each sample is denoted by the indexes 1, 2 and Aof L or T (y-axis). These samples are defined as the first half of the measurementtime, represented by index 1, the second half of the measurement time, repre-sented by index 2, or the complete measurement time, represented by index A.The variable Nc summarizes the underlying population of particle collision trajec-tories for the entire measurement time at the leading and trailing edge of thebubble. More details on the computation of the percentiles used in the box plotare given in the Appendix A.5.
turbulent parameters on the bubble-particle collision by plotting the dissipation rate and
turbulent kinetic energy (TKE) (Fig. 4.4) together with the distribution of the collision position
(Fig. 5.3) along the bubble’s polar angle, θ (Fig. 3.10a).
To determine the magnitude of these turbulent parameters along the bubble surface, the

data shown in Fig. 4.4 are averaged over cylindrical sectors. Each cylindrical sector is defined,
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Figure 5.5. Bubble column: Combination of the flow field and the collision position. Courseof the dissipation rate, ε, and TKE, k, on the bubble interface along the polar angle,θ. The turbulent parameters are averaged over a cylinder segment, as marked inthe inset of a), with a radius of r = 2 · rb, polar angle angle step width of Δθ = 5◦
and a thickness of Δyl,3 = 0.3mm. The collision positions are shown in the formof a box plot individually for each particle diameter, dp. The outliers of the boxplots are hidden to increase the visibility, please refer to Fig. 5.4 for the completebox plot.

as marked with a circle in the inset of Fig. 5.5a, by a radius equaling 2 · rb, a polar angle with astep width of Δθ = 5◦ and a thickness of Δyl,3 = 0.3mm. Additionally, the collision positions
on the leading and trailing edges for both particle diameters are plotted as box plots, similarly
to Fig. 5.4. Only the outliers are neglected to increase the visibility.
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Starting with the largest bubble diameter (Fig. 5.5a), the highest values of the dissipation
rate and TKE are measured at the trailing edge. Two nearly symmetrical maxima for both
turbulent parameters are located at approximately θ = –125◦ and –75◦, which clearly corre-
sponds to the double-threaded wake, as discussed in Sec. 4.2.2. On the leading edge, peaks
in the dissipation rate are smaller by about 30% and occur at θ = 50◦ and 150◦.
Turning now to the relationship between collision positions and the peak structure of the

turbulent parameters, the collision positions for PS33 are spread over a wide range of polar
angles, 75◦ < |θ| < 125◦, independently of the leading and trailing edges. Their distribution
correlates with the maxima of both turbulent parameters. For PS95, the collision distribution
is tighter, especially at the trailing edge. At the trailing edge, the majority of collisions take
place approximately at a polar angle range between –75◦ and –100◦.
With a decreasing bubble diameter (Fig. 5.5b), the course of the turbulent parameters

remains similar: only the absolute values are slightly lower. Both particle systems collided
with the bubblewhereas only for PS95 a trailing edge collisionwas observed. It seems that the
dissipation rate is still sufficient for a trailing edge collision to occur in a small range of polar
angles, varying from –120◦ to –90◦. Here, they are located nearly symmetrically along the
double-threaded wake. For the smallest bubble size (Fig. 5.5c), both turbulent parameters
remain nearly constant around the bubble surface. Only a leading edge collision took place
for both particle diameters around the stagnation point θ = 90◦ without any correlation with
a particular peak structure in the dissipation rate.
Besides the flow field around the bubble, also the Stokes number can give a conclusion

on the occurrence of trailing edge collision as it characterizes the behavior of particles sus-
pended in a fluid flow. Previously, the defined Stokes number (Eq. 2.38) referred only to the
characteristic fluid time scale based on the averaged rising velocity and diameter of the bub-
ble. However, to also take into account the developed turbulent flow structures, a localized
Stokes number is defined, which uses the Kolmogorov time scale, τη, as the characteristicfluid time scale,

Stlocal = τpτη = d2p(ρS + 0.5ρL)18η · (︂ ε
ν

)︂ 12 (5.79)
where ε denotes the measured dissipation rate (Fig. 4.4j-l).
The localized Stokes number, Stlocal, is illustrated in Fig. 5.6. The contour plots reveal possi-ble locations where the particle trajectory could deviate from the fluid streamlines to collide

with the bubble. The smallest Stokes numbers, Stlocal << 0.1, are found for the smallest par-ticle diameter (PS33) independently of the bubble diameter (Fig. 5.6 a-c). Some variations
occurred among the bubble diameters, but these seem insignificant compared to the local-
ized Stokes number computed for PS95 (Fig. 5.6d-f). Here, the highest values of the localized
Stokes number, Stlocal ≈ 0.3, are found in the wake region of the larger bubble diameters
(db > 2mm), giving a possible explanation of the trailing edge collisions.However, the previous results showed that also the smaller particle system underwent a
trailing edge collision for the largest bubble diameter (db = 3.2mm). One possible source
of error is the measured dissipation rate, as already discussed in Sec. 3.2.4. Fig. 4.5 shows
that the power spectrum was only partially resolved during the Tomographic Particle Image
Velocimetry (TPIV) measurements. This leads to the assumption that the dissipation rate
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Figure 5.6. Bubble column: Localized Stokes number, Stl, of the model particle systems PS33(PS, dp = 33µm) in the first row and PS95 (PS, dp = 95µm) in the second row.These model particle systems are exposed to the fluid flow around a freely risingbubble with a diameter db. The values are conditionally averaged for the tilt angleof the bubble θ = 0◦ . . .5◦ along the y3,l-axis from 0mm to 0.3mm.
was under-resolved with the applied measurement setup. If the localized Stokes number
was instead calculated with the theoretical Kolmogorov time scale of a freely rising bubble
(τη = db ·Reb–1/2 ·ub–1 [156]), the localized Stokes numbers would vary between 0.28 and 3.6,exceeding the threshold of 1.0. This offers a prove that the trailing collision may occur due
to higher dissipation rates in the bubble wake.
5.1.4. Comparison of the collision frequency with available models

As described in Sec. 2.4.1, quite a considerable number of studies has been published on
both inter-particle collisions and on collisions between bubbles and particles. Depending on
the assumptions made, they can be applied to different ranges of Stokes numbers. The limit-
ing cases of the Stokes number of monodispersed particle flows are described by Saffman et
al. [35] and Abrahamson [36]. While the model developed by Saffman et al. [35] focused on
Stokes numbers around zero, Abrahamson’s model [36] relates to large Stokes numbers. In
both models, the collision between monodispersed particles is not affected by the flow field
around each particle. That means the value of the collision efficiency introduced in Sec. 2.4.1
equals unity [36]. However, three-phase flows provide different conditions where these lim-
its are rarely met. There, the motion of the smaller particles is affected by the flow field
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around the bubble. Instead of colliding with the bubble surface, the particle may follow the
streamlines around the bubble, i.e. the collision efficiency is below unity. Consequently, Kos-
toglou et al. [37] developed a new collision model to overcome the previous shortcomings
and adapted it for the process of froth flotation.
In Fig. 5.7, the collision frequency predicted by Saffman et al. [35], Abrahamson [36] and

Kostoglou et al. [37], is plotted over the Stokes number. To feed the model developed by
Saffman et al. [35] (Eq. 2.44) and Abrahamson [36] (Eq. 2.45), the experimentally measured
dissipation rate, ε, and TKE, k, are used together with the bubble, rb, and particle radii, r.
The more complex model designated by Kostoglou et al. [37] depends additionally on the
mean rising velocity of the bubble, |Ub|, and is used as described in Appendix A.4. The
corresponding TKE and dissipation rate equal the average around the freely rising bubbles
and are taken from Fig. 5.5. The experimentally determined collision ZpbE follows Eq. 3.68,employing the number of collisions, Nc, in Fig. 5.3.
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Figure 5.7. Bubble column: The collision frequency, Zpb, depending on the Stokes number,St (Eq. 2.38).
The Stokes numbers equals the averaged localized Stokes number in the vicinity of each

bubble position as shown in Fig. 5.6. Thus, the Stokes number of St < 0.02 corresponds to the
particle diameter of dp = 33µm and St > 0.06 to dp = 95µm. In-line with the expectations,
the predicted collision frequencies by Kostoglou et al. [37] are smaller than those predicted
by the models proposed by Saffman et al. [35] and Abrahamson [36]. The experimentally
detected collision frequencies are considerably smaller than those predicted by the three
models.
There are several explanations for this outcome. The analytic theories put forward by

Saffman et al. [35] and Abrahamson [36] arose from investigations into coagulation of drops
in atmospheric turbulence and heavy particles in a highly turbulent gaseous flow, respec-
tively. Both theories assumed that the density of the drop or the particle exceeds that of
the carrier fluid by far, and that the particle sizes should be in a similar size range, while the
flow conditions are isotropic [27]. These assumptions make it challenging to transfer their
models directly to the interaction between bubbles and particles.
Both models neglect the added mass effect experienced by particles and bubbles moving

through a liquid phase as water. Thus, their motion is not affected by the neighboring collid-
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ing partner. This could be overcome by applying collision efficiency to the models proposed
by Saffman et al. [35] and Abrahamson [36]. However, as noted by Nguyen et al. [49], a huge
variation in the nominal collision frequencies exists, leading to a lack of comparability. In-
stead, Kostoglou et al. [37] consider these effects in their model by explicitly taking the flow
around the bubble into account.
Still, the experimentally detected collision frequencies are two orders ofmagnitude smaller

than those predicted by the developed model by Kostoglou et al. [37]. One possible source
of uncertainty could be the state of the bubble surface mobility. Although the model by Kos-
toglou et al. [37] refers to the limited cases of either a mobile or immobile bubble surface,
many intermediate stages of partial mobility exist [109]. The effect of the bubble surface mo-
bility on the collision frequency was previously investigated by Dai et al. [205] and Schulze
[103]. Both research groups emphasized that the collision frequency on an immobile bub-
ble surface is approximately ten times lower than on a mobile bubble surface. Additionally,
the existing flotation models mainly assume isotropic turbulence to describe the stochas-
tic motions between bubble and particle. Discrepancies could occur due to non-isotropic
turbulence in the bubble wake.
Another possible source of uncertainty could bemissing collision trajectories, as discussed

in the following section. Thesemissing collision trajectorieswould lead to an underestimation
of the number of colliding particles, and thus of the collision frequency.
5.1.5. Limitations on the detection of the bubble-particle collision

Theoretically, a bubble-particle encounter can be classified as a collision by measuring the
exact distance between the particle and the bubble surface. Accordingly, an exact recon-
struction of the bubble surface and the position of the particle at a high spatial resolution
is indispensable. This criterion could not be deployed for the collision classification because
of the limited spatial resolution in the upper micrometer scale of the applied experimental
arrangement of 4D PTV. Instead, the particle’s movement towards the bubble in the form of
the radial velocity and the extended residence time (Eq. 3.75) in the vicinity of the bubble
were applied as classification criteria.
Still, the chosen method has its limitations and could not detect all colliding events during

the data analysis. These occurred either during the reconstruction of the bubble surface, the
particle triangulation with the Shake-the-box (STB) algorithm or during the collision classifi-
cation.
The bubble surface was reconstructed based on the assumption of an oblate ellipsoid.

The major axis, a, and minor axis, c, of the ellipsoid were retrieved from the planar projec-
tion observed by camera B (Fig. 3.4). This method was subjected to errors. On the one hand,
only the tilt angle along the x3-axis was known. The other two tilt angles along the x1 and thex2-axis could not be retrieved from the planar projection. On the other hand, the unknown
tilt angles along the x1- and the x2-axis could lead to uncertainties on the major axis and
minor axis of the reconstructed bubble surface. For example as seen in Fig. 3.6a, the mea-
sured minor axis in the image plane, c, was larger than the actual minor axis of the bubble,
c∗. Consequently, the reconstructed bubble surface would be larger than the actual bubble
surface.
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In general, the STB algorithm predicts the particle position in the subsequent time step
based on the previously known particle locations. However, the collision event was an ex-
ceptional case because most of the particles follow the fluid streamlines around the bubble.
The triangulated colliding particles could not match the other circulating particle trajectories.
The algorithm may have detected some of these colliding particles as outliers and removed
them from the triangulated particle ensemble. Consequently, the outlier particle trajectories
were not available for the collision classification.
These missing collision trajectories would lead to an underestimation of the number of

colliding particles, and thus of the collision frequency. However, the key observation of the
existence of collision events is not falsified by the neglect of certain collision events.
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5.2. Stagnant bubbles in the water channel measured with 4D
PTV

Figure 5.8. Water channel: Graphical abstract of the experimental arrangement for the mea-surements in the water channel with 4D PTV. The particle model system PS33and PMMA200 consisted of fluorescent PS particles with a diameter of 33 µmand fluorescent polymethylmethacrylate (PMMA) particles with a diameter of200µm. . . 400µm, respectively. Please refer to Sec. 3.1.2 for more details of theexperimental setup and Tab. 3.5 for the properties of themodel particle systems.
While Sec. 5.1 focused on a freely rising bubble chain, this section considers stagnant bub-

bles in the turbulent flow of the water channel (Fig. 5.8). The experiments comprised three
different bubble positions (p = 1–3; Fig. 3.1b). Tominimize the effect of the upper bubble on
the lower one, only two bubbles with a horizontal spacing of 10mm were employed during
the measurements. The first configuration consisted of the upper bubble position, p = 1,
and the middle one, p = 2, whereas the second configuration included the upper one, p = 1,
and the lower one, p = 3. As shown in Sec. 4.3.1, these positions went along with varying
turbulent length scales upstream of each stagnant bubble. The highest degree of turbulence
was measured at the bubble position p = 1, and decreased from p = 2 to p = 3 (Fig. 4.7c). A
dilute solid suspension was added to the water channel, containing either the particle model
system PS33 or PMMA200 (Tab. 3.5). In the following, the observed interactions between a
stagnant bubble and particles are summarized applying 4D PTV.
5.2.1. Bubble-particle collision

At first, the focus is on the preferred collision position of the particles on the bubble surface.
Fig. 5.9 illustrates the normalized distribution of collision events according to the bubble’s
polar angle, θ, as defined in the inset of Fig. 5.9c. For each measurement configuration, the
uniform bin width of the distribution is set to 20◦ to reveal its underlying shape. The number
of collisions of each bin, Nc ,i, are normalized by the overall number of collision events of
the specific configuration, Nc. These configurations consisted of three bubble positions, p,

87



5. Particle motion in the vicinity of bubbles measured with 4D PTV and PEPT

denoted by each column, and two model particle system (PS33 or PMMA200), represented
by each row.
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Figure 5.9. Water channel: Distribution of the collision positions along the polar angle of thebubble, θ, as defined in the inset of c). Each row represents one model particlesystem, PS33and PMMA200 (Tab. 3.5), whereas each column stands for one ofthe three bubble positions, p, as shown in the inset of a). The collision positionis where for the first time the particle trajectory reaches a minimum distance ofr ≈ 0.8 rb andminimum radial velocity ofwr ≈ 0m/s. The uniform bin width of thedistribution is set to 20◦. For each bin, the number of collisions, Nc ,i, is normalizedby the overall number of collision events of the specific bubble position, p, andmodel particle system.
As expected, the measurement configurations containing the smallest particle system,

PS33, demonstrate a leading and trailing edge collision. The leading edge collision angle
varies from 0◦ to 180◦. The peak in the number of collisions mainly occurs at the bin from
80◦ to 100◦, including the stagnation point of the bubble at 90◦. Similarly, the trailing edge
collisions are distributed between –180◦ and 0◦. It seems that the fraction of trailing edge
collisions slightly increases from the bubble position p = 1 to p = 3 (Fig. 5.9a and c).
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Contrary to expectations, no trailing edge collisions are observed for the bubble position
p = 2 (Fig. 5.9b). One reason might be the low number of the detected collisions overall,
Nc = 7. This value is two orders of magnitude smaller than the detected collisions at the
bubble positions p = 1 and p = 3 with Nc = 932 and 280, respectively. It is likely that a
precision of calibration below a value of 0.1 px was not reached at p = 2, leading to a lower
number of detected particle trajectories and, thus, colliding particle trajectories. Please refer
to the discussion in Sec. 5.2.4 for further details.
For the larger particle system, PMMA200, the results are in agreement with the expectation,

meaning only leading edge collisions are detected. As summarized in Tab. 3.5, the Stokes
number of PMMA200 is in the order of 1, using the characteristic fluid time scale of the large
turbulent length scales. Thus, this model particle system is only slightly affected by the larger
turbulent length scales of the liquid flow field (Fig. 2.11). They cannot respond to the fast
changes of the small turbulent length scales in the bubble wake. Consequently, a trailing
edge collision is unlikely for the model particle system PMMA200.
To quantify the statistical relevance of the collision points in Fig. 5.9, Fig. 5.10 summarizes

the collision position in the form of a box plot for different time segments. A box plot is
generally understood as an illustration of the distribution of a given sample through their
percentiles, named median, 25th percentile, 75th percentile, upper and lower whisker (as
shown in the legend below Fig. 5.10). More details on the computation of these percentiles
are given in the Appendix A.5. In context of the statistical relevance, the aim was that the
distribution of the collision events according to the bubble’s polar angle, θ, remained com-
parable independent of the chosen sample. Therefore, three samples are selected for each
configuration based on different time intervals. The first half of the measurement time, de-
noted by index 1, the second half of the measurement time, denoted by index 2, and the
entire measurement time, denoted by index A, were applied as the underlying population.
The box plots in Fig. 5.10a and c have the largest underlying population during the entire

measurement time, more precisely 932 and 280 collision events, respectively. Comparing
the box plots of the first half of the measurement time, L1, and the second half, L2, to the
overall measurement time, LA, the median and the spread of the 25th to 75th percentiles
of the collision angle vary only by approximately 10◦. Thus, the collision positions could be
allocated to the same histogram bin with a width of 20◦, as shown in Fig. 5.9a and c.
With a decreasing number of collision events as, for example, in Fig. 5.10b with Nc = 7,

the agreement of the median collision position and the spread of the data between the 25th
and 75th percentiles remain in the same order of magnitude as in Fig. 5.10a and c.
To sum up, a reasonable agreement of the collision angle was achieved for all bubble and

particle configurations in these three time segments. This confirms the statistical relevance
of the detected collision positions, even for a modest underlying data population as, for
example, in Fig. 5.10e with Nc = 3.
5.2.2. Interaction of the turbulent flow field on the collision phenomena

Important parameters influencing the particle trajectory are the turbulent length scales up-
stream of the stagnant bubble and the resulting fluid flow field around the stagnant bubble.
Thus, Fig. 5.11 indicates the impact of the turbulent parameter on the bubble-particle inter-
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Figure 5.10. Water channel: Box plots to quantify the statistical relevance of the collision po-sitions in Fig. 5.9 along the polar angle, θ, as defined in the inset of c). Three setsof data are selected from the leading, L, and trailing, T , edge collision based ondifferent time intervals. The underlying population of each sample is denotedby the indexes 1, 2 and A of L or T (y-axis). These samples are defined as thefirst half of the measurement time, represented by index 1, the second half ofthe measurement time, represented by index 2, or the complete measurementtime, represented by index A. The variable, Nc, summarizes the underlying pop-ulation of particle collision trajectories for the entire measurement time at theleading and trailing edges of the bubble. A detailed explanation of the calcula-tion of the box plot values are summarized in Sec. A.5.
action along the bubble’s polar angle, θ (Fig. 3.10a). In particular, the dissipation rate and TKE
(Fig. 4.11) are plotted together with the collision between particles and the bubble surface
(Fig. 5.9), similar to Fig. 5.5.
To determine the magnitude of these turbulent parameters along the bubble surface, the

data shown in Fig. 4.11 are averaged over cylindrical sectors. The definition of each cylindri-
cal sector in the case of the stagnant bubbles matches the one for the freely rising bubble.
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Figure 5.11. Water channel: Combination of the flow field and the collision position. Courseof the dissipation rate, ε, and TKE, k, on the bubble interface along the polarangle, θ. The turbulent parameters are averaged over a cylinder segment asmarked in the inset of a) with a radius of r = 2 · rb, a polar angle angle stepwidth of Δθ = 5◦ and a thickness of Δyl,3 = 0.3mm. The collision positionsare shown in the form of a box plot individually for each particle diameter, dp.The outliers of the box plots are hidden to increase the visibility, please refer toFig. 5.10 for the complete box plot.
Therefore, each cylindrical sector is defined in the inset of Fig. 5.11a by a radius equaling
2 · rb, a polar angle with a step width of Δθ = 5◦ and a thickness of Δyl,3 = 0.3mm. The polar
angle range is only defined from –130◦ to 130◦, due to the masked out area of the needle,
where the stagnant bubble is attached to. Positive values of θ denote the leading edge of
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the bubble, whereas negative ones belong to the trailing edge (Fig. 3.10a). Additionally, the
collision positions on the leading and trailing edges for both particle diameters are plotted
as box plots, similarly to Fig. 5.10. Only the outliers are neglected to increase the visibility.
The highest values of the dissipation rate are measured in the vicinity of the stagnant

bubble at the position p = 1 (Fig. 5.11a). This position corresponds to the highest degree
of turbulence upstream of the bubble (Fig. 4.7c). The values remain in the same order of
magnitude on the leading edge of the bubble, but they rise steadily on the trailing edge of the
bubble. This can be contributed to the turbulent wake of the bubble and needle, as shown
in Fig. 4.11. Additionally, two maxima evolve along the bubble surface at approximately –40◦
and 40◦. These maxima correspond to the location of the tip of the needle. Thus, the tip of
the needle could be a possible distortion of the liquid flow around the bubble, too.
With an increasing distance of the bubble position to the grid from p = 2 to p = 3,

the degree of turbulence upstream of the stagnant bubble decreases. This corresponds
in Fig. 5.11b and c to a slight reduction of the dissipation rate on the leading edge of the
bubble. On the trailing edge of the bubble, these values rise moderately again from p = 2 to
p = 3. Regarding to the TKE, the course of the TKE remains in the same order of magnitude
independently of the bubble position. Generally, a slight increase of the TKE is noticeable
from the leading to the trailing edge of the bubble.
In the next step, the focus is on the relationship between the collision positions and the

structure of TKE and dissipation rate. Starting at the bubble position p = 1 (Fig. 5.11a) for
the model particle system PS33, the collision positions are spread over nearly the complete
range of polar angles, independently of the leading and trailing edges. This extraordinarily
wide range of collisions positions could be contributed to the large range of turbulent length
scales (Fig. 4.12a), allowing the fine particles to pass closely by the bubble and collide with
its interface (as illustrated in Fig. 5.12b). The trailing edge collision could be attributed to the
enhanced values of the turbulent parameters due to the wake of the bubble and needle.
Turning now to the position p = 2, where the findings are based on a limited number

of collision events. Consequently, the results of the analysis should therefore be treat with
considerable caution. At p = 2 for PS33 (Fig. 5.11b), the majority of the collision positions
concentrate around the stagnation point of the bubble, from 80◦ to 120◦. Despite the fact
that the turbulent parameters are in the same order of magnitude on the trailing edge of
the bubble at p = 1 and p = 3. Theoretically, sufficient TKE and dissipation rate would be
available to influence the motion of the model particle system, PS33, allowing a trailing edge
collision to occur. There are several sources for possible limitations which are discussed in
detail in Sec. 5.2.4.
At the lowest degree of turbulence (p = 3; Fig. 5.11c), the turbulent parameters remain in

the same order of magnitude. The distribution of the collision positions persists in the case
of PS33 for a wide range of polar angles on the leading and trailing edge of the bubble. Thus,
no significant difference is observed between p = 1 and p = 3.
In contrast, the largemodel particles, PMMA200, collide only around the stagnation point at

the surface, precisely from80◦ to 120◦. These results are independent of the turbulent length
scales upstream of each stagnant bubble. Consequently, even the magnitude of turbulent
parameters associated to the highest degree of turbulence was still too low to influence the
motion of the largermodel particles of PMMA200 on the trailing edge of the bubble, as shown
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Flowdirection PS33

Bubble
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Turbulenteddy
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PMMA200
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Figure 5.12. Sketch of the collision mechanism between a stagnant bubble and variousmodel particle systems. a) No turbulent flow upstream of the bubble, the fineparticle system, PS33, follows the fluid streamlines around the bubble and maycollide with the trailing edge. b) Turbulent flow upstream of the bubble, the fineparticle system, PS33, gets trapped in the turbulent eddies and collides in vari-ous positions on the bubble surface. c) Turbulent flow upstream of the bubble,the coarse particle system, PMMA200, is not affected by the turbulent eddiesand collides only at the leading edge of the bubble.
in Fig. 5.12c.
Besides the flow field around the bubble, also the Stokes number can give a conclusion

on the occurrence of trailing edge collision as it characterizes the behavior of particles sus-
pended in a fluid flow. Therefore, also the localized Stokes number, Stlocal (Eq. 5.79) is ana-lyzed accordingly for the stagnant bubbles in the water channel, as seen in Sec. 5.1.3. The
localized Stokes number, Stlocal (Eq. 5.79), is illustrated in Fig. 5.13 and calculated using themeasured dissipation rate as shown in Fig. 4.11j-l. Analogue to Fig. 5.6, the contour plots
reveal possible locations where the particle trajectory could either deviate from the fluid
streamlines colliding with the bubble or follow the liquid flow for a collision with the bubble.
The smallest Stokes numbers, Stlocal << 0.1, are found for the smallest particle diameter

independently of the bubble position (Fig. 5.13 a-c). Significantly higher values of the localized
Stokes number are computed for the larger particle system, PMMA200 (Fig. 5.13d-f). Here,
the highest values of the localized Stokes number, Stlocal > 2, are found close to the stagnantbubble for each position, independent from its leading or trailing edge.
As already discussed in Sec. 5.1.3, the current measurement configuration of TPIV lacks

in resolving the complete power spectrum. Thus, the shown localized Stokes numbers in
Eq. 5.79 are presumably underestimated. To verify this statement, an approximation of the
Kolmogorov time scale, τη, in the fluid flow around the stagnant bubble would be helpful.
This approximation is challenging, because τη is not only influenced by the turbulent lengthscales, but also due to the presence of the needle.
A rough estimation of τη could be achieved, using the theoretical Kolmogorov time scaleof a freely rising bubble (τη = db · Reb–1/2 · ub–1 [156]), assuming that the rising velocity of the
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Figure 5.13. Water channel: Localized Stokes number, Stlocal, of the model particle sys-tems PS33 (PS, dp = 33µm) in the first row and PMMA200 (PMMA,dp = 200µm . . .400µm) in the second row. These model particle systems areexposed to the fluid flow around a stagnant bubble in the water channel withvarious turbulent length scales upstream of each bubble position, p (Fig. 3.1b).The values are averaged along the yl,3-axis from 0mm to 0.3mm.
bubble equals the averaged liquid velocity in the water channel. Applying this approximation,
the theoretical Kolmogorov time scale is in the order of 0.6ms. The associated localized
Stokes numbers would be approximately 0.4 for PS33 and 12 for PMMA200.
Consequently, in the case of PS33, the trailing edge collision may occur due to higher dis-

sipation rates in the bubble wake. In the case of PMMA200, the localized Stokes number
exceeds one by far. Thus, it is unlikely that these particles would deviate from the fluid
streamline due to the turbulent length scales in the water channel.
5.2.3. Comparison of the collision frequency with available models

The measurement of the collision positions cannot only reveal the collision position of the
particle on the bubble surface, it also allows to compute the collision frequency, Zpb - an im-portant parameter to predict the recovery of a flotation cell. Similar to Sec. 5.1.4, Fig. 5.14
compares the experimentally determined collision frequencywith those predicted by Saffman
et al. [35], Abrahamson [36] and Kostoglou et al. [37] for a range of Stokes numbers (Eq. 2.38).
Here, the Stokes number equals the averaged localized Stokes number in the vicinity of each
bubble position as shown in Fig. 5.13.
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The models developed by Saffman et al. [35] (Eq. 2.44) and Abrahamson [36] (Eq. 2.45)
are fed by the experimentally measured dissipation rate, ε, and TKE, k, and used together
with the bubble, rb, and particle radii, r. The more complex model developed by Kostoglouet al. [37] additionally depends on the mean rising velocity of the bubble, |Ub|, and is usedas described in Appendix A.4 for an immobile bubble. The corresponding TKE and dissipa-
tion rate equal the average around the stagnant bubble and are taken from Fig. 5.11. The
experimentally determined collision frequency ZpbE follows Eq. 3.68, employing the numberof collisions, Nc, from Fig. 5.9.

10–2 10–1 10010–9
10–8
10–7
10–6
10–5

St

Z pb
inm

3 /s

Saffman et al. [35]
Abrahamson [36]
Kostoglou et al. [37]Experiment

Figure 5.14. Water channel: The collision frequency, Zpb, depending on the Stokes number,St (Eq. 2.38).
The calculated Stokes numbers depend on the particle diameter, where St < 0.01 corre-

sponds to PS33 and St > 1 to PMMA200. Similar to Fig. 5.7, the predicted collision frequencies
by Kostoglou et al. [37] are smaller than those predicted by themodels proposed by Saffman
et al. [35] and Abrahamson [36]. Possible explanations for these deviations are already dis-
cussed in Sec. 5.1.4.
As expected, the experimentally detected collision frequencies are in the same order of

magnitude as the prediction by the model proposed by Kostoglou et al. [37]. The assump-
tions made by Kostoglou et al. [37] fit well with the experimental setup: isotropic turbulence
and state of the bubble surface mobility. Firstly, the turbulent flow is nearly isotropic at the
stagnant bubble position p = 2 and p = 3, as discussed in Sec. 4.3.1. Secondly, the state of
the bubble surface mobility can be approximated as immobile due to the hydrophobization
of the needle (Sec. 4.4).
However, these results should be interpreted with caution. The collision model proposed

by Kostoglou et al. [37] was developed for the process of froth flotation, meaning the gas
phase consisted of countless bubbles rising in a swarm. Their hydrodynamics and surface
interaction differed froma stagnant bubble [49] as applied in thewater channel. For example,
the wake of the bubble was superimposed by the wake of the needle. Thus, the values of
TKE and dissipation rate could enhance the trailing edge collision, compared to a freely rising
bubble.
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5.2.4. Limitations on the detection of the bubble-particle collision

As discussed in Sec. 5.1.5, the application of 4D PTV had its limitations and could not detect
all particle collision trajectories during the data analysis. Besides the addressed limitations
in the context of the freely rising bubble, additionally the particle reconstruction with the
iterative particle reconstruction (IPR) algorithm was challenging.
A basic requirement for the IPR algorithm to reconstruct the particle position in 3D is a cal-

ibration with a precision below a value of 0.1 px [171]. Therefore, a combination of multiple
techniques was applied during the measurement and subsequent data analysis (Sec. 3.3.1):
a multiplane calibration target (Appendix A.3), volumetric self-calibration (VSC) [149] and op-
tical transfer function (OTF) [172]. These techniques required among others a calibration
target covering the majority of the field of view (FOV) and a particle image diameter between
2px and 6px [171, 206]. Otherwise, the triangulation would get increasingly difficult, leading
to a growing number of ghost particles due to the underdetermined nature of triangulation
[206].
These requirements were easily achieved during the experiments in the bubble column

(Tab. 3.4). However, it was challenging to meet all of these requirements during the exper-
iments in the water channel. On the one hand, a smaller sized calibration target was used
to fit into the water channel. The mounting of the calibration plate was limited to the posi-
tions p = 1 and p = 3. Thus, p = 2 was only partially covered by the calibration target as
shown in Fig. A.2. This could be one reason, why the number of collision events at p = 2 was
remarkably smaller than at p = 1 and p = 3 (Fig. 5.9).
On the other hand, the particle image diameter of the particle system of PMMA200 ranged

between 5px and 10px (Tab. 3.4), exceeding the recommendations of 2 px. . . 6px [171, 206].
Consequently, the number of detected collisions for the model particle system PS33 was
significantly higher than for PMMA200 (Fig. 5.9).
Additionally, the calibration precision was affected by vibrations of the peristaltic pump

which continuously circulated the flow through the water channel. Although special care
was taken during the experiments, it was difficult to damp these vibrations. Recently, Jahn
et al. [206] proposed an advanced iterative particle reconstruction for 4D PTV, which can
correct these instantaneous vibrations in the form of an in-situ single-image VSC.
Despite these limitations, the 4D PTV method and the classification of the collision trajec-

tory were applied successfully to the turbulent flow in the water channel. This methodology
allowed not only to investigate the influence of the turbulent length scales on the leading
edge collision, but also on the trailing edge collision.
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5.3. Stagnant bubbles in the water channel measured with PEPT

Figure 5.15. Water channel: Graphical abstract of the experimental arrangement forthe measurements in the water channel with PEPT. The particle model sys-tem PMMA200 consisted of fluorescent PMMA particles with a diameter of200µm. . . 400µm, including up to six radioactive tracer particles. Please refer toSec. 3.1.2 for more details of the experimental setup, Tab. 3.5 for the propertiesof the model particle system and Tab. 3.6 for the properties of the radioactivetracer particles.
Until now, the particle suspension had to be diluted to be applicable to the optical 4D PTV.

However, in this section, PEPT was employed to investigate the bubble-particle interaction
in a dense turbulent flow. Emphasizing that PEPT represented a valuable alternative particle
tracking method because of its applicability to optically opaque fluids. Similar to Sec. 5.2,
the experimental setup consisted of a stagnant bubble in the turbulent flow of the water
channel (Fig. 5.15). The experiments comprised three different bubble positions (p = 1 – 3;
Fig. 3.1b). As shown in Sec. 4.3.1, these positions went along with varying turbulent length
scales upstream of each stagnant bubble. The highest turbulence degree was measured
at the bubble position p = 1, and decreased from p = 2 to p = 3. The solid suspension
consisted of the particle model system PMMA200 (Tab. 3.5), including up to six radioactive
tracer particles which represented the bulk particles (Tab. 3.6). Two cases of particle concen-
trations were investigated, either a dilute or a dense suspension, having a particle volume
fraction, αp, of 1 · 10–4 or 2.2 · 10–3, respectively. In the following, the observed interactions
between a stagnant bubble and particles are summarized based on the results from the
PEPT measurement campaign.
5.3.1. Particle distribution in the channel cross-section

To begin with the distribution of the particles, Fig. 5.16 illustrates the occupancy of the
radioactive-labeled tracer particles in the channel cross-section. As noted in Sec. 3.4.2, the
tracer particles were designed to represent the bulk PMMA particles, PMMA200. Therefore,
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the probability of the radioactive-labeled particles in Fig. 5.16 was supposed to indicate the
distribution and concentration of PMMA200model particle system.
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Figure 5.16. Water channel: Probability of the radioactive-labeled particle location along thez1-direction measured with PEPT. a) Schematic illustration of the binning areaof the particle locations in the z1z3-plane. b) Dilute flow with a volume fractionof αp = 1 · 10–4. c) Dense flow with volume fraction of αp = 2.2 · 10–3. The z2-direction corresponds to the location of the grid and the bubble (Fig. 3.1b).
The distribution of tracer particles wasmeasured in the z1z3-plane at four different heights,z2. These heights equaled the position of the grid at p = 0, and the needle positions at

p = 1 – 3. To quantify their preferential location along the z1-direction, the particle positionsare binned at these planes in z3-direction from –5mm to 5mm, as illustrated in Fig. 5.16a.
Although the bubble positions went along with varying turbulent length scales (Sec. 4.3.1),

the particles are equally distributed along the z1-direction independently of the bubble po-sition. Additionally, the particle distribution is also independent of the volume fraction. The-
oretically, the increase of the particle volume fraction from the dilute to the dense system
would affect the particle movement because of the turbulent modulation, as described in
Sec. 2.3.2. However, any differences in vertical positions are of the order less than uncer-
tainty. Close to the vertical walls, z1 = 0mm and z1 = 30mm, a lower amount of particle
passes is visible because of the low velocity in the boundary layer.
A major source of uncertainty in the particle distribution could be the high inertia of the

PEPT tracer particles and, therefore, their low capability to follow the small eddies of the
turbulent flow. This effect is quantified by the Stokes number, St, varying between 0.7 and 2.7
for the PEPT tracer in the water channel (Tab. 3.6). To reduce the particles’ inertia and their
Stokes number (Eq. 2.38), either the liquid velocity increases leading to a larger characteristic
time scale of the liquid flow, or particles with a smaller density or diameter are used (Eq. 2.39).
For example, Cole et al. [181] tried to downscale the particle size range of PEPT tracers to
50µm. However, they stated that the smaller tracer range comes along with lower labeling
efficiency of the tracers, a challenging particle manufacturing process, as well as increased
health and safety concerns.
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5.3.2. Radial particle displacement in the bubble vicinity

In froth flotation, the particle trajectories near the bubble and their corresponding interac-
tion are of particular interest. In the water channel, these particle trajectories can deviate
either due to turbulent length scales upstream of the bubble or due to the turbulent bub-
ble wake (Sec. 4.3.3). To distinguish the predominant effect in the current setup, the radial
particle deviation, Δr(zl,2), was computed from the PEPT experiment, as seen in Fig. 5.17.

X

zl,2
r

Flow direction
zl,2,+10 = zl,2,0 + 10mm

zl,2,0

zl,2,–10 = zl,2,0 – 10mm

Δr(zl,2,+10)

Δr(zl,2,–10)

Z

Figure 5.17. Schematic illustration of the radial deviation, Δr(zl,2), of a tracer particle trajec-tory, Zc = (r, α, zl,2)T , around a bubble, X . Hereby, the radial deviation is definedas the distance between the reference point, zl,2,0, and the comparison point,zl,2,+10 or zl,2,–10. The comparison points, zl,2,+10 and zl,2,–10, mark the particle po-sition 10mm upstream and downstream of the bubble, respectively.
Firstly, each position of the particle trajectory was transformed into cylindrical coordinates,

Zc = (r, α, zl,2)T (Eq. 3.71), based on the center point of the individual bubble, X = (x1, x2, x3)T ,as origin. Secondly, three positions of each trajectory were chosen, namely the reference
point at the bubble center point, zl,2,0 = 0mm, the comparison points 10mm upstream,
zl,2,+10 = 10mm, and downstream of the bubble, zl,2,–10 = –10mm. Finally, the radial parti-
cle deviation, Δr(zl,2), was calculated as the difference between the radial component of thereference point, r(zl,2,0), and one of the comparison points, r(zl,2) = r(zl,2,+10) or r(zl,2,–10),

Δr(zl,2) = r(zl,2,0) – r(zl,2). (5.80)
In Fig. 5.18, Δr(zl,2) is plotted over the corresponding radial position at the reference point ofeach particle trajectory, r(zl,2,0). In this way, the effect of the deviation on the particle trajectoryis distinguished between upstreamand downstreamof the bubble. For an increased visibility,

the predominating tendency is emphasized by arrows in the plots. Meaning that the radial
displacement of the particle trajectory is either in direction towards or away from the bubble.
Only particle trajectories which passed by the bubble with a distance, |r(zl,2)| ≤ 10mm, were
used. Each column in Fig. 5.18 represents one bubble position, p = 1 . . .3, and each row one
volume fraction, αp, 1 ·10–4 and 2.2 ·10–3. Due to the limited measurement time, no data are
available for the case p = 2 at αp = 2.2 · 10–3.
The data show no significant difference between volume fractions, comparing Fig. 5.18a

and Fig. 5.18d for p = 1 or Fig. 5.18c and Fig. 5.18e for p = 3. Instead, the particle deviation
decreases with the turbulence degree from p = 1 to p = 3 and the distance to the bubble.
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Figure 5.18. Water channel: Radial displacement, Δr(zl,2), of tracer particles by passing by thestagnant bubble measured with PEPT, as illustrated in Fig. 5.17. With regard tothe deviation on the particle trajectory, a distinction is made between upstream,zl,2,+10, and downstream of the bubble, zl,2,–10. The arrow emphasizes whetherthe radial displacement of the particle trajectory is in direction towards, ↓, oraway from the bubble, ↑. The trajectory of the tracer particles are binned overthe particle radial position at the height of zl,2 = 0mm = zl,2,0.
But this effect is predominately observed downstream of the bubble at zl,2,–10. This measure-ment result suggests that the flow in the bubble wake has a higher influence on the particle
trajectory than the incident turbulent flow. Fig. 4.11 confirms this hypothesis because the
highest TKE is observed in the wake of the bubble located at p = 1 decreasing from location
p = 2 to p = 3. The lowest TKE are measured in the incident turbulent flow in the same
order of magnitude among the bubble locations. Thus, there is a good probability that the
high TKE in the bubble wake at p = 1 was sufficient to push the particles further away.
These results might be affected by the shift of the bubble position in x1-direction. Althougha camera monitored the bubble position, it could not resolve all deviations of the bubble

positions due to its low frame rate (0.25 fps). Therefore, the shift of the bubble position could

100



5. Particle motion in the vicinity of bubbles measured with 4D PTV and PEPT

not be completely considered in the data analysis. As discussed in Sec. 4.3.2, the magnitude
of the bubble shift decreased from 0.5mm down to 0.2mm with increasing distance from
the grid, p = 1 . . .3. Given that the measured radial displacement exceeds the variation of
the bubble center in x1-direction roughly by a factor of two, significance of the findings in
Fig. 5.18 is suggested here.
5.3.3. Bubble-particle collision

Particles that deviate from the fluid streamlinesmay collide with a bubble. As reported above,
a deviation in the form of a radial displacement of the particles was measured around the
bubbles. This section focuses on the individual observation of particle trajectories close to
a bubble surface for possible encounters. While measuring all in all 4599 trajectories in
the region of interest (ROI) over 47.9 h acquisition time, none of the six radioactive-labeled
PEPT tracer particles had been observed to attach to the bubble surface. Consequently, this
PEPT measurement lacked a reliable validation case of a bubble-particle encounter prior to
the particle attachment to the bubble surface. Therefore, possible particle encounters were
classified based on their deceleration in the collision process, in the form of their enhanced
residence time compared to a non-interacting particle.
The shift in residence time between an interacting and non-interacting particle is defined

as
Δtr = tr – tnonr , (5.81)

with the residence time, tr , of the particle and the theoretical residence time, tnonr , of a non-
interacting particle. The residence time, tr , refers to the time a particle takes from the ref-
erence height, zl,2 = –5mm, to each triangulated position along the main flow direction till
zl,2 = 5mm. The residence time of a non-interacting particle, tnonr , equals the time of a particle
moving with the average liquid velocity, |V|, from the reference height to each triangulated
position along the main flow direction.Consequently, if Δtr > 0, the residence time of the
particle is extended and it may point towards a bubble-particle encounter.
Fig. 5.19 and Fig. 5.20 summarize the deviation of the residence time, Δtr , close to the bub-ble. Each point corresponds to a triangulated particle position of a valid particle trajectory.

To avoid uncertainties regarding the channel borders, the evaluated cross-section included
only the area of in z1-direction from 5mm to 25mm and in z3-direction from –5mm to 5mm.
Due to the change of needles during the measurements, an uncertainty of the bubble posi-
tion arose in z1-direction as marked in Fig. 5.19 and Fig. 5.20. The marked uncertainty onlyrefers to the overall bubbles, and does not affect each individual bubble position. For them,
the camera images were used for a continues calibration.
Fig. 5.19 illustrates that only a minority of particle trajectories extended their residence

time above 20ms in the vicinity of the bubble. These particle trajectories were locatedmainly
around the upper bubble position with the highest turbulent degree. The majority of parti-
cles kept their velocity and even accelerated slightly downstream of the bubble. Only one
trajectory had a remarkably higher normalized residence time of approximately 70ms.
In addition to Fig. 5.19 highlighting the particles’ prolonged residence time, Fig. 5.20 points

out the dependency between the radial position, r, and the variation of the residence time,
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Figure 5.19. Water channel: Normalized residence time of particle trajectories, tr , in the vicin-ity of the bubble in zl,2-direction measured with PEPT. Each point correspondsto a triangulated particle position belonging in the vicinity of each bubble, zl,2ranging from –5mm to 5mm. The trajectories are classified by their bubble po-sition, x2 (p = 1 . . .3, see Fig. 3.1b), and whether they are above or below thelimit of tr = 20ms.
Δtr . The radial position equals the transformation of the particle position into cylindrical
coordinates, Zc = (r, α, zl,2)T , with the bubble position, X , as origin (Fig. 5.17). In Fig. 5.20,
the radial position, r, of all particle trajectories at zl,2 = –4mm are summarized. The diagram
emphasizes that an increase in residence time is not only caused by the bubble. Also, particle
trajectories further away from the bubble surface exceed a residence time of 20ms. The
observed increase of the residence time could be attributed to the turbulent length scales
upstream of the upper bubble. Presumably, the tracer particle was trapped in the larger
eddies leading to higher residence time. The only promising trajectory in Fig. 5.19was located
in the vicinity of the bubble. But based on one individual event, no conclusion regarding a
bubble-particle collision can be drawn.
5.3.4. Limitations on the detection of the bubble-particle collision

Contrary to exceptions, the PEPT measurements failed to detect a sufficient number of en-
counters between bubbles and PEPT tracer particles. Three main reasons for this shortcom-
ing are discussed in the following.
Firstly, themanufactured PEPT tracers were supposed to represent the physical properties

of the bulk PMMA200 model particle system. Due to the manufacturing process, variations
in size, density and shape (Sec. 3.4.2) were inevitable, which may lead to small deviations
between the bulk PMMA200 particles and PEPT tracers. However, there is no other tracer
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Figure 5.20. Water channel: Normalized residence time of particle trajectories, tr , in the vicin-ity of the bubble, depending on its radial position, r, measured with PEPT. Theradial position equals the transformation of the particle position into cylindri-cal coordinates, Zc = (r, α, zl,2)T , with the bubble position, X , as origin (Fig. 5.17).Each point corresponds to a triangulated particle position of a valid particle tra-jectory at zl,2 = –4mm. The trajectories are classified by their bubble position,x2 (p = 1 – 3, see Fig. 3.1b) and whether they are above or below the limit oftr = 20ms.
production technique available to be applicable for PMMA and achieving tracer sizes below
500µm. For example, the direct activation of 18F from 16O materials via a high-energy 3He
beam is not applicable for PMMA [179]. Due to the low melting point of PMMA of 125 ◦C, the
polymer would not withstand the elevated temperatures above several hundred degrees
[207].
Secondly, the main challenge of the water channel was that only the interaction of individ-

ual radioactive tracer particles with individual bubbles was observable with this technique.
Therefore, the potential for a collision between bubble and particle was increased by em-
ploying two bubbles simultaneously at two of the three possible vertical positions. This en-
hanced the probability of a bubble-particle collision, Pc, from 0.8% to 1.6% per passage of
the radioactive model particle. The values are quantified by the observation by Nguyen et al.
[49], where only particles within the grazing trajectory of the bubble led to a collision,

Pc = Nb · AbAwc · 100, (5.82)
with the number of bubbles Nb, the cross-sectional area of the bubble, Ab = 0.25 · π · db2,and the cross-sectional area of the water channel, Awc = 600mm2.
Additionally, up to six radioactive tracer particles were included into the solid phase at
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once. Still, the probability of the interaction of an individual radioactive-labeled particles with
a single bubble was lower during PEPT measurements than during the 4D PTV experiments,
where hundreds of PMMA200 particles were detected at the same time.
Finally, the dependency of the temporal and spatial resolution of the tracer position on its

activity limited the quality of the triangulated trajectory. The exponential decay of the tracer
radionuclide led to a decrease in the spatial resolution for a fixed temporal resolution over
time. Consequently, even if an interaction took place, the event could not be resolved and
detected.

5.4. Discussion and Conclusion

The collision between particles and bubbles is, besides attachment, the key process behind
the formation of a bubble-particle aggregate in froth flotation. A particle collides with the
bubble surface due to a sufficiently close encounter. This process is governed by the hydro-
dynamics in the flotation cell. After the collision, the particle slides along the bubble surface.
When the particles are sufficiently hydrophobic, the liquid film between the bubble and the
particle thins and finally ruptures due to the interfacial forces. This process takes place in
the nanometer range [17].
Due to the importance of the collision process in froth flotation, this chapter investigated

the role of turbulence on the collision between bubbles and particles. The range of con-
ducted experiments is summarized in Tab. 5.1. By this means, the novel measurement meth-
ods, 4D PTV and PEPT, were applied to answer Questions Q.3 andQ.4 (Sec. 1.2). Additionally,
the new experimental insight was used to compare the predicted collision frequencies from
available collisionmodels with the experimentally determined collision frequencies, respond-
ing to Question Q.5 (Sec. 1.2).
Table 5.1. Summary of the conducted experiments regarding the applied measurementtechnique, experimental setup and model particle system.

Section Particle tracking method Experimental setup Model particle system
5.1 4D PTV Bubble column PS33, PS955.2 4D PTV Water channel PS33, PMMA2005.3 PEPT Water channel PMMA200

Comparing the conducted experiments in Tab. 5.1, it is notable that certain overlaps of
either the applied measurement technique, the experimental setup, or the applied model
particle systems existed among the three cases. Therefore, the influence of the particle
tracking method or experimental setup can be discussed on a wider scope. In particular,
the 4D PTV results of the bubble column (Sec. 5.1) could be compared with the ones in the
water channel (Sec. 5.2). Additionally, the results in the water channel conducted with 4D
PTV (Sec. 5.2) could be compared with the ones conducted with PEPT (Sec. 5.3).
In this chapter, 4D PTV was not only used to analyze the collision of particles with a freely

rising bubble chain, but also with a stagnant bubble. For this purpose, experiments were con-
ducted for a range of bubble diameters (Fig. 4.3a, Fig. 4.10b) and particle diameters (Tab. 3.5)
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in the bubble column and the water channel. A suitable reference case for a comparison
among these two setups would be the interaction between the model particle system PS33
and the bubbles with a Reynolds number of approximately 450. This Reynolds number was
achieved for all stagnant bubbles in the water channel and the smallest bubble diameter in
the bubble column (db = 1.4mm).
In both experimental setups, a leading edge collision was observed over the entire range

of investigated parameters (Fig. 5.3a and Fig. 5.9a-c). The trailing edge collision occurred only
in the water channel at p = 1 and p = 3 (Fig. 5.9a and c). One reason might be the wake
structure which was also influenced by the diverging surfacemobility. In the case of the freely
rising bubble, themobile surfacemay have retarded the evolution of a double-threadedwake
in comparison to the immobile surface of the stagnant bubble. Additionally, the distortions
by the mounting needle could affect the wake structure of the stagnant bubble.
In the case of the freely rising bubble, the bubble wake was axisymmetric without a stand-

ing eddy (Fig. 4.4d). Thus, the values of dissipation rate and TKE were in the same order of
magnitude upstreamanddownstreamof the bubble (ε ≈ 3 · 10–2m2/s3; k ≈ 3.5 · 10–3m2/s2).
In contrast, the trailing edge of the stagnant bubble not only had a double-threaded wake,
but also the flow was superimposed by the wake of the needle. Thus, higher values of TKE
and dissipation rate were reached downstream of the stagnant bubble (ε ≈ 2.5 · 10–1m2/s3;
k ≈ 7.5 · 10–3m2/s2).
As a consequence of the higher TKE in the vicinity of the stagnant bubble a higher collision

frequency (ZpbE ≈ 10–8m3/s) was measured in the water channel than in the bubble column
(ZpbE ≈ 10–10m3/s). Thus, the experimentally detected collision frequencies for an immobile
stagnant bubble with a turbulent inflow were in the same order of magnitude as the predic-
tion by the model proposed by Kostoglou et al. [37]. In the case of the freely rising bubbles
with a mobile surface, the experimentally detected collision frequencies were considerably
smaller than the prediction by the model proposed by Kostoglou et al. [37].
Surprisingly, the difference between the values of the turbulent parameters of both exper-

imental setups were lower than expected. For example, the values of the TKE in the vicinity
of the stagnant bubble were only twice as high as in the vicinity of the freely rising bubble.
There are several possible explanations for this. On the one hand, the generated turbulence
by the applied grid was limited to a certain range of turbulent length scales and TKE, which
are comparable to a freely rising bubble. Theoretically, the grid reached a Kolmogorov length
scale of 20µm (Eq. 2.12), whereas the smallest freely rising bubble produced a Kolmogorov
length scale of 15µm [156]. Consequently, they were both in the same order of magnitude.
On the other hand, the uncertainty and limitations of the TPIV measurements as discussed
in Sec. 4.4 and Sec. 5.2.4 led to an underestimation of the turbulent parameters.
Additionally, the comparability among the experimental results of these two experimental

arrangements was limited as already discussed in Sec. 4.4. Just analysing the effect of the
turbulent inflow conditions on the stagnant bubble compared to the freely rising bubble
was challenging, because also the surface mobility (immobile for stagnant bubble, mobile
for freely rising bubble) and the distortion of the needle (stagnant bubble) modified the flow
field and collision behaviour. Given that the previous comparison should be treated with
considerable caution. Further research is required to determine how the turbulent inflow
influences the bubble-particle collision.
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Turning now to the comparison of the results in the water channel conducted with 4D PTV
and PEPT, a suitable reference point would be the dilute suspension of the model particle
system PMMA200. In the 4D PTV experiments (Sec. 5.2), the PMMA model particles collided
only with the leading edge of the bubble (Fig. 5.9d-f). One reason could be the high localized
Stokes number in the wake of the bubble (Fig. 5.13d-f), emphasizing that the fluid time scale
was too small to affect the particle motion of PMMA200.
These findings agreed with the measured particle distribution with PEPT (Sec. 5.3.1). The

particle distribution remained nearly constant, independently of the turbulence degree up-
stream of the bubble. However, to establish a connection between the particle distribution
and collision positions was challenging during the PEPT measurements because the PEPT
measurements failed to detect a sufficient number of encounters between bubbles and PEPT
tracer particles. Possible reasons have already been discussed in Sec. 5.3.4.
Still, PEPT is a promisingmeasurement technique to investigate the bubble-particle interac-

tion. Its ability to investigate dense solid suspensions makes PEPT indispensable for further
research in this field. In particular, the recent developments of Cole et al. [181] allow the pro-
duction of tracer particles below 50 µm. Consequently, future PEPT studies can examined
the interaction between fine particles and bubbles in dense flows with high solid fractions,
typical for froth flotation.
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6.1. Conclusions

This thesis aimed to measure directly the collisions between bubbles and particles under de-
fined hydrodynamic conditions. The results should serve to verify existing collision models
and to advance the understanding of the role of turbulence in the bubble-particle interac-
tion. In model experiments, turbulence was either generated in the wake of a freely rising
bubble chain or by a fluid passing through grid upstream of a stagnant bubble. The gener-
ated turbulence was characterized with Tomographic Particle Image Velocimetry (TPIV). This
insight provided the basis to understand the motion of the model particles in the vicinity
of the bubble, as observed by 4D Particle Tracking Velocimetry (PTV) and Positron Emission
Particle Tracking (PEPT). The combination of both, the liquid flow field and the collision trajec-
tories, was fed into existing collision models to obtain the collision frequency. Consequently,
questions Q.1 to Q.5 (Sec. 1.2) have been answered in this dissertation.
Question Q.1 addressed the current limitations of suitable measurement techniques to

observe the collision between particles and bubbles. In this thesis, two new methodologies
were developed by applying 4D PTV and PEPT. These techniques observed the particle trajec-
tories colliding with a bubble. Suitable particle systemswere found tomimicmineral particles
and be detectable in the according measurement systems (Tab. 3.5 and Fig. 3.12b).
In the case of 4D PTV, suitable criteria were developed which enabled the colliding particle

trajectories to be classified (Eq. 3.75) based on distance, radial velocity and residence time.
The applicability of these criteria were proven for exemplary cases of the leading and trailing
edge collision (Fig. 5.2).
PEPT represented a valuable alternative to 4D PTV because of its applicability to optically

opaque fluids. For the detection of individual particles with PEPT, radioactive tracer particles
were designed to represent the bulk particles. This method allowed to research the particle
distribution and bubble-particle interactions in a turbulent and dense flow field. A classifi-
cation of colliding particle trajectories similar to 4D PTV was challenging due to the limited
number of collision and attachment events of the radioactive tracers.
Thus, considerable progress has been made on the available measurement techniques in

this field. In this thesis, 4D PTV and PEPTwere applied tomeasure directly the bubble-particle
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interaction for the first time. In particular, PEPT has the potential to measure suspensions
with a high solid fraction as typical for froth flotation [177], which could not be achieved with
optical particle tracking methods.
With respect to question Q.2, two experimental setups were developed to measure the

bubble-particle interaction under turbulent conditions. The setups were adapted to the spe-
cial needs of the applied measurement techniques - 4D PTV and PEPT.
The first experimental setup consisted of a freely rising bubble chain in a bubble column

(Sec. 3.1.1). The freely rising bubble chain is a well-known and strongly investigated phe-
nomenon [90, 91, 98]. There is a strong connection between the aspect ratio of the bubble
and its wake structure. Thus, a variation in the bubble diameter went along with reproducible
wake structures and turbulent length scales. However, this experimental setup was limited
to the fine particle systems (PS33 and PS95). The settling velocity of PMMA200 was too high
to be applicable in the quiescent flow of the bubble column.
The second experimental setup consisted of a water channel. A grid upstream of the stag-

nant bubbles produced a well-defined turbulence (Sec. 3.1.2). Stagnant bubbles were gen-
erated by means of a needle at three defined positions (p = 1 – 3). The turbulent intensity
changed with the distance to the grid, leading to different turbulent length scales upstream
of each bubble position. Although the flow field could be distorted by the needle, the pre-
defined position of the stagnant bubble was beneficial for multiple reasons. Firstly, PEPT
only detected the emitted positrons of the radioactive-labelled tracer particle, excluding the
gas phase. Therefore, the position of the bubble must be known, to investigate the bubble-
particle interaction. Secondly, the slightly idealized system allowed to investigate separately
and generically the defined turbulent inflow conditions on the bubble-particle interactions.
Distortions from path instabilities or rotation, which are typical for freely rising bubbles in
this size range, could be avoided. Finally, the water channel was suitable not only for the fine
particle system (PS33), but also for the larger particle system (PMMA200). Due to the circulat-
ing of the fluid flow in the water channel, PMMA200 particles did not sediment on the bottom
of the cell.
The defined hydrodynamic conditions in these experimental setups cannot be generalized

to the harsh conditions in a flotation cell. Instead, they aim to mimic the turbulence modula-
tion from the dispersed phase in a flotation cell [208]. These setups enabled to generated a
range of the turbulent length scales in the vicinity of the bubble. Thus, they gave a framework
to study the particle motion and collision behavior between particles and bubbles with 4D
PTV and PEPT.
The results of the measurements in the bubble column and water channel with 4D PTV

and PEPT were the concern of questions Q.3, Q.4 and Q.5. Question Q.3 dealt with the
influence of the bubble wake on the bubble-particle collision. Themagnitude of the turbulent
parameters in the liquid flow of the bubble wake was characterized by TPIV (Fig. 4.4 and
Fig. 4.11). As shown in Fig. 5.3 and Fig. 5.9, the fine particle systems, PS33 and PS95, not only
collided with the leading edge, but also with the trailing edge of a bubble. This phenomenon
was promoted by the turbulent bubble wake (Fig. 4.4 and Fig. 4.11). The combination of
both, the flow field and the collision trajectories, confirmed that the turbulent kinetic energy
(TKE) and dissipation rate in the bubble wake were sufficiently high to enable the trailing
edge collisions for fine particles (Fig. 5.5 and Fig. 5.11). A similar effect was not observed for
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the larger particle system, PMMA200. This indicated that the TKE and dissipation rate in the
bubble wake were too low to affect the motion of PMMA200 particles.
Until now, research focused mainly on fine particle entrainment due to the bubble wake

[209], neglecting the influence of the bubble wake on the collision efficiency of fine particles
[7]. However, the state of the art in fine particle flotation is that, besides the high dissipation
rate, small spherical bubbles improve the collision probability [21]. These spherical bubbles
do not form a wake [91]. Thus, the trailing edge collision phenomenon is insignificant for
flotation cells forming bubble sizes below2mm. Nonetheless, the trailing edge collision could
be interesting for modeling flotation columns. In these cells, the bubble diameter exceeds
2mm e.g. due to the low concentration of added flotation reagents.
The influence of the turbulent liquid flow on the collision between a stagnant bubble and

model particles was investigated for a range of turbulent length scales, which is the concern
of question Q.4. The generated range of turbulent length scales in the liquid flow were char-
acterized by TPIV. The turbulent intensity changed with the distance to the grid (5%. . . 15%),
leading to different turbulent length scales upstream of each bubble position. Based on
the power spectra, nearly isotropic turbulence had been achieved for the middle and lower
bubble positions (Fig. 4.8). The collision behavior of two different particle systems, PS33 and
PMMA200, was investigated at the three positions of the stagnant bubble, p = 1 – 3, in the
water channel.
Independently of the bubble position, a leading and trailing edge collision was observed

for the fine particle system, PS33. In contrast, the distribution of the collision positions of
the coarse particle system, PMMA200, remained mainly at the stagnation point of the leading
edge of the bubble. A clear trend between the turbulent length scales upstream of each
bubble on the bubble-particle interaction could not be shown. Possible limitations on the
experimental setup and measurement methodologies were discussed.
Despite the fact that no dependency of the leading edge collision on the bubble position

was observed, this dissertation extended understanding of influence of turbulence on the
bubble-particle interaction. Previous studies [17, 30–34] only recorded particle trajectories
colliding with a stagnant bubble in quiescent flow. This dissertation expanded their idea by
adding a grid upstream of the stagnant bubble to generate different turbulent length scales
in the liquid flow. Further, the analysis combined the colliding particle trajectories with the
results of the liquid velocity field.
To answer questionQ.5, the spatially resolved dissipation rate and TKE were fed into exist-

ing collision models developed by Saffman et al. [35], Abrahamson [36] and Kostoglou et al.
[37] to obtain the collision frequency for each measurement configuration. The experimen-
tally determined collision frequency followed Eq. 3.68, employing the number of detected
collisions with 4D PTV (Fig. 4.4 and Fig. 4.11). Firstly, the experimentally determined collision
frequencies were compared to the collision frequencies predicted by the models by Saffman
et al. [35] and Abrahamson [36]. The experimentally determined collision frequencies were
much smaller than those predicted by the models [35, 36]. Possible reasons for this out-
come were that their assumptions (e.g. monodispersed particle sizes, isotropic turbulence
and ρS >> ρL) were rarely met in the flotation process, where the collisions between variouslength scales of bubbles and particles are of great importance. Secondly, the experimen-
tally determined collision frequencies were compared with the further developed collision
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model of Kostoglou et al. [37], who adapted it for the process of froth flotation. In the case
of an immobile stagnant bubble with a turbulent inflow, the collision frequencies were in the
same order of magnitude as the prediction by the model proposed by Kostoglou et al. [37].
In the case of the freely rising bubbles with a mobile surface, the experimentally detected
collision frequencies were considerably smaller than the prediction by the model proposed
by Kostoglou et al. [37]. The discrepancy between the theoretical and experimental results
was mainly attributed to the underestimation of the collision trajectories and to the spatial
and temporal limitations of the TPIV in the experiments.
To sum up, the developed methodology and experimental setups are very promising to in-

vestigate the interaction between bubbles and particles. The conducted experiments extend
the range of fundamental studies on bubble-particle interactions and allow a critical assess-
ment of available collisionmodels. As a consequence, this dissertation provides a foundation
to enhance the understanding of turbulence in a flotation cell and gives a framework for fur-
ther studies.

6.2. Outlook

While answering the questions Q.1 to Q.5 in this thesis, more questions arose for further re-
search activities. These questions are structured into the following topics: the enhancement
of the current measurement technique, the application of the developed methodology in fu-
ture studies and other potential measurement techniques to investigate the bubble-particle
interaction.
To overcome limitations of the current measurement technique, the setup could be im-

proved as follows: During the shadowgraphy measurements, the reconstruction of the mea-
sured bubble shape could be enhanced by adding a camera to observe the bubble from the
side. In detail, the x3x2-plane for the bubble column and the x1x2-plane for the water channelsetup (Fig. 3.1). The side view of the bubble allows to analyze the tilt angle of the free rising
bubble in x1-direction and the exact shape of the stagnant bubble, respectively. However,
a perpendicular side view of the bubble with a camera conflicts with the laser. Either the
camera would block the laser light, or the laser light would directly radiate the camera and
destroy it. Consequently, the side camera would be useful for an intensive study of the bub-
ble shape with only shadowgraphy. For TPIV and 4D PTV measurements, the same behavior
would be assumed due to the reproducibility of the experimental setup.
In the case of the TPIV and 4D PTV, the cameras could be equippedwith objectives having a

larger focal length to enhance the spatial resolution. The measurements could be recorded
with a higher frame rate to increase the temporal resolution. Further, the uncertainty arising
from ghost particles could be minimized by using a larger number of cameras. Additionally,
the spectrum of suitable fluorescent particles could be enhanced by applying fluorescent
minerals [210] or coating minerals with a fluorescent dye [211–213].
The PEPT measurements could be enhanced by either increasing the probability of an in-

teraction between the stagnant bubble and the radio-labeled tracer particles or increasing
the temporal resolution of the tracer position. An enhancement of the bubble-particle in-
teraction could be achieved by the employment of a large number of tracers, the reduction
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of the cross-section of the water channel or minimizing the residence time of a tracer by
increasing the flow rate. Possible approaches that would enhance the temporal resolution
include an increase of the initial tracer activity, the usage of different isotopes with longer
half lives, and tailored PEPT cameras optimized for this particular study.
The application of 4D PTV and PEPT to analyze the bubble-particle interaction is manifold.

In future studies, experimental setups could be developed to generate turbulence by ran-
domly moving particles in a grid structure [143], by a round free jet [214] or Taylor-Couette
flow [215]. The properties of the bubble surface could be modified by either adding varying
concentrations of surfactants [109] or changing its surface coverage of particles [216]. Fi-
nally, the suspended particles could have different states of hydrophobization [217] or have
a non-spherical shape [33].
Another promising measurement technique to analyze the bubble-particle interaction in

the dense multiphase flow in industrial flotation cells would be neutron imaging [218]. Lap-
pan et al. [218] applied neutron imaging to the opaque multiphase flows in liquid metal to
investigate bubble - particle interactions. This technique allowed the simultaneous observa-
tion ofmultiple particles and a bubble. In this case, the usedmodel particles were gadolinium,
a rare earth element, offering the largest neutron attenuation coefficient.
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A.1. Physical properties of the model particle systems

Table A.1. Physical properties of the used particle systems PS-FluoRed and PMMA-RhB, de-noted by ρS the particle density, λabs the absorption wavelength and λem the emis-sion wavelength.
Product name PS-FluoRed PMMA-RhB
Material polysterene (PS) polymethylmethacrylate (PMMA)ρS in g/m3 1.05 1.2λabs in nm 530 560λem in nm 607 584

A.2. Measurement of the contact angle with the Washburn
method

To measure contact angle of the model particle systems in deionized (DI) water, the Wash-
burn method for porous media [175] was used based on the measurement of the free sur-
face energy with the force tensiometer K100 (KRÜSS GmbH, Germany). The main idea of
the Washburn method is that a fluid moves upwards in a porous media due to capillarity, as
shown in Fig. A.1a. During the measurements, the force tensiometer detects the increase of
the mass of the probe over time which is related to advancing contact angle of the powder
as follows

cosΘ = m2pt · μ
ρL2 · σlg · cc , (A.83)

with Θ as the contact angle,mp as the mass of the probe, t as the flow time, μ as the dynamic
viscosity, ρL as the density of the liquid phase, σlg as the gas-liquid surface tension and cc asthe capillary constant of the powder. For the measurements, a homogeneous powder pack-
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ing is crucial, thus the experiments were conducted with PMMA-RhB and PS-FluoRed particles
in the diameter range between 1 µm and 20µm. Each measurement used a particle powder
mass of 0.35 g.

Absorptionof liquid
Powder

Powderholder

Force measurement

Liquid

a)

σlg

σls
σls

Θ

b)
Figure A.1. Measurement of hydrophobicity. a) Schematic of the Washburn method.b) Schematic of a liquid drop illustration the variables of the Young equation,where Θ denotes the contact angle, σlg the interfacial tension between liquid andgas phase, σls the interfacial tension between liquid and solid phase, and σgs theinterfacial tension between gas and solid phase.
Firstly, the capillary constant of the PS-FluoRed and PMMA-RhB was quantified by using

the highly hydrophilic n-heptane, assuming Θ = 0◦. Secondly, the contact angle of PS-
FluoRed or PMMA-RhB, was measured with two reference liquids dimethyl sulfoxide (DMSO)
and n-hexadecane or DMSO and 1-bromnaphtalin (1-BN), respectively. A direct measure-
ment of the contact angle between the powders and DI was impossible because the Wash-
burn method is limited to hydrophilic powders [219]. The obtained contact angles are sum-
marized in Tab. A.2. Thirdly, the surface free energy of the solid-gas interface, σgs, was com-puted with the Owens, Wendt, Rabel and Kaelble (OWRK) method [220–222]. This method
approximates the interfacial tension between liquid and solid phase as a geometric mean of
the dispersed part, σdij , and the polar part, σpij , of the surface tension as

σls = σgs + σlg – 2 · (︂√︂σdgs · σdlg +
√︂σpgs · σplg

)︂ . (A.84)
Combining Eq. A.84 with Eq. 3.70, the surface free energy of the solid-gas interface can be
calculated using the results of the two reference liquids (Tab. A.3). The measured surface
free energy of the solid-gas interface, σgs, of both particle materials is listed in Tab. A.2. Con-sequently, the contact angle between PS-FluoRed or PMMA-RhB and DI water with 0.01M
potassium chloride (KCl) exceeded 90◦, thus the applied particle systems were hydrophobic
(Tab. A.2).
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Table A.2. Interfacial properties of PS-FluoRed and PMMA-RhB particles from microParticlesGmbH (Germany). The gas-liquid-solid interface is characterized by the contactangle, Θ. These values are either measured (row: 1–3) with the force tensiometerK100 (KRÜSS GmbH, Germany) and calculated (row: 4) using Eq. 3.70. The cap-illary constant, cct was quantified by using the highly hydrophilic n-heptane. Therequired gas-solid surface tension, σgs, was calculated with the Owens, Wendt, Ra-bel and Kaelble (OWRK) method (Eq. A.84). The physical and chemical propertiesof the liquid phase are summarized in Tab. A.3.

Interfacial property Liquid phase PS-FluoRed PMMA-RhB
Θ in ◦ n-heptane 0 0

DMSO 87 ± 1 66 ± 9
n-hexadecane 86 ± 1 -

1-BN - 70 ± 11
DI water 0.01M KCl 130 128

cc inmm5 - 0.134 0.32
σgs inmN/m - 12.3 ± 0.4 22 ± 10
σdgs inmN/m - 7.9 ± 0.1 20 ± 6
σpgs inmN/m - 4.4 ± 0.3 2 ± 5

Table A.3. Physical and chemical properties of the used reference liquids and the results ofthemeasurement of the surface free energy of the PS-FluoRed and PMMA-RhB par-ticles with the force tensiometer K100 (KRÜSS GmbH, Germany. The propertiescomprise μ the dynamic viscosity, ρL the density of the liquid phase and σlg thegas-liquid surface tension divided into σdlg its dispersed and σplg its polar part.
n-heptane DMSO n-hexadecane 1-BN DI water

0.01M KCl
μ inmPa s 0.4 2.0 0.4 5.1 1.0
ρL in g/cm3 0.6794 1.10004 0.7733 1.483 0.997
σlg inmN/m 20.1 43.5 21.1 44.6 72.8
σdlg inmN/m 20.1 34.9 27.1 44.6 21.8
σplg inmN/m 0.0 8.6 0.0 0.0 51.0

A.3. Specifications of the calibration targets

A.4. Collision models

To make the calculation behind the data points in Fig. 5.7 and Fig. 5.14 more transparent,
the approximation of the turbulent particle fluctuation proposed by Abrahamson [36] and
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Table A.4. Properties of the applied calibration targets. The location of the calibration targetsin the experimental setups are shown in Fig. A.2.

Type 025-3.3 058-5
Dimensions in mm × mm 25 × 25 58 × 58Dot distance in mm 3.3 5Dot diameter in mm 0.9 1.2Level separation in mm 1Positioning Water channel: Bubble Column: Fig. A.2ap = 1 and 2: Fig. A.2bp = 1 and 3: Fig. A.2c

x 2i
nm

m

x1 in mm
a)

x 2i
nm

m

x1 in mm
b)

x 2i
nm

m

x1 in mm
c)

Figure A.2. Location of the calibration targets in the experimental setups. a) Bubble column.b) Water channel with the stagnant bubble localized at position p = 1 and p = 2.c) Water channel with the stagnant bubble localized at position p = 1 and p = 3.The positions of the needle are marked red.
the collision frequency model found in Kostoglou et al. [37] are described here in more de-
tail. Abrahamson [36] approximated the turbulent particle fluctuation, W ′i , for the collision
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frequency model (2.45) as
W ′2i = Ai · U2 (A.85a)
Ai = ai · TL + b2iai · TL + 1 (A.85b)
ai = 36 · μ

(2 · ρp,i + ρl) · 4 · r2i (A.85c)
bi = 3 · ρl2 · ρp,i + ρl (A.85d)
TL = 1.4 · k

3 · ε , (A.85e)
with V ′ as the fluid turbulent velocity, TL as the Lagrangian integral time scale, μ as the dy-namic viscosity, ρp,i as the particle and ρl as the liquid density, k as the turbulent kinetic
energy and ε as the dissipation rate.
The collision frequency model found in Kostoglou et al. [37] and described in (Eq. 2.46)

can be approximated in the following way. The model recreates the functional dependency,
ZKpb(rp, rb, k, ε, |U|,ws), of the collision frequency, ZKpb, depending on the bubble, rb, and parti-cle radii, rp, the rising velocity of the bubble, |U|, and the settling velocity of the particles, ws.The aim is to simplify the one-dimensional integral in (Eq. 2.46) to solve it analytically.
Firstly, the function Λ, defined for positive x as Λ(x) = x and for negative x as Λ(x) = 0,

is unfolded using the critical polar angle, θc. The critical polar angle equals the polar anglealong the bubble surface, where the relative velocity between the bubble and the particle
changes its sign and becomes negative. Thus, a collision occurs only in the limits of ±θc, andoutside this range ZKpb = 0. It is noted that θ = 0◦ is defined as the approaching direction of
the far field liquid velocity. In the case of a mobile bubble surface, Kostoglou et al. [37] give
the following solution for the critical angle,

cos θc = –N2 +
√︂N22 – 4 · N1 · N3
2 · N1 . (A.86)

In the case of an immobile bubble surface, a second critical angle is defined as

cos θd = –N2 –
√︂N22 – 4 · N1 · N3
2 · N1 , (A.87)

due to a formed wake downstream of the bubble. The variables N1,N2 and N3 are a shortform of
N1 = 3 · Y · F · |ΔWbl| (A.88a)
N2 = 2 · X · F · |ΔWbl| + |ΔWpl| · f (A.88b)
N3 = |ΔWbp| – Y · F · |ΔWbl|, (A.88c)
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with X , Y and F as the fitting parameters of the flow field approximation around a rising
mobile bubble.
Secondly, the flow field around a rising bubble, Ω(θ), is approximated using the equations

employed by Nguyen et al. [49],
Ω(θ) = X · sin θ + Y · sin θ · cos θ, (A.89)

with the fitting parameters X and Y and the dimensionless radial distance F. In the case of a
mobile bubble surface, the fitting parameter are calculated as

X = 1 + 0.0637 · Rew1 + 0.0438 · Re0.976w (A.90a)
Y = 0.0537 Rew1 + 0.0318 · Re1.31w (A.90b)
F = 1

2 ·
[︄ rprb –

(︃rprb
)︃2]︄

. (A.90c)
In the case of an immobile bubble surface, the fitting parameter are calculated as

X = 3
2 + 9

32 · Rew1 + 0.31 · Re0.7w (A.91a)
Y = 3

8 · Rew1 + 0.217 · Re0.518w (A.91b)
F = 1

2 ·
[︃ rprb

]︃2 . (A.91c)
(A.91d)

The Reynolds number of the relative motion between the bubble and the liquid phase is
defined as

Rew = rb · |ΔWbl|ν . (A.92)
Theses set of equations predict the normalized radial liquid velocity distribution along the
bubble surface. The normalization is performed by the far-field liquid velocity in the rising
direction of the bubble (θ = 0◦). Kostoglou et al. [37] used the normalized local radial liquid
velocity distribution along the bubble surface at the radial position, r = rb + rp.Combining the approach of the critical polar angle and the flow field approximation devel-
oped by Nguyen et al. [49], (Eq. 2.46) can be simplified as follows. In the case of a mobile
bubble surface:

ZKpb = 2π · (rb + rp)2 ·
[︃
N1 · 1 – cos3 θc3 + N2 · 1 – cos2 θc2 + N3 · (1 – cos θc)

]︃
. (A.93)
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In the case of an immobile bubble surface:
ZKpb = 2π · (rb + rp)2·

[︃
N1 · 2 – cos3 θc + cos3 θd3 + N2 · – cos2 θc + cos2 θd2 + N3 · (2 – cos θc + cos θd)

]︃
. (A.94)

The three components of the relative velocity between the bubble, the particle and the
liquid phase, which respectively enter into Eq. 2.46, Eq. A.88, Eq. A.93 and Eq. A.94, are ap-
proximated as follows. Each component is computed numerically for several values and
fitted to a simple relation.
(i) The total relative velocity between the bubble and the liquid phase, |ΔWbl|:

|ΔWbl| = Φ · V (A.95a)

Φ =
⎧⎪⎨
⎪⎩

1.6, α < 0.1
0.0181 · α3 + 0.213 · α2 – 0.1096 · α + 1.584, 0.1 ≤ α < 5
α + 1α , α ≥ 5

(A.95b)

α = |U|
V (A.95c)

V = Z · W (A.96a)
Γ = 2.625

ε
√︄ν · W5

r3b (A.96b)

Z =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2√1+√2Γ , Γ < 0.01
0.000356 · ln4 Γ + 0.005 · ln3 Γ

–0.0184 · ln2 Γ – 0.2875 · ln Γ + 1.3582, 0.01 ≤ Γ < 100(︂4Γ
)︂0.4 , Γ ≥ 100

(A.96c)

W =
√︃ k
1.5 . (A.96d)

(ii) The turbulent relative velocity between the bubble and the particle, |ΔWbp|:
|ΔWbp| = 0.103 · rp ·

√︃ ε
ν (A.97)

(iii) The gravitational relative motion between the particle and the liquid phase, |ΔWpl|:
|ΔWpl| = ws (A.98a)

f =
{︄ α2 , α < 1

0.5 + 0.5 · (1 + exp(–0.85 · (α – 1))), α ≥ 1 (A.98b)
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For a detailed derivation of this collision frequency model, see Kostoglou et al. [37].

A.5. Calculation of the values of the box plot

For the visualization of a given sample of a distribution, x1, ..., xN, the values of the box plotare computed as follows [223]. It is assumed that the values are sorted as x1 < ... < xN. Forany real number, p, with 0 ≤ p ≤ 1, the percentile in the order of p is defined as
q(p) =

{︄ x([N·p+1]), if N · p is an integer number
0.5 · (x(N·p) + x(N·p+1)), if N · p is not an integer number. (A.99)

The median point, q(0.5), is the 50th percentile of the sample data. The 25th, q(0.25), and
75th percentile, q(0.75), are calculated as described in Eq. A.99. The lower, q(0), and upper
whisker, q(1), are defined as

q(0) = q(0.25) – 1.5 · IQR (A.100a)
q(1) = q(0.75) + 1.5 · IQR (A.100b)

with IQR = q(0.75) – q(0.25) as the interquartile range, which is the difference between 25th
and 75th percentile. Every data point outside of the range between lower and upper whisker
are classified as outlier.
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