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Abstract

Several privacy scholars have advocated for user-tailored privacy (UTP). A privacy-enhancing

adaptive privacy approach to help reconcile users’ lack of awareness, privacy management skills and

motivation to use available platform privacy features with their need for personalized privacy sup-

port in alignment with their privacy preferences. The idea behind UTP is to measure users’ privacy

characteristics and behaviors, use these measurements to create a personalized model of the user’s

privacy preferences, and then provide adaptive support to the user in navigating and engaging with

the available privacy settings—or even implement certain settings automatically on the user’s be-

half. To this end, most existing work on UTP has focused on the “measurement” and algorithmic

“modeling” aspect of UTP, however, with less emphasis on the “adaptation” aspect. More specif-

ically, limited research efforts have been devoted to the exploration of the presentation of privacy

adaptations that align with user privacy preferences. The concept of “presentation” goes beyond the

visual characteristics of the adaptation: it can profoundly impact the required level of engagement

with the system and the user’s tendency to follow the suggested privacy adaptation.

This dissertation evaluates the potential of three adaptation presentation methods in sup-

porting social media users to make “better” privacy protection decisions. These three adaptation

presentation methods include 1) automation that involves the automatic application of the privacy

settings by the system without user input to alleviate them from having to make frequent privacy

decisions; 2) highlights that emphasize certain privacy features to guide users to apply the set-

tings themselves in a subtle but useful manner; and 3) suggestions that can explicitly inform users

about the availability of certain settings that can be applied directly by the user. The first study

(Chapter 3) focuses on understanding user perspectives on the different configurations of autonomy

and control of the examined three privacy adaptation presentation methods. A second follow-up

study (Chapter 4) examines the effectiveness of these adaptation presentation methods in improving
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user awareness and engagement with available privacy features. Taking into account social me-

dia users’ privacy decision making process (i.e.,they often make privacy-related decisions), the final

study (Chapter 5) assesses the impact of privacy-related affect and message framing (i.e., tone style)

on users’ privacy decisions in adaptation-supported social media environments. We offer insights

(Chapter 6) and provide practical considerations towards the selection and use of “optimal” privacy

adaptation methods to provide user-tailored privacy decision support.
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Prologue

Readers of this dissertation will probably not know, but arriving at this dissertation’s final
focus/subject was a process. In particular, the focus of this dissertation was made more apparent
after the proposal and invaluable feedback from the committee.

In early September 2021, I wrote and presented the dissertation proposal to my commit-
tee: Dr. Bart Kninjnenburg, Dr.Kelly Caine, Dr. Nathan McNeese, Dr. Brygg Ullmer, and Dr.
Pamela Wisniewski. The dissertation proposal titled “The Influence of privacy-related user emotion
and trust on the adoption, use, and making of privacy decisions on Modern Online technologies”
was primarily focused on the influence of privacy-related affect and trust in the adoption, use, and
privacy decision-making process on modern online technologies. In other words, the proposal sug-
gested examining the role that privacy-related affect and trust played in the users’ decisions to
adopt and use various modern technologies. While the dissertation proposal draft helped fuse most
of my research work on technology adoption [171, 168] and privacy [170, 169] decision-making pro-
cesses together in one document, the core contribution of the dissertation remained unclear. This
was primarily due to the disjoint and lack of an underlying common theme that would connect all
the four included studies in the proposal. For example, each study focused on a different modern
technology (e.g., Facebook [170, 169], Virtual Private Networks (VPNs) [171], and groupware ap-
plications [168]). Therefore, it was not quite clear how they could each be comprehensively studied
under one dissertation.

In reviewing the dissertation proposal, the committee members realized this lack of cohesion
and focus. For instance, Dr. McNeese correctly asserted that the studies included in the dissertation
proposal seemed to be more broadly focused on adoption and use. Thus, I was trying to overlay an
emotion and trust framework on top of them. In particular, it seemed like I was force-fitting the
studies [171] & [168] into the dissertation yet they did not fit the overall thesis of the disserta-
tion. In light of this, Dr.Wisniewski and the rest of the committee proposed that I consider taking
studies [171] & [168] out of the dissertation and instead focus on privacy decision-making on social
media (i.e., [170], [169]). This would strengthen the dissertation and in turn the proposed study
(Chapter 5) into a more cohesive study .

I followed the recommended advice which helped turn this dissertation into a better product.
During the dissertation defense in May 2022, the committee commended me for having the courage to
pull out the two afro-mentioned studies, which made for a more focused and meaningful dissertation.

What follows is that dissertation.
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Chapter 1

Introduction

As the world reels from a ravaging pandemic of COVID-19 that has affected over 500 million

people, claiming over 6 million lives, online privacy remains on people’s minds, given their increased

reliance on technology to communicate and conduct business during this challenging period. This

concern for online privacy is further exacerbated by the lack of universal laws regulating how online

systems collect, store and manage user personal information [172]. As such, research examining how

technology users can safeguard their online privacy remains critical to facilitate the beneficial use of

technologies that they have come to rely on, such as social networking sites.

Over the past decade, online social network sites (SNS)1 (e.g., Facebook, Instagram, LinkedIn,

Twitter, etc.) have experienced tremendous user growth and popularity [44, 38]. These social net-

works have enabled users to maintain or create new connections, communicate, socialize with friends

and family, network and search for career opportunities, read relevant news, express feelings, share

thoughts, information, opinions, stories, pictures, and or videos [184, 81, 233]. By their social nature,

social media sites emphasize the curation of a personal profile and disclosure of personal information

for authentic self-representation, establishment of connections, and interactions with others [38].

Otherwise, the benefits presented by use and functionalities embedded within social media sites

become infeasible to achieve [206, 207]. Inevitably, social media users have shared a tremendous

amount of personal information ranging from personal contact information to open political or reli-

gious beliefs [7]. This proliferation of personal data has led to a broader array of privacy concerns

(i.e., about the collection, use or potential misuse, unauthorized secondary use and improper access

1Throughout this dissertation I use the terms SNS/social media interchangeably.
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to personal information) that have shaped how people adopt and use social media [79, 182, 241]. As

a result, social media users have to make a myriad of privacy decisions concerning their information

with regards to the management of their social media privacy [4, 176, 177]. In particular, users

have to make privacy decisions with regard to what, who, to whom coupled with other system- or

purpose-specific factors such as how much data collection is justifiable [189, 29, 122]. In making

these decisions and engaging different privacy management techniques, social media users are able

to relatively assert control over their information privacy and self-disclosure (i.e., determine what

information to share/withhold, and control who accesses it), manage their online reputation (i.e.,

control the way they come across to other), and the access to oneself (i.e., control availability and

accessibility others have to them) [180, 241].

However, research has shown that online privacy decisions–like most decisions–are inherently

complex due to a number of factors [5, 4, 127]. First, people’s mental ability to acquire and analyze

all the relevant information is limited—making it “difficult for [social media] users to determine how

much of their data may be collected and how it might be used” [5, p.44:2]. Second, people have

difficulty picturing the consequences of privacy violations—making it “nearly impossible for [social

media users] to fully assess what privacy vulnerabilities they might expose themselves to if they

decide to interact with a given [social media]” [5, p.44:2] platform. Third, users’ privacy decisions are

not always rational (i.e., users do not always weigh the perceived costs against the perceived benefits

of information disclosure [8]). Instead, users rely on heuristics such as following other people’s

privacy decisions [141], default [privacy] settings and framing of information requests [14, 150], their

feelings/emotions, among many others [9, 8]—leading to “regrettable decisions that can range from

over-sharing to increased exposure to” [5, p.44:2] privacy violations. Fourth, privacy is rarely an

end-user’s primary task, especially on social media where the goal is to foster relationships between

users [7, 233]—leading to “regrettable actions” [226, p.1] from the underestimation of their online

activities Given these complexities, social media users report feeling helpless and overwhelmed by

the privacy decision-making process required to effectively manage their social media privacy [180,

105, 173].

Cognizant of these complexities involved in the privacy decision-making process and hurdles

involved in the management of information disclosures across multiple social contexts [176], social

media applications (e.g., Facebook) provide a plethora of privacy features within the platform to

enable user achieve their desired privacy [240, 242, 207, 239, 85]. For example, Facebook provides
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granular audience selection privacy features that contain different audience categories from which

users can select and determine who can access their posts/information [182], that it has endeavoured

to make easy to access [196]. However, research finds that most users remain unaware of most of these

privacy features [92], find them confusing [105], and encounter difficulties in discovering and engaging

them in part due to the “inherent uncertainty, and sometimes ambiguity, associated with” [5, p.44:2]

applying them. As a result, these privacy features remain underutilized despite efforts to improve

users’ awareness and subsequently engagement [74, 173].

In recent years, several researchers have investigated ways in which to improve users’ aware-

ness, engagement, and utilization of privacy features to reduce the burden associated with privacy

decision-making [242, 239, 116, 121, 23, 148, 234]. One prominent approach advocated by privacy

scholars to help reconcile users’ lack of awareness, privacy management skills, and motivation to

use the available privacy controls (i.e., features) is the User-Tailored Privacy (UTP) framework

[129, 122]. UTP involves the measurement of users’ privacy preferences and behaviors, use of those

measurements to create a personalized model, and then provision of adaptive privacy decision sup-

port to privacy decision-making easier [122]. For example, to make privacy features easier to use,

an adaptive privacy-setting interface would involve assessing and modeling user privacy preferences

and then tailoring the system’s user interface to provide privacy features that match those prefer-

ences [121, 239, 148]. Herein, rather than putting the full burden of using privacy features to achieve

a desired level of privacy on the user, the idea behind UTP would be to instead measure the user’s

privacy preferences and behaviors, use these measurements to create a personalized model of the

user’s privacy preferences, and then provide adaptive support to the user in for instance navigating

to the privacy settings—or even automatically implement certain settings automatically on their

behalf [121]. This way, the wide variance in users’ privacy preferences is taken into account, and

they are supported or given the necessary tools they need to decide for themselves on how to meet

their desired privacy goals [122].

Most existing work on UTP has covered the “measurement” and “modeling” aspects of

the framework [150, 148, 121, 234, 23, 190, 84]. This prior work has been instrumental in the de-

velopment of personalized algorithmic models to uncover user privacy preferences and recommend

appropriate privacy actions [122]. However, while this prior work has identified methods or created

personalized models that can be used in the “adaptation” aspect of UTP that involves “ tailoring the

privacy [features] of the system“ [122, p.381] to the user, limited research efforts have been devoted
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to the ways in which such adaptations can be presented to aptly support users in making privacy

decisions that align with their preferences [148, 50, 236, 225]. The concept of “presentation” goes

beyond the visual characteristics of the adaptation and can have a profound impact on the required

level of engagement with the system and the user’s tendency to follow the suggested adaptation. For

example, while some prior works propose adaptation methods that include fully automating the pri-

vacy decision-making process (e.g. [198]), others have implemented adaptive suggestions (e.g. [148],

or suggested the use of personalized nudges (e.g. [227]) or interface adaptations (e.g. [236]). Thus,

a comprehensive understanding of the presentation of the ‘ ‘optimal” adaptation method is essen-

tial if systems are to help users meaningfully engage with the available privacy features without

overwhelming or misleading them. Furthermore, since these adaptation methods would vary in the

autonomy and control they afford users in the privacy decision-making process, they could lead to

different user reactions, user engagement patterns with the available privacy features, privacy pro-

tection outcomes and trust levels in the social media platform. To this end, my dissertation focuses

on understanding user perspectives on the different configurations of autonomy and control of the

examined varying privacy adaptation presentation methodologies. More specifically, I examine the

effectiveness of these adaptation presentation methods in improving user awareness and engagement

with available privacy features, overall privacy protection outcomes, and level of trust in social net-

work sites. Furthermore, I assess the potential impact of privacy-related affect and tone in providing

adaptation-supported privacy decision help. Fundamentally, I seek to answer the following research

question:

What is the “optimal” adaptation presentation method that can be used to

support users and alleviate their privacy decision-making burden on social

media?

Researchers assert that to alleviate the user burden inherent with privacy decision-making,

it is essential to proactively strike a personalized balance between users’ desire for privacy and their

need for online interaction without overwhelming them with privacy features [239]. Nonetheless,

social media sites like Facebook have a plethora of privacy features, making it impossible for users

to engage and apply all the features in line with their privacy preferences [239, 92, 150]. Depending

on the privacy feature, the possible privacy adaptation presentation method implemented is likely
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to vary in the level of autonomy and control it affords to users in the privacy decision-making

process [203]. However, this reduction in user burden can also reduce users’ perception of control,

increasing their anxiety and ultimately decreasing the acceptance of the privacy adaptations [216,

30]. Therefore, a necessary first step in assessing for an “optimal” privacy adaptation presentation

method involves understanding which privacy features can be tailored/adapted to the users’ privacy

preferences and how to implement such adaptations.

I start my inquiry in Chapter 3, by examining user preferences for privacy adaptation

presentation methods used to adapt 19 Facebook privacy features. More specifically, I examined

user preference to the three increasingly autonomous privacy adaptation methods: 1) suggestions

explicitly inform users about the availability of certain settings that can then be applied directly

by the user; 2) highlights emphasize certain privacy features to guide users to apply the settings

themselves; and 3) automation involves the automatic application of the privacy settings by the

system without user input [170]. By doing so, we were able to understand how users would respond

to the different possible privacy adaptation implementations of the stated privacy features, and

under what terms each of the method was preferred or undesired. We found that the “optimal”

(i.e., preferred) adaptation method depended on the users’ familiarity with the privacy feature and

how they used it, and their judgment of the awkwardness and irreversibility of the implemented

privacy functionality. Participants generally disliked the full automation method, except for privacy

features they used frequently and perceived as inconsequential, where it could alleviate some of the

behavioral onus and effort of managing one’s privacy. The highlight method was appreciated for its

ability to unobtrusively raise users’ awareness about a privacy feature and was thus most suitable

for features users only used occasionally. Finally, the suggestion method was preferred as a means to

teach users privacy features they were unfamiliar with, unless this resulted in awkward suggestions

of behaviors with negative social connotations. In summary, we found that different Facebook users

were (un)familiar with different features, and thus each preferred adaptation method for each feature

differed per user. Based on these findings, we recommended that the adaptation method itself be

tailored to the user as well.

Based on the findings and recommendation mentioned above, in Chapter 4, I conducted

a follow-up experimental study (N = 406) to examine the effectiveness of the different adapta-

tion methods—automation, highlights, and suggestions—in improving users’ engagement with the

available privacy features and overall privacy protection outcomes. In particular, we tested three
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proposed “adaptation methods” (automation, suggestions, highlights) in an online between-subjects

user experiment in which 406 participants used a carefully controlled SNS prototype. We systemati-

cally evaluated the effect of these adaptation methods on participants’ engagement with the privacy

features, their tendency to set stricter settings (protection), and their subjective evaluation of the

assigned adaptation method. We found that the automation of privacy features afforded users the

most privacy protection, while giving privacy suggestions caused the highest level of engagement

with the features and the highest subjective ratings (as long as awkward suggestions are avoided).

The works in Chapters 3 & 4, revealed privacy suggestions as the preferred adaptation

presentation method that could be used to enhance and support users’ in their privacy decision-

making process. However, to improve the acceptance and effectiveness of such privacy suggestions

in enhancing users’ engagement with privacy features, prior work asserts that they be designed to

align with how users make privacy-related decisions [73, 4]. In making privacy-related decisions,

research shows that users rely more on heuristic (rather than analytic, systematic) processing of the

conveyed information [73, 4, 6]. These decision heuristics are susceptible to factors such as user affect

(i.e., how users feel) [142, 43]. Furthermore, in presenting recommended privacy actions, privacy

scholars also call for the careful consideration of the framing and structuring of privacy information

(i.e., the way information is presented to the user) [50].

Taking into account the recommendations from this prior work, in Chapter 5, I conducted

an experimental study ( N = 750) to systematically understand the unique impact of privacy-

related affect and what framing (i.e., tone style) privacy suggestions should embody if they are

to more effectively encourage users “better” manage their social media privacy. The primary goal

was to examine the privacy suggestion tone style that would “better” encourage users to engage

with privacy features to achieve their desired privacy, considerate of users’ feelings about social

media privacy (i.e., privacy-related affect). Furthermore, I wanted to assess the impact on users’

experience with the platform (i.e., perceived decision helpfulness and trust in the platform) based

on the engagement with the provided privacy suggestions. I manipulated the privacy suggestion

tones and used priming to put participants into various (privacy-)affective states to evaluate the

most appropriate framing (i.e., tone) for each and ultimate privacy decision outcomes. I found that

the examined three varying privacy suggestion tone styles (i.e.,neutral, passive, assertive) indeed

influence users’ privacy decision outcomes. However, the nature of the effect significantly differs

based on users’ pre-existing privacy-related induced affective states (or lack thereof), i.e., the mood
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a user is in before the actual privacy protection decisive situation occurs. For instance, when users

are in a positive privacy-related affective state, the neutral tone tends to work better at encouraging

them to make “better” privacy decisions. In contrast, the assertive tone tended to work best when

users were in a negative privacy-related affective state. Furthermore, we observe that the tone that

privacy suggestions embody not only influences users’ behavior regarding these suggestions and/or

the privacy actions they recommend; they also impact users’ other privacy actions (i.e., actions that

are not subject to suggestions by the platform), indicating that tone has a robust, system-wide effect.

These findings suggest that considering users’ privacy-related affect (i.e., how users feel about their

social media privacy) is crucial in determining the tone style that system designers can use to craft

and present personalized privacy suggestions.

In Chapter 6, we conclude with a discussion of the contributions of this dissertation and

possibilities for future work.
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Chapter 2

Related Work and Motivation

As more users have become accustomed to the use of social media sites (SNS) such as

Facebook, the frequency with which they have had to make privacy decisions has also risen. Social

media privacy is rooted in the work of Westin [232], who defined privacy as individual control over

the disclosure and subsequent uses of personal information. As such, privacy scholars conceptualize

social media privacy as a boundary regulation mechanism “where [social media] users seek to strike

a balance between being too open or disclosing too much versus being too inaccessible or disclosing

too little” [180, p.124]. I adopt this conceptualization of privacy for the work in this dissertation,

and interchangeably use the terms “social media privacy” or “privacy”.

In this chapter, I review related work corresponding to the origins, use and proliferation

of social media (see Section 2.1), highlight the proliferation and rise in use of social media (see

Section 2.2), the privacy challenges related to social media use (see Section 2.3), privacy decision-

making process(es) on social media—where users have to consider making a trade-off between the

possible privacy threat of information disclosure/data collection and the benefits that might ac-

crue (see Section 2.4), prevalent social media privacy protection behaviors and decision-making

strategies (see Section 2.5), the origins and application of user-tailored privacy—as a concept to

alleviate the user burden inherent with privacy decision-making, and the presentation methods (i.e.,

“adaptation methods”) of personalized privacy adaptations (see Sections 2.6 & 2.7 respectively).
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2.1 A Brief History of Online Social Network Sites

In his 1929 short story called “Chain-Links” [106], Frigyes Karinthy pondered about a well-

connected mind-game that he constantly found himself playing not only with human beings, but

with objects as well. He wrote that ”the strange mind-game that clatters in me all the time goes

like this: how can I link,with three, four, or at most five links of the chain, trivial, everyday things

of life. How can I link one phenomenon to another? How can I join the relative and the ephemeral

with steady, permanent things - how can I tie up the part with the whole?” [106, p.3]. The game was

premised on the fact that planet earth was small, and thus ”anyone on Earth, at my or anyone’s

will, can now learn in just a few minutes what I think or do, and what I want or what I would like

to do.” [106, p.1] Unbeknownst to Karinthy, it would not be until 6 decades later, that the human

separation concept (i.e., six degrees of separation) which asserts that humans are connected to each

other through a series of chains of acquaintances less than six connections away from the other,

would first be implemented online.

The six degree separation theorem, popularized by a 1990’s eponymous play Six Degrees

Separation by John Guare [80], was the first to imagine a way in which people from different spheres

of the globe could be interconnnected. In the winter of 1997, Andrew Weinreich, touted the idea of

online social networks which could connect the world within a single network [38, 138]. Inspired by

the six degrees theorem, Weinreich believed that with a free, web-based networking service, people

could volunteer information about their interests, jobs, and connections, which would make it easy to

index their relationships in a single place [138]. Weinreich subsequently launched SixDegrees.com—

less than 10 years after the invention of the internet [138]. SixDegrees allowed users to create

profiles about themselves, list their friends, surf their friends list, connect and send messages [38].

However, SixDegrees was short-lived—Weinreich believes that it was simply ahead of its time, given

the state of technology at the time, that could not nurture the kind of connectivity needed for a

social network to thrive [138]. Nevertheless, SixDegrees proved the concept of social networking and

pioneered several aspects that would come to be part of virtually all social networking sites (SNS)

today [38]. The web-based social networking model it conceptualized was adopted and modified by

other influential SNS, most re-markedly Facebook1 [201, 138, 38].

1Refer to [38] for a brief synopsis of other popular SNS in the early 2000’s
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Founded by Mark Elliot Zuckerberg in February 2004, Facebook launched as a social net-

working site meant to foster online connections, specifically among students (e.g., Havard-only

SNS) [138]. By 2006, Facebook had gradually expanded to foster connections among all internet

users [38]. Facebook allowed users to curate profiles, share photos and videos, and make connec-

tions with other people online. Additionally, it allowed other outside third-party developers to build

applications that would run on top of it. These features, coupled with how it managed user pri-

vacy, helped differentiate it from other social networking sites at the time [38, 37]. Over the years,

Facebook became very popular and grew drastically as a social networking site where new relation-

ships and connections could be forged and old one’s easily maintained. In Zuckerberg’s own words,

Facebook grew to become a “powerful new tool [that people use] to stay connected to the people

they love, make their voices heard, and build communities and businesses” [246, p.8]. In doing so,

Facebook might have helped realize Karinthy’s “chain-link” vision and surpass SixDegrees’ much

earlier attempt at creating a successful social networking service. Today, 72% of the U.S public

reports using some type of social networking site (SNS) [45], with about 69% of the U.S adults

actively using Facebook [44]. Facebook remains the most used online social network worldwide with

roughly 1.91 billion daily active users2 [164].

Based on Facebook’s popularity and tremendous effect on online social networking, interac-

tions and communication, for all the studies in this dissertation (i.e., Chapters 3, 4 & 5), I leverage

it as a case example of a social media platform to empirically examine the feasibility of “adaptation

methods”—ways in which predicted privacy behaviors (i.e., privacy adaptations) can be presented

to the user. Henceforth, I interchangeably use the term “social media” or “social networking site”

with specific reference to Facebook.

2.2 The Use and Proliferation of Online Social Network Sites

The rise of social networking sites (SNS) fundamentally shifted how people organize, interact

and socialize online [207]. People could easily form new online connections that otherwise would not

have been possible without the emergence of SNS. According to Boyd and Ellison, social network

sites (SNS) were different from other forms of computer-mediated communications based on three

main characteristics that they afforded users. The ability to: “(1) construct a public or semi-

2As of June 2021
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public profile within a bounded system; (2) articulate a list of other users with whom they share a

connection; and (3) view and traverse their list of connections and those made by others within the

system.” [38, p.211]. These characteristics allowed users to articulate, control and make visible their

social networks. For example, Facebook afforded users the ability to curate a profile, control and

customize the access to how and who they allow to access their personal information [53]. Herein,

each user profile differed based on who was in the users’ network, demographics, interests, and the

information shared. Most importantly, users had the express ability to control how their personal

information was shared or accessed [150].

These characteristics allowed online social networking, especially Facebook, to evolve from

a niche phenomenon to mass adoption. Earlier studies on the use and proliferation of Facebook

highlighted the reasons behind the high rates of acceptance among specific demographics of the

populace [83, 78, 133]. More specifically, in a 2005 survey of students at Carnegie Mellon University,

Gross and Acquisti found that 74.6% of the undergraduate students had a Facebook profile [78].

In a 2007 survey of first-year college students, Hargittai et al. [83] found that 80% of the students

reported using Facebook, specifically to enunciate their offline relationships, build new relationships

and connect with other people in their existing network. Similarly, Lampe et al. [133] in their study

on changes in use and perception of Facebook among undergraduate college students from 2006-

2008, found that reasons for using the site remained relatively constant over time: most students

used the site to primarily connect. Connecting using Facebook involved using the site to search

for other people to date (i.e., “social browsing”), check out people met offline/socially (i.e., “social

searching”), learn more about other people in the same class or living near (i.e., “social searching”),

and keep in touch with old friends (i.e., “keep in touch”) [133]. Ultimately, Facebook drastically grew

from about 100 million users in August 2008 to over two billion users worldwide today 3 [164, 44].

However, in their work, Lampe et al. [133] also found that while users were positive about

the site in its early years (2006-2007), the way they perceived the audience for their user profiles

and general attitudes about the site differed over time (2006-2008) [133]. What could possibly

explain this possible change in user perception and attitude overtime? While Lampe et al. [133]

initially postulated that this difference could be because users had maxed out the utility for being

present on the site, several researchers [7, 78, 88] alluded to the prevalent over sharing pattern and

privacy implications that early Facebook users seemed “oblivious, unconcerned, or just pragmatic

3As of May 2022
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about” [78, p.78].

More specifically, Hew [88] found that students on Facebook tended to disclose more personal

information about themselves, potentially attracting unknown privacy risks about themselves. Gross

and Acquisti [78] indicated that based on the richness and amount of the personal information users

disclosed on their Facebook profiles, coupled with the visibility, public linkage to the members’

real identities, and scope of the network, users were putting themselves at risk for a a variety of

attacks on both their physical and online persona. For example, the authors pointed out that

depending on the accuracy of the publicly disclosed information (e.g., hometown, current residence,

phone number), it would not be too difficult to reconstruct one’s social security number or steal their

identity [78]. Additionally, the blur of public versus private sharing contexts (i.e.,“context collapse”)

inherent within SNS made it more complex to manage personal information disclosure across multiple

contexts (e.g.,“once a “friend” has been added to one’s network, maintaining appropriate levels of

social interactions in light of one’s relationship context with this individual (and the many others

within one’s network) became even more problematic” [180, p.119]) [207]. Gradually, as Facebook

grew, there was an increase in privacy concerns, change in perception, attitudes and use patterns [7,

53, 207].

2.3 Privacy Challenges on Online Social Network Sites

The inherent nature of social media involves the disclosure of personal information. This

personal information is a basic requirement to help link and identify the social profile and shared

information to a physical person in the real world [13, 78]. However, the disclosure of personal

information presents privacy challenges and raises privacy concerns related to its collection, storage

and access [61, 40]. While the collection and use of such information helps in the provision of

numerous benefits for users (e.g., formation of new/maintaining old connections, new product/service

recommendations, social support, influencing others, reputation, enjoyment, etc.), they worry that

their personal information can easily be misused or transferred to other third-party entities without

their express permission or knowledge [179, 7, 18, 20]. As such, social media users express high levels

of privacy concerns about the collection and use of their information [44, 20, 179]. Of most concern

is the fact that all the personal actions users perform via their social media profiles can easily be

linked back to them (i.e., based on their real-world identities) [13, 78]. Thus, privacy violations that
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could occur on social media, are most likely to result into regret and real world consequences for

users [226, 73, 205]. As a case example, to highlight the prevalent privacy challenges associated with

SNSs, I provide a brief genesis of some of the privacy challenges peculiar to Facebook, one of the

most prominent social networking sites today [44].

Launched in 2004, Facebook began as a network-centric SNS where users’ profiles and con-

tent were only visible to members within the same network [37]. Users joined using a valid email

addresses associated with their respective institutions (e.g., a university, high school, workplaces,

etc) [38]. This requirement helped keep the site relatively closed and contributed to “users’ percep-

tion of the site as an intimate, private community” [38, p.218], where only peers and close online

connections were perceived to be the “audience” rather than strangers or casual acquaintances on

the site [133]. Hence, in creating and curating their personal Facebook profiles, users were encour-

aged to provide their personal details such as address, telephone number, photograph, interests and

other details to foster these connections. More specifically, users were encouraged to label the people

they already knew on the site as “Friends” or send out email invites to others who were not on the

site [38]. As a result, users mostly used the site to find other people to date, meet new people, and

learn about people living near them [133].

In 2006, as Facebook grew and expanded to everyone on the internet, the network-centric

approach could not scale well, and thus the requirement for users to join close-knit networks was

rather de-emphasized [37]. Instead, a “Newsfeed” that aggregated and provided updates about new

profile changes of friends was launched [133, 88]. New privacy features were also unveiled to enable

users have greater control over their audience and access to their personal information on the site.

In particular, users were provided with features to determine what could be shared with whom,

using audience control categories such as (“No one”, “Friends”, “Friends-of-Friends”, or a partic-

ular “Network”—which later evolved to be more granular and became “Everyone”,“All Users”, or

“Public”) [37, 180]. Additionally, users were provided with the options to have other people become

their “friends” or “followers” [180]. However, the default settings of these controls were always set

to enable sharing broadly [37]. These new constant platform changes and practices presented new

information privacy challenges that increasingly contributed to users change in attitude about the

platform [133]. Hence, while Facebook users seemed oblivious or unconcerned about these privacy

issues at the onset of using Facebook [78], overtime, they exhibited heightened privacy concerns,

especially related to the third party access to their information [179]. These privacy concerns were
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made more apparent by the sustained popular coverage of SNS with regards to user privacy [38, 86].

The rapid development of Facebook also evolved users’ privacy norms [207]. For example,

in 2010, Zuckerberg believed that the new privacy norm had evolved to the point where ”people

[had] gotten comfortable not only sharing more information and different kinds but more openly and

with more people.” [115]. However, contrary to that belief, Facebook users at the time were found

to instead “exhibit increasingly privacy-seeking behavior and progressively decreasing the amount

of personal data they shared publicly.” [207, p.1]. In their study on privacy trends among Facebook

users between 2010-2011, Dey et al. [53] found that users in their study had dramatically become

more private (i.e., 17.2% and 52.6% users had reported hiding their friend lists between March 2010

and June 2011 respectively). Similarly, in their study on Facebook users’ perceptions on privacy,

O’Brien, and Torres [179], found that 75% of the users at the time reported changing their privacy

settings towards tighter controls, largely prompted by privacy concerns related to third-party access

to their personal information. In another study on Facebook users’ perceptions on privacy across

five years (i.e., 2010-2015), Tsay-Vogel et al. [214] found that after 2012, users harbored higher levels

of privacy concerns that would heighten if users were exposed to incidents of privacy violation.

In 2018, an extreme user privacy violation on Facebook did occur. Personally identifi-

able information of more than 87 million users was illegally accessed by an external data analytics

firm Cambridge Analytica [98, 204]. Following the Cambridge Analytica privacy violation incident,

reports found that users exhibited a more negative perception of Facebook and greater privacy con-

cerns [89, 87]. However, few users went ahead to delete their Facebook accounts or even update their

privacy settings [89]. A pew research survey of U.S Facebook users found that only 54% of them

had at least adjusted their privacy settings, 42% had taken a break from the site, and only 25% had

deleted the application from their phone [186]. Otherwise, users seemed reluctant to even change

their privacy settings purportedly due to the endless data breaches and updates on Facebook [89].

Nevertheless, due to the gravity of the Cambridge Analytica privacy breach, Zuckerburg was com-

pelled to testify in front of a joint Congress hearing in April 2018 [246]. Here, senators quizzed him

about the seemingly negligent privacy practices of Facebook. More specifically, Hon. John Thun,

senator from South Dakota, tasked him with the responsibility to unveil ”without delay about what

Facebook and other companies plan to do to take greater responsibility for what happens on their

platforms. How [he would] protect users’ data? How [he would] inform users about the changes

that he was making? And how [he] intend[ed] to proactively stop harmful conduct [from happening]
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instead of being forced to respond to it months or years later?” [246, p.3]. Additionally, Hon. Chuck

Grassley, senator from Iowa, expressed deep concern that ”consumers may not fully understand or

appreciate the extent to which their data is collected, protected, transferred, used and misused.”

[246, p.6]. These sharp remarks clearly highlighted the persistent privacy challenges all-pervasive on

SNS, especially Facebook.

Several researchers have tried to examine the various privacy attitudes, perceptions and

behaviors of SNS users to uncover ways in which some of these privacy challenges can be allevi-

ated [180, 7, 181, 78, 95]. On Facebook, we learn that the common privacy challenges involve: (1)

insufficient control of information/self disclosure—choosing what kind of information to share with

other people on the site); (2) context collapse and problems related to imagined audiences—the

blur between public versus private sharing contexts make it difficult to manage online relationships

given the existence of multiple and different connections on the site ; (3) appropriate reputation

management—controlling how to present oneself to different groups of people on the site to avoid

regret, (4) access to onself—controlling access that others have to a user on the site; and (5) privacy

loss due to third party access to information [180, 44].

2.4 Privacy decision-making on Online Social Network Sites

On SNS, privacy decision-making is a burdensome and complex task that users have to per-

form to garner the social benefits related with the use of social media [13, 7]. These privacy decisions

are typically related—but not limited to—boundary management where users seek to control the

visibility/access of their data or information [180]. More specifically, Alemany et al. [13] assert that

the privacy decision-making process on social media “is [typically] composed of the impulse to share

something, the choice of channel [(i.e., what social network to use as well as communication within

the network)], the composition of the message, the choice of receivers, and the feedback assessment.”

Along this process, there are varying potential privacy risks (e.g., unauthorized access, relationship

breaks, context collapse, stalking and identify theft, misuse of personal information, etc.) that

users must consider before performing an action [13]. Thus, privacy decisions are performed to

limit the potential costs/risks related with performing certain actions on the social media platform

[240, 78]. Majority of these privacy decisions are made using a set of predefined interface privacy
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controls/features to take action (i.e., whether to accept/reject/ choose from a category of privacy

options to indicate a preferred privacy level) [13, 240, 242]

However, privacy decisions–like most decisions–are inherently complex because they have

“delayed and uncertain repercussions that are difficult to trade-off with the possible immediate

gratification of information disclosure” [127, p.2]. Studies that have tried to examine, explain, and

predict how individuals make privacy decisions assert that these decisions are carefully considered

by way of conscious-analytic and profit-loss calculations [28, 178]. In other words, privacy decision-

making is a rational process where decisions are carefully considered based on the risk and benefits

related with information disclosure [8, 2, 9, 28]. Within the privacy field, this principle is encoded as

the “privacy calculus” [135]. The theory postulates that in making decisions about online disclosure

of personal information, people go through a calculation process in which expected loss of privacy

is carefully weighed against potential gains from that behavior [11]. However, Acquisti et al. [4]

argue that contrary to this traditional theory, the authors suggest that privacy decision-making is

influenced by several factors that affect how people make privacy-sensitive decisions [5, 4]. Some

of these factors include incomplete information to make appropriate privacy decisions, the inherent

purpose of social media use, and the bounded ability to make judgments about uncertain events (e.g.,

privacy violations) [4]. Social media users’ have incomplete information about how their disclosed

information or data could be used (e.g. if it will be shared with a third-party) or how disclosed

information or collected data could be used. Even when such information is provided (e.g., within

privacy policies), research shows that users seldom read it [161]. Nonetheless, even if users wanted to

read the provided privacy policy information, it would take them an estimated 54 billion hours/year

to read, and in turn, cost the American economy over three quarters of a trillion dollars [161]. As a

result, users blindly accept or ignore such information, making it difficult for them to make informed

privacy decisions related to information disclosure [10]. Furthermore, the primary end-user task on

social media is not to “manage privacy” but instead to connect with others [7, 233]. As such, when

the privacy implications of the online activities undertaken are underestimated, “regrettable actions”

can occur [226]. Users are also usually uncertain about the privacy risks associated with disclosure

or misuse of their personal information [4]. Instead “users perceive privacy risks as an abstract

problem that is psychologically distant and more related to the distant future” [13, p.23]. Such

judgements require considerable cognitive effort and information [4]. Thus, rather make rational

calculated privacy decisions based on the costs versus benefits of disclosure, some users lean on
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heuristics or take shortcuts [4, 5]. For example, in their work examining why people make posting

decisions, Ferwerda et al [65] found that when social media users’ are uncertain about some decisions

(e.g., whether to share a post), they resort to heuristic such as deciding to self-censor (i.e., not share

at all). Anaraky et al [73] found such behavior can be observed more among younger adults (rather

than older adults) who tend to make heuristic decisions rather rational calculated decisions. Some

privacy decisions such as–managing access to self (e.g., tagging or friend requests)—are also more

liable to heuristics rather than rational decision making based on the default and framing of the

privacy choice [14].

Therefore, in the process of engaging with the available privacy features to make privacy-

related decisions, users are faced with a huge burden with regards how to apply them to make

decisions that align with their privacy preferences [30, 239]. Consequently, users avoid the has-

sle of exploiting and using the available privacy features [92, 173]. Only users with a sufficiently

strong motivation in pursuance of their privacy protection eventually make changes to their pri-

vacy settings different from the set defaults [128]. Furthermore, these few motivated users are often

met with an overload of privacy features, and with privacy instructions that are hard to read and

comprehend [128]. Thus, despite the noble efforts towards alleviating privacy concerns through

the provision of privacy features/controls, users remain unaware about these privacy features, find

them confusing, and encounter difficulties in discovering and engaging them [92, 7, 105, 173]. As a

result, these privacy features remain underutilized despite efforts to improve users’ awareness and

subsequently engagement [74, 173].

2.5 Overview of Facebook Users’ Privacy Feature Engage-

ment & Use Patterns

Facebook users use the platform to communicate and socialize with friends and family,

network and search for career opportunities, share thoughts, relevant news, feelings, emotions, news,

stories, pictures and videos of various life events [184, 81]. To successfully support all these use

cases, Facebook offers users a number of privacy features to control how they interact and share

information with each other [181]. These privacy features are supposed to help users set their desired

level of privacy in sufficient detail. However, user awareness of these privacy features remains low

17



[92, 242], and most users end up not using the available privacy features [7, 240, 242, 92].

For instance, in their study on user awareness of News Feed controls on Facebook, Hsu et

al.[92] found that 49% of Facebook users were not aware of the existence of many of the features that

they could use to personalize their feed. Even when users had the desire to use the existing controls,

they struggled to find them. The authors also found that there was a misalignment between users’

expectations and the actual functionality provided by the features [92]. Liu et al. [150] also found

that available privacy features matched users’ expectations only 37% of the time, and that incorrect

expectations almost always meant that users underestimated the extent to which their information

was exposed to others. As a result, they estimated that about 36% of all content on Facebook is

posted with a privacy setting that shares it to more people than expected. This lack of awareness

and misalignment of privacy features has important ramifications for both new and experienced

Facebook users [226].

2.6 A Self-Adaptive Privacy Approach: User Tailored Pri-

vacy (UTP)

Several privacy scholars have investigated ways in which to alleviate the burden associated

with privacy decision-making [122, 13]. In particular, researchers have sought to examine how a

system’s privacy setting can be tailored to a level of privacy that each individual user is most

comfortable with, so that rather than putting the full burden of managing these settings on the user,

the privacy decision making process is more personalized based on the users’ privacy preferences and

behaviors [122, 121, 119, 227]. As such, one key concept that has been suggested to achieve such

a user-centric solution is User-Tailored Privacy (UTP) [122, 121, 119]. The idea behind UTP

(see Figure 2.1) is to measure users’ privacy preferences and behaviors, use these measurements to

create a personalized model of the user’s privacy preferences, and then provide adaptive support

to the user in navigating the available privacy settings—or even automatically implement certain

settings automatically on the user’s behalf [121]. Researchers assert that, by proactively striking

a personalized balance between users’ desire for privacy and their need for online interaction, such

adaptive approaches could alleviate the privacy decision-making burden and help users achieve the

privacy they want without overwhelming them with privacy features [239].

18



Figure 2.1: A schematic overview of User-Tailored Privacy (Adapted from [119])

Consequently, a growing body of research has focused on UTP’s application. However,

majority of this reseach work has focused on the “measurement” and development of personalized

“models” that align with users’ privacy preferences 4 [158, 218, 150, 213]. For instance, on the

measurement aspect of UTP, prior work has focused on detection and categorization of personal

information shared on social media and its privacy sensitivity. For example, Hirschprung et al. [90]

suggested a method for estimating people’s privacy preferences albeit in financial terms. Mao et

al. [158] analyzed tweets to build a classifier that could determine the privacy sensitivity of the

information that users’ disclosed, the privacy threats posed by the revealed information, what kind

of users leaked information and how they leaked it. They found that based on users’ tweets, private

information (e.g., who, where, and what time a person would go for vacation) and topics (e.g. sex-

uality, expressed emotions, confessions, bodily harm, illegal activities, and disrespectful behaviors)

could easily be detected and categorized. The authors built a machine learning (ML) based classifier

with an accuracy of 78% to automatically detect such private information and categorize topics.

Vanetti et al. [218] also built a rule-based classifier that analyzed shared textual information on

users’ timelines to distinguish between personal and non-personal information. The resultant clas-

sifier was 80% accurate and could help predict violent, vulgar, offensive, hateful and sexual textual

information. Similary, Wang et al. [224] also built a content-based classifier to help classify sensitive

tweets into 13 pre-defined topic categories, so as to help users develop privacy protection mechanisms

that align with their privacy preferences.

Prior work has also focused on personalized model to help users manage their privacy deci-

4Refer to [13] [199] & [122] for an extended overview on these aspects
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sions. For example, Liu et al.[150], analyzed privacy preferences and permission-granting behaviors

of 4.8 million Android users. They found that although people’s mobile app privacy preferences

are diverse, a small number of profiles could actually be identified to simplify their privacy-decision

making processes. Similarly, Wijesekera et al. [234] built a classifier that could make mobile app

permission decisions on the user’s behalf by detecting a change in their context, and when neces-

sary, inferring user privacy preferences based on their past decisions and behaviors. The resultant

classifier accurately predicted users’ privacy decisions 96.8% of the time.

Studies in the context of location-sharing applications have also developed personalized

models that align privacy settings with users’ privacy preferences. For instance, Toch et al [213]

found that people who tend to visit a wider variety of places tended to be subjected to a greater

number of requests for their locations. However, users were only comfortable granting permission

if the location was typically visited by a large and diverse set of people. Benisch et al [30] found

that privacy-setting schemes were more accurate at capturing users’ location sharing preferences

if they were dependent on both time and location. Ravichandran et al [190] found that decision-

tree and clustering algorithms could be used to provide users with a small number of basic default

policies to choose from to alleviate the burden involved in sharing locations with location-based apps

and abstract away user-specific elements (e.g., a user’s default schedule or canonical places such as

“work” and “home”).

A series of studies in the broader context of the Internet of Things built similar user models

clustering users’ privacy decisions into a number of privacy profiles [23, 84, 195]. For instance,

Bahirat et al. [23], developed a set of three “smart” default profiles that captured users’ preferences

towards sharing data with public IoT systems. He et al. [84] used a similar approach to predict

users’ smarthome privacy preferences with five profiles, and Sanchez et al. developed a four-tier

profile-based system to predict users’ privacy preferences in the context of wearable fitness trackers.

In each case, the profile-based solution was able to capture users’ preferences with an accuracy of

around 82-85%.

In the context of social networks, Fang and LeFevre [64] used a similar profile-based approach

in the development of a privacy wizard that automatically assigns privileges to a user’s Facebook

friends. The evaluation of the wizard with privacy preference data collected from 45 real Facebook

users revealed that the it could generate highly accurate settings to automatically assign to a user’s

friends with minimal user input. Yang et al. [244] proposed a utility-based trade-off framework
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that modelled and quantified users’ adaptive sharing requirements as utility of potential privacy

risks and social benefit, to automatically recommend users a subset of a select sharing circle each

time they would initiate an information-sharinng action. Similarly, Vidyalakshmi [220] built a

model for calculating a privacy score metric based on users’ personal attitudes toward privacy and

communication information.

While this prior work has identified methods to detect or classify privacy sensitive informa-

tion, and create personalized models that can be used to adapt a system’s privacy settings to the

user’s preferences, limited research has focused on the design and presentation of these adaptations

[148, 50, 236, 225]. This work is important, since the optimal “adaptation method” can help users to

meaningfully engage with the available privacy features without overwhelming or misleading them.

My dissertation work seeks to address this gap by examining user preferences, effectiveness, and

framing of various adaptation methods that can be used to present privacy adaptations to users.

2.7 Presentation of Privacy Adaptations

Limited research effort has been devoted to the exploration of the presentation of privacy

adaptations that align with user privacy preferences. The concept of “presentation” goes beyond

the visual characteristics of the adaptation and can have a profound impact on the required level

of engagement with the system and the user’s tendency to follow the suggested adaptation. For

example, while some propose to fully automate the privacy decision-making process (e.g. [198, 218]),

others have implemented adaptive suggestions (e.g. [148], or suggested the use of personalized nudges

(e.g. [227]) or interface adaptations (e.g. [236]).

Vanetti et al. [218] stressed the importance of examining the usability of an interface tool

that would automatically recommend privacy trust values for contacts users did not know personally

(based on those users’ actions, behaviors, and reputation in the SNS).

Liu et al. [148] found that mobile app permission setting suggestions based on user pri-

vacy preferences were perceived to be helpful and largely adopted by users. Most importantly, the

suggestions increased user engagement with the privacy settings.

Warberg et al. [227] reaffirmed the importance of examining the possibilities of tailoring

privacy nudges to align with individual differences in decision making and personality, especially

among large organizations such as SNS that typically have a large number of users.
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Wilkinson et al. [236] recognized that the privacy features on social networks are often more

than one click away, and explored the idea of adapting the social network User Interface (UI) in such

a way that it increases the salience of those features that fit the user’s personal privacy management

strategy (cf. [242]).

While this existing work has explored different methods of adaptively assisting users with

their privacy management practices, few researchers have examined user preferences for the methods

as well as compared the various adaptation method in terms of their effectiveness at enhancing user

engagement and overall privacy protection [50]. My dissertation work seeks to address this gap.
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Chapter 3

Exploring Adaptation Methods To

Better Support Privacy

Decision-Making

An SNS like Facebook provides its users with a plethora of privacy features to enable them

control and manage their privacy [240, 242]. Several researchers find that despite the availability

of these features, users remain unaware about these privacy features, find them confusing, and

encounter difficulties in discovering and engaging them [92, 7, 105, 173]. As a result, these privacy

features remain underutilized inspite of the noble efforts towards improving user awareness and

subsequent engagement with the features [74, 173]. Hence, in this chapter 1, I seek to answer what

can be done—if anything– to improve user engagement with privacy features in a way that aligns

with users’ privacy preferences.

More specifically, I present a study on the potential presentation methods (i.e., “adaptation

methods”) that can be used to improve privacy protection and management on modern online

technologies such as social networks like Facebook. The study was motivated by the feasibility of

successfully implementing User-Tailored Privacy (UTP) features [119]. UTP is a privacy-enhancing

adaptive approach used to measure users’ privacy preferences and behaviors, use these measurements

to create a personalized model of the user’s privacy preferences, and then provide adaptive support

1Published as [170]
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to the user in navigating the available privacy settings—or even automatically implement certain

settings automatically on the user’s behalf [121]. Several privacy scholars have advocated for the

use of UTP as an approach to improve users’ awareness of, and engagement with, privacy features

[121, 119, 227]. As a result, a growing body of research has focused on the algorithmic development

and implementation of personalized models that can be used to adapt a system’s privacy settings

to the users’ privacy preferences [150, 234, 190, 213, 30]. However, limited research has focused on

the design and presentation of these adaptations [148, 50, 236, 225]. This study sought to address

this gap by exploring the user reactions, perceptions and feasibility of three adaptation methods

(Automation, Highlight, and Suggestion) that vary in the level of autonomy and control they afford

to users in the privacy decision-making process.

For this study, we developed adaptive versions of 19 Facebook privacy features, and for each

user-tailored feature, we tested users’ reaction to the features adapted using the three adaptation

methods that can be used to implement the suggested behavior (i.e., privacy adaptation). The

three adaptation methods were: 1) Automation —involves the automatic application of the privacy

settings by the system without user input, 2) Highlights—emphasize certain privacy features to

guide users to apply the settings themselves; and 3) Suggestion—explicitly informs users about the

availability of certain settings that can then be applied directly by user. We found that for users,

amongst these three adaptation methods, the optimal adaptation method depended on the their

familiarity with the privacy feature, how they use them, and their judgment of the awkwardness and

irreversibility of the implemented privacy functionality. Based on our findings, we provide design

recommendations for the implementation of user-tailored privacy on modern online technologies such

as social network sites like Facebook.

3.1 Background

User-Tailored-Privacy: User Tailored Privacy (UTP), proposed by Knijnenburg et al. [119], is

one of the recommended privacy adaptive approaches that several privacy scholars have advocated as

a means to improve users’ awareness of, and engagement with, privacy features [121, 119, 227]. The

approach involves modelling user privacy preferences and automatically tailoring privacy settings to

match these preferences [121, 239, 148]. More specifically, UTP is composed of three main parts; the

measurement of users’ privacy preferences and behaviors, then using the measurements to create a
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personalized model and finally adapting the user interface to the predicted privacy preferences by

changing the default privacy settings, giving an explicit recommendation, and/or providing a context-

based justification for the predicted behavior (see Figure 2.1). The goal of UTP is to support and/or

complement users’ privacy management strategies beyond simple “settings” towards a utilization of

distinct, coherent subsets of numerous privacy features in a way that alleviates the cognitive burden

related with the engagement of these privacy features. UTP arguably provides users with just the

right amount of control and useful privacy related information so as not to be overwhelming or

misleading.

In this study, we tested the adapt part of UTP [119]. We used UTP to assess the optimal

adaptation method. Furthermore, since modern online technologies like Facebook have a plethora of

privacy features that can all be potentially be adapted to the user’s preferences, we also investigated

the feasibility of tailoring Facebook’s privacy features. More specifically, we answered the following

research questions:

RQ1: Which features should be tailored to the user’s preferences?

RQ2: How should such adaptations be effected?

3.2 Methods

To answer our research questions: which features should be tailored to the user’s prefer-

ences, and how should such adaptations be implemented? We created 19 mockups of “user-adaptive”

versions of Facebook privacy features. Implementing each adaptive feature with three different adap-

tation methods (Automation, Highlight and Suggestion) at varying levels of automation. We carried

out a series of semi-structured user interviews with 18 participants, showing them paper prototypes

of our adaptive privacy features, and asking them to judge the presented adaptive capabilities and

the three adaptation methods. In this section, we describe our participant recruitment and interview

procedures.

3.3 Recruitment and Participants

Between October and December of 2017, we recruited adult self-reported Facebook users

with the purpose of collecting their feedback on our adaptive privacy features and adaptation meth-

25



ods. They were recruited through flyers around a university campus and the surrounding area, and

via email using university student email listservs. 18 participants each completed the 45-minute

interview session; their demographics are shown in Table 3.1.

ID Gender Age group Features Shown

A F 18-21 1,4,9,15,16,17

B M 21-25 4,7,9,10,13,17

B M 21-25 4,7,9,10,13,17

C M 21-25 4,7,8,10,11,13

D M 18-21 4,6,8,11,14,19

E F 18-21 5,6,12,14,18,19

F M 18-21 4,5,8,11,12,18

G F 35-40 4,8,11,16,18,19

H M 18-21 2,5,7,12,16,18

I M 25-30 2,3,5,12,14,18

J M 25-30 1,6,9,13,14,17

K M 25-30 1,5,6,10,14,16

L M 25-30 5,9,10,13,16,17

M F 25-30 2,3,7,9,12,13,17

N F 20-25 2,4,5,7,8,11

O M 20-25 2,5,7,12,15,16

P M 20-25 1,2,4,15,16,17

Q M 25-30 1,4,6,14,17,18

R M 25-30 5,6,12,14,18,19

Table 3.1: Participant demographics (gender, age group, and experimental treatment (features
shown)).

3.3.1 Interface Mockups

The instrument for our study was a set of paper-based mockups of the 19 Facebook privacy

features listed in Table 3.2. The choice of these features is inspired by Wisniewski et al. who map

out an exhaustive set of boundary regulation mechanisms on various social network sites in [240],

and identify Facebook features implementing these boundary regulation mechanisms in [242]. We

called our system “Fakebook” and used cartoon-style renderings to have the participants focus on

the presented mechanism rather than the specific graphical implementation and the feasibility of

the adaptive technology. For each feature, we created a mockup of the default non-adaptive version

currently available on Facebook, plus three adaptive version, with each version implementing a

different adaptation method: automation, highlight or suggestion. These three adaptation methods

implement varying degrees of automation [149], and are further discussed below.
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# Description

1 Restrict the audience that can view your photo albums

2 Block or unblock an app or game

3 Ignore future event requests from a friend

4 Block or unblock people from seeing your timeline posts

5 Place friends into custom lists

6 Turn the chat on/off

7 Add/remove your contact information

8 Restrict the audience of a post to friends on a custom list

9 Delete a post

10 Hide a post

11 Turn on/off game and app notifications and invites

12 Restrict who can look you up using your email address or phone number

13 Untag yourself from posts

14 Place friends on the “restricted” list

15 Give feedback and/or report a post

16 Limit the default audience that can view your posts

17 Restrict who can posts on your timeline, and who can see what others post on your timeline

18 Follow or unfollow a friend

19 Add/remove your personal information e.g. date of birth, languages, political views

Table 3.2: Participant demographics (gender, age group, and experimental treatment (features
shown)).

3.3.1.1 Automation

The Automation adaptation method implements adaptations without first requesting per-

mission from the user. This adaptation method has the highest degree of automation, as it can

operate completely outside of the user’s awareness. In our implementation, the user is not explicitly

notified of the automatic adaptation, but they are able to see that automated action has occurred

when they arrive at the location where they would have done the action themselves. For example,

when a user is untagged from a post, a participant shown the Automation method would see the

tag removed and replaced with a message informing them that they were automatically untagged

(see Figure. 3.1).

The Automation method substantially reduces the onus of privacy decision-making but can

feel like a significant loss of control [126, 203, 183]. Indeed, Vihavainen et al.[221] studied the

implications of full automation on social interaction on social network sites (SNS) and found that

the loss of granular control leaves users feeling powerless to adjust the specifics of what is being
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Figure 3.1: Mockup of the Automation version of feature 13:“untag yourself from posts”.

disclosed. Optimization of such details of disclosure is a task that users still feel cannot readily and

correctly be transferred from them to a system. Hence, in our designs, the message indicating the

automated action has an undo button, allowing the user to reverse the action. The undo button

makes the Automation method more similar to the other adaptation methods (which require user

intervention before the adaptation is enacted) and is predicted to increase the perceived control of

this adaptation method, without harming its inherently unobtrusive nature.

3.3.1.2 Highlight

The Highlight adaptation method increases the visual prominence of the action that the

adaptive procedure predicts the user would want to take. This can be done either through a color

change, or by giving the recommended action a more prominent location on the screen. In our

implementation, we give the recommended action a yellow background color, and change its ordering

in the list of options, if appropriate. The Highlight method implements a moderate degree of

automation: it gives users a clear indication as to what action they should consider—reducing their

cognitive load without reducing their control. As some privacy features in the Facebook interface are

hidden behind a button or a menu, our Highlight implementation can also highlight the element that

gives access to the adapted feature. For example, when a user is missing important basic information

such as political views (See Figure. 3.2), a highlight on this missing information and of the feature

that enables users to edit this basic information could be necessary. The highlight provides guidance

to users in cases where the adapted feature is not prominent.
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Figure 3.2: Mockup of the Highlight version of feature 19:“Add/remove personal information e.g.,
date of birth, language, political views”.

3.3.1.3 Suggestion

The Suggestion adaptation method displays an “agent” (virtual character) that verbally

suggests a recommended action to the user. Our implementation is based on Facebook’s “Privacy

Dinosaur”, which the Facebook platform currently uses to display “Privacy Check-up” notifications

to the user. The Dinosaur provides suggestions in a general form of, “I think you should...”, increas-

ing the personal nature of the interaction (see Figure. 3.3). The provided options are “Ok” and

“Rather Not”, allowing the user to either accept or reject the recommended action. Users were

told that if they selected “Ok”, the setting would automatically be changed however they would

still be taken to the appropriate setting as well. By asking for an explicit decision, this adaptation

method implements our lowest degree of automation.

Figure 3.3: Mockup of the Suggestion version of feature 8: “restrict the audience of a post to friends
on a custom list”.
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Personalized and anthropomorphic agents have been shown to have beneficial effects on

the acceptability of recommendations [127]. That said, the suggestions will likely be perceived as

relatively intrusive: they take up space and time, potentially creating an undue onus. On the other

hand, the explicit suggestions provide a safer alternative to the other methods, as they give the user

explicit control over the adaptation.

3.3.2 Interview Procedure

Each interview session lasted about 45 minutes, and participants were compensated with a

$5 Starbucks gift card for their time. An IRB-approved interview protocol was adopted to ensure

consistency across all sessions. After obtaining informed consent from participants, the sessions were

audio recorded and later transcribed. The interview with participant O was conducted remotely

using video conferencing and screen-sharing, while the remaining interviews were conducted face-

to-face. After building rapport with participants and introducing them to the study, they answered

two questions for each of the privacy features in Table 3.2. The first question asked how familiar

participants were with each feature (using a 5-point scale: not at all familiar–extremely familiar)

and the second question asked how frequently they used each feature (5-point scale: always–never).

Next, participants were presented with a paper-based user interface mockup of a randomly

selected privacy feature. They were given a scenario to fully understand the use of the feature. The

scenario was:

“You are John Doe from Fresno, California. You are 22 years old, and regularly use

Facebook for business and leisure. You are currently looking for a job and are trying to

keep a clean Facebook account. You would like to < use privacy feature > to achieve <

some goal >”.

Participants were then first shown the default non-adaptive version of the feature, and asked

if they were aware of the feature, and how often they used it (on Facebook). If they had used the

feature before, they would be asked for what purpose they used the feature. If they were completely

unfamiliar with the feature the scenario would again be invoked to help them better understand the

use of the feature. Next, participants were shown a randomly selected adaptive version of the same

feature, and asked for their opinion on the presentation, functionality, pros, cons and comfort with

the adaptive feature, and the method with which it was implemented. This procedure was repeated
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for a total of six times per participant. The subset of features shown to each participant is listed in

the last column of Table 3.1; we ensured that all participants encountered each adaptation method

at least twice (semi-random) with a different privacy feature, and endeavored to cover all the privacy

features equally among all the participants.

After completing six features, participants were given an exit survey, asking them to select

their preferred adaptation method (Automation, Highlight, Suggest, or As is) for each of the features.

This helped us gain a broader overview on whether participants would want to use any of these

adaptive features beyond the in-depth interview, and if so, which adaptation method they would

prefer. The findings for each feature are presented in Table 3.3. Note that the exit survey was only

completed by 10 of our 18 participants.

Feature # Automatic Highlight Suggestion As is

1 1 0 6 3

2 2 5 3 0

3 3 2 4 1

4 0 0 6 4

5 1 1 6 2

6 0 3 3 4

7 0 3 3 4

8 0 2 5 3

9 0 0 2 8

10 2 3 3 2

11 1 3 3 3

12 2 2 3 3

13 1 3 3 3

14 0 3 5 2

15 2 5 1 2

16 1 1 4 4

17 2 1 2 5

18 1 2 5 2

19 2 1 3 4

Table 3.3: The overall distribution of preference for each adaptation method per privacy feature.

3.4 Findings

Based on our analysis of the interview data, we find that Suggestion was the most pre-

ferred adaptation method, followed closely by Highlight, with Automation being the least preferred.

However, we find that the preferred adaptation method for each specific feature largely depends on
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the user’s awareness and usage of the feature, and in some cases on whether the feature results in

awkward or irreversible privacy behaviors. We discuss these findings in detail below.

3.4.1 Automation

3.4.1.1 Automation and Frequency of Use

We find that participants generally dislike the Automation method, especially for features

they never use or are unaware of. As participant M stated when shown the Automation version of

the privacy feature that enables one to block app invites (feature 11 in Table 3.2):

“I was not aware you can block game app invites because I have not explored Facebook

properly. Maybe if I knew this particular feature existed, I would prefer doing it manually

than automatic because you never know who is getting automatically blocked.” (Partici-

pant M)

On the other hand, participants are more accepting of the Automation method for privacy

features they use frequently, just as Participant C stated about the automatic removal of a tag

(feature 13)

“It saves me a lot of time and [. . . ] effort because I do not have to look through 100 posts

that all my friends have tagged me in [. . . ] In terms of situations where I am applying for

a job or like applying for school or something maybe taking those precautionary measures

has a certain cognitive load on me, so it kind of takes that off [. . . ]. It follows along

the line of ‘prevention is better than cure’ [. . . ] So it kind of prevents a wrong, rather

than have a wrong thing out there and then cure it. [. . . ] Better safe than sorry !”

(Participant C)

Nevertheless, participants stressed the need for additional control over the automated fea-

ture, e.g., they would want to be able to turn it on or off. When shown the Automation version

of the audience selector tool used to control who can see a photo album (feature 1) participant A

expressed:

“I feel like it should be a choice for people to have stuff like this automated for you. I

personally would not care for it because I feel it does not save you that much time and I

can set my intended audience in a few seconds.” (Participant A)
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This indicates that the ease of use is an important reason to like the Automation method, and

that the absence of cognitive load reduces the need for fully automated adaptations. Furthermore,

participants are worried about the accuracy of the adaptation for features they use only occasionally.

For example, participant B, who only occasionally uses the “block people” feature (feature 4), argued:

“It means I am relying on the system to detect someone that I know needs blocking. So

essentially, I am believing the system understands me perfectly. Maybe to some degree

the system can learn what kind of people I block [but] I am not so sure that it’s just

learnable like that.” (Participant B)

3.4.1.2 The Presumed Irreversibility of Automation

With the Automation method, participants are wary that the system will reduce their ability

to make their own privacy decisions. Combined with the fear that the system might get their privacy

preferences wrong, they worry that the Automation method will implement privacy behaviors that

are irreversible, leading to persistent negative consequences. As participant A put it when shown

the Automation version of the blocking app invites feature (feature 8):

“I am kind skeptical of the automatic option that it automatically picks who’s going to

see this, because again, it could pick the wrong person and I do not notice, and then you

are not able to know who sees the picture type of thing.” (Participant A)

Similarly, participant M stated about automatically blocking app invites (feature 11):

“Say you have a close friend who is into this game stuff, then automatically blocking him

would not be nice, you would lose a friendship there” (Participant M)

Finally, participant B made a comment about automatically blocking people (feature 4)

that really shows how this fear is related to a potential loss of control:

“Let’s say for example, I block two people that posted something about politics, so if the

system understands that ok he does not like things regarding politics. I think that’s kind

of assumed just because two things were related to politics. I really want to know what

algorithm it uses to understand my character in terms of what kind of people I block.”

(Participant B)
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While our implementation of the Automation method gives users the possibility to undo the

automated action, this did not alleviate participants’ concerns. Many stated that it might already

be too late to undo the automated action by the time they take note of it. For example, participant

I on the possibility to undo the Automation of the friends list management feature (feature 5) stated

that:

“I should not have to undo. It should not do unless I tell it to. Some things cannot be

undone. [. . . ] What if it assumes that this person is my friend, yet he is my boss and

I happen to share an inappropriate post with that person? Now am fired! Sure, you can

undo the setting, but you cannot undo the damage.” (Participant I)

Others mentioned that having to always check to make sure the system got their preference

right would only increase the cognitive load. For example, on the Automatic version of the friend

list management feature (feature 5), participant I stated:

“Sure, you can undo the setting but [. . . ] doesn not that even cause more or the same

amount of work? I thought the point of this was to make it easier, but this makes it

harder. Now I have to go through and check to make sure all is good.” (Participant I)

This responsibility could even spill over into their other social network activities. As Par-

ticipant A stated about the Automation of the audience selector (feature 8):

“Personally, if it says ‘do you want to share with friends’ I would not undo [it], because

most of the time I share with friends anyway. [But] if it got it wrong, it would make me

be conscious about the text I post, making me read it over and over again.” (Participant

A)

3.4.1.3 Automation for Actions with No Consequences

Our findings suggest that Automation is only appropriate when the automated action has

no big consequences for the use. As participant L stated about the Automation of hiding a post

(feature 10)

“If you are already going so far as to like make decisions about automatically hiding posts

or what not which Facebook already does in the backend obviously why are u telling the

user about that in the first place” (Participant L)
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Participants expected that the adaptation would have to be very accurate for there to be

no negative consequences. For example, participant A stated that she would be comfortable with

the Automation of audience selection (feature 8) if it was very advanced:

“I guess if it could [. . . ] guess who is in the picture and what the picture is about, then

you can set it to an audience. But I do not think the technology is probably there yet. It’s

like if a picture has 5+ people, it would probably analyze ‘Oh you are at a party.’ then

you probably should [share it with] your friends [only].’ If this was automatic I think I

would rather have the automatic [version]”(Participant A)

Similarly, participant B would only be comfortable with the system automatically blocking

people (feature 4) if it were very accurate:

“Once I believe that the system is [. . . ] very good at understanding the kind of people I

block, then I would be comfortable. But if you are asking me to use it right now, am not

so sure the system knows my character very well. I would use this fully if I have proof the

system is good at its job of understanding what kind of people I block. Having automatic

blocking kind of gives me the assurance that I am going to look clean in the eyes of the

people.” (Participant B)

3.4.2 Highlight

3.4.2.1 Highlight for Unobtrusive Awareness

Participants appreciated the Highlight method for its ability to unobtrusively raise users’

awareness about a privacy feature. When shown the Highlight version of the friend list management

feature (feature 5) participant L stated:

“I think it’s not obstructive to seeing the rest of the screen but it also gives a visual cue

to say like we recommend this choice or information” (Participant L)

Similarly, when shown the Highlight version for adding/removing contact information (fea-

ture 7), participant C stated:

“I will have to agree 100%, that it definitely makes me more aware, because otherwise I

am just seeing plain text, and I do not really care about what information I am putting
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out there. This kind of makes me [. . . ] more aware of what I am putting out there and

what it’s asking me for [. . . ] It helps me be aware or control my privacy to a degree

better.” (Participant C)

The same participant also remarked that the Highlight method is less cluttered and less

taxing than the Suggestion method because it allows him to “selectively choose to ignore the highlight

feature.” Also comparing Highlight to Suggestion, participant K stated regarding the “hide a post”

feature (feature 10):

“if I scroll through a bunch of posts to hide, suggestions would be annoying but if I was

scrolling through and it had a highlight then that would be ok. If it was highlighted yellow

or something then that would draw my attention.” (Participant K)

3.4.2.2 A U-shaped Relation with Familiarity

We find that participants’ preference for Highlight depends on their familiarity with the

privacy feature. On the one hand, expert users of a certain privacy feature may find Highlight

a redundant adaptation method, and prefer full Automation instead. For example, participant A

regarding the reporting of a post as spam (feature 15) stated that:

“It’s a redundant adaptation to have. I understand that your trying to raise awareness

that ‘oh this is the spam button,’ but [. . . ] if you wanted to report it in the first place

then you would report it as spam, but if you did not want to mark it as spam regardless

then you would not.” (Participant A)

On the other hand, participants could easily get confused with the Highlight method if they

are unfamiliar with a privacy feature, resulting in a perceived loss of control. They are instead

more likely to prefer a Suggestion that provides some more information. When shown the Highlight

version of the friend list management feature (feature 5) participant L stated this downside:

“It cannot really show a justification for why it is being highlighted over something else

[. . . ] I mean that’s less information being given to the user.” (Participant L)

In sum, our findings suggest that there is a nuanced U-shaped relationship between the

participant’s familiarity with a privacy feature and their preference for the Highlight method: while
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it may be redundant for expert users of the feature, and confusing for novice users, it unobtrusively

provides an optimal level of awareness to those who occasionally use the feature.

3.4.3 Suggestion

3.4.3.1 Convenience or Nuisance

All but one of the participants prefer the Suggestion method for at least one of the presented

privacy features. Like Highlight, Suggestion raises users’ awareness about the privacy feature. For

example, participant E stated the following about the Suggestion version of the adaptive “restricted”

list feature (feature 14):

“yes, restricted lists are not what I always think of. I think of blocking more than restricted

list and thus having the suggestion pop-up brings it more to mind.” (Participant E)

Suggestions are convenient, because they provide a shortcut to the functionality. Participant

J was shown the Suggestion version of the adaptive untag feature (feature 13) and he stated:

“I do not have to go through the settings[..]I do not have to click the drop down and find

anything in the settings menu. I am given a clear choice about the tag to either keep it

or remove [..] It really focuses me in on the thing that might be important.” (Participant

J)

Similarly, when shown the Suggestion version of the hide post feature (feature 10), partici-

pant C brought up both increased awareness and convenience benefits:

“I would definitely save a lot of time because this would pop up and I would click “ok”

for the posts that I do not care about [...] and it will take care of all similar posts. It’s

going to catch my attention more than a hide icon.” (Participant C)

Several participants appreciated the idea of getting privacy advice from a virtual character.

For example, when participant A was shown the Suggestion version of limiting the default audience

that can view one’s posts (feature 16), she expressed:

“I think it’s a cute dinosaur for starters. It really does grab your attention because if I

am about to post and something like this pops up, I am definitely going to look at it [...]

so it reminds you before you post.” (Participant A)
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Similarly, when shown the Suggestion version of the feature that turns game and app noti-

fications and invites on/off (feature 11), participant C stated:

“I prefer the suggestion, because comics and pictorial representations are more than

just text [. . . ] comically depicted speech bubbles kind of engage my mind and bring my

immediate focus and attention into this [. . . ] it’s drawing me towards fixing the need of

the hour.” (Participant C)

On the other hand, some participants did not like the virtual character, suggesting it was

somewhat childish, and not serious enough for the topic of privacy. For example, participant F

commented on the Suggestion version of the follow/unfollow a friend feature (feature 18):

“It looks like a blue bunny almost [. . . ] It’s a little childish I guess [...] I think a little

more professional presentation would be in order.” (Participant F)

Some participants also suggested ways in which the virtual character could be improved or

made better e.g. participant A, feature 16:

“I guess it would be better if you can have an option to change or customize it to maybe

something like a privacy dog or a self-resembling avatar to [make it] seem like I am

reminding myself.” (Participant A)

Furthermore, we find that participants tended to dislike the Suggestion method for features

they use frequently. This is because too many suggestions require considerable attention from the

user to successfully be dealt with. As participant C continues to explain about the hide post feature

(feature 10):

“I do not want to see more than two of these at a particular instance for two consecutive

posts [. . . ] It gets repetitive [. . . ] I do not want to see a suggestion saying the exact same

thing on three consecutive posts, even if those posts are things that I do not care about.”

(Participant C)

Similarly, participant F commented about the follow/unfollow feature (feature 18):

“It would be okay if it was every once in a while. I really do not want it to be like ‘oh

you should do this this this and this!’ [...] But I think [I would like it] if every once in
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a while, it was like ‘you have not spoken to this person in three years maybe u should

unfollow’.” (Participant F)

3.4.3.2 An Opportunity for Explanation

For features that participants are unfamiliar with, Suggestion has an added advantage: the

opportunity to explain the privacy feature and the adaptation to the user. These explanations give

users a reason for the Suggestion, thereby actively helping them learn something about Facebook

privacy. Combined with the ability to either follow or ignore the suggestion, such explanations may

help users feel more in control of their privacy. For example, when participant H was shown the

“follow or unfollow a friend” privacy feature (feature 18), he stated:

“I think it would be helpful if it gave a reason, the tough part is counting on the person to

follow through. But I think people value their privacy and I think it would be successful

because there [are] lots of fake accounts.” (Participant H)

Similarly, when participant I was shown the privacy feature that restricts who can look him

up using his email address or phone number (feature 17), he stated:

“I feel like if you are going to suggest something to me, you should give me a reason.”

(Participant I)

3.4.3.3 Awkward Suggestions and Social Norms

Our findings show that suggestions can break certain social norms, especially when applied

to private behaviors that carry a negative social perception, such as deleting posts and unfollowing

users. For example, when participant I was shown the “follow or unfollow a friend” privacy feature

(feature 18), he stated:

“I might like someone’s posts a lot but not follow them. Thus the system can suggest

that I follow them based on those likes. However it should not make a suggestion that I

unfollow anyone, because common sense dictates [that you should not suggest to me to

unfollow people].” (Participant I)

Similarly, participant L stated about the deletion of a post (feature 9):
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“I do not want Facebook to suggest what I should delete because that would be a weird

decision to make for me.” (Participant L)

Indeed, some participants mentioned that the Privacy Dinosaur adds to the awkwardness

of Suggestions that carry a negative social perception. For example, when participant I was shown

a privacy dinosaur that came with the suggestion to restrict who can look him up using his email

address or phone number (feature 17), he stated:

“Why is the dinosaur giving me a suggestion and not just insight? [. . . ] I do not think

the dinosaur should suggest. I think the dinosaur should just give me options, or [tell

me] what different options do or something [. . . ] But giving me a suggestion without

actually giving me reason why it’s suggesting would probably be a reason I would be

uncomfortable [with it], because I would feel like this dinosaur knows more than it’s

giving me information about.” (Participant I)

This comment also suggests that explanations can potentially reduce the awkwardness of

Suggestions by carefully explaining the reasoning behind them. Without explanations, though,

certain suggestions felt unsolicited or even rude. As participant H expressed about the Suggestion

to turn on/off game and app notifications and invites (feature 11):

“The system could notice how much I have been clicking ‘NO’. It would then be helpful

to have a suggestion that says, ’we noticed you say NO a lot, do you want to block the

app invite?’ It’s kind of a call to action I guess.” (Participant H)

3.4.4 No Adaptation

3.4.4.1 No Adaptation Rather than a Different Method

We have already discussed several situations where participants preferred the traditional

untailored privacy features to our user-tailored alternatives. This preference was most pronounced

for seemingly irreversible actions (especially when participants saw such features paired with the

Automation method, e.g. participant I, feature 5: “Sure, you can undo the setting, but you cannot

undo the damage”) and for actions with a negative social perception (especially when participants

saw such features paired with the Suggestion method, e.g. participant L, feature 9: “I do not want

Facebook to suggest what I should delete because that would be a weird decision to make for me.”)
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In both cases, participants did not prefer a different adaptation method, but rather opted for no

adaptation at all.

3.4.4.2 The User Is the Best Adaptation Algorithm

Beyond this, the preference for ‘no adaptation’ also seemed to correlate with participants’

trust in the system’s ability to learn the user’s preference (again, this was most pronounced when

participants saw the Automation method, e.g. participant B, feature 4: “It means I am relying

on the system to detect someone that I know needs blocking”), and finally, this preference seemed

to correlate with participants’ familiarity with the privacy feature. For example, when shown the

Suggestion to have the chat feature turned off (feature 6), Participant J stated:

“I feel like if I turn off the chat it’s because I want to be temporarily without notifications

and I will come back and turn it back on later. But I think more likely I will just put my

phone on silent [...] I want chat all the time—like, that’s my main use of Facebook. I

would not want some automatic process to turn it off. And if it suggested I turn it off, I

would not listen.” (Participant J)

In sum, when participants distrusted the algorithm behind a certain adaptive privacy fea-

ture, or when they were already intimately familiar with the privacy feature, they essentially con-

sidered themselves to be a better adaptation algorithm than the system. Hence, in these cases they

preferred the traditional untailored version of the privacy feature.

3.5 Discussion

Our findings summarized in Table 3.4 answer and shed an interesting light on our research

questions. We find that the preferred adaptation method for the different privacy features depends on

users’ awareness and usage of those features (RQ2). Since different Facebook users are (un)familiar

with different features, this means that the preferred adaptation method for each feature differs per

user. The adaptation method itself should thus be tailored to the user as well.

Moreover, we find that the preferred adaptation method may sometimes not be suitable, in

which case users end up preferring the untailored version (RQ1). This limits the extent to which

user-tailored privacy can be implemented on Facebook.
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Automatic/Irreversible? Awareness/Usage

Unfamiliar/Do not use Occasional Use Frequent Use

Yes As is Highlight As is

No Suggestion Highlight Automation

Table 3.4: Preferred adaptation methods given adaptation effects and user privacy feature awareness
or usage

3.5.1 Unfamiliar/Infrequently-Used Features

When Facebook users are unfamiliar with a privacy feature, they prefer the Suggestion

method, mainly because our implementation of Suggestion (the “Privacy Dinosaur”) allows for the

adaptive behavior to be explained. The infrequent use and unfamiliarity makes the load of using

them more cognitive rather than physical. With proper explanation, the Suggestion method actually

reduces this load.

Moreover, its superior level of control turns the Suggestion method into a “privacy educa-

tion” tool that introduces users to a privacy feature they were previously unaware off. Normally,

introducing users to a new privacy feature can be daunting or confusing: because the user is un-

familiar with the feature, they may not know how to interact with it (for example: if the user has

never “blocked” another user, they may not know when it would be appropriate to do so). The

adaptive behavior solves this problem, though, by not only introducing the feature to the user, but

also suggesting to the user how to interact with it, thereby reducing the cognitive load. In effect,

the adaptive nature of the Suggestion makes it a very accessible tool for education.

However, users do not prefer the Suggestion method when it gives the wrong suggestions

that they are likely to find awkward such as blocking a friend. Such a suggestion is considered to be

against the norm of social interaction. Therefore, rather than opting for one of the other adaptation

methods (which lack the desired explanation of the adaptive behavior), users prefer that the privacy

feature remains untailored.

3.5.2 Occasionally-Used Features

When Facebook users use a feature occasionally, they may prefer the Highlight method.

This preference is mainly a compromise: Suggestion would significantly be a destruction for features

that are used with some regularity (the privacy dinosaur would show up too frequently), while

Automation would significantly reduce control (users are not familiar enough with these features to
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comfortably allow the system to take over altogether).

3.5.3 Frequently-Used Features

When users use a feature frequently, users prefer Automation, suggesting that they are

willing to give up some control in return for a reduction in the effort required for proper privacy

management. Frequent users already know what to do with a feature, so their main effortful load is

rather physical than cognitive. In effect, neither Highlight nor Suggestion would sufficiently reduce

this load. Moreover, users seem to have an intuitive understanding that their frequent use of a

feature likely improves the quality of the adaptive behavior. This gives them a certain amount of

“indirect” control over the Automation method.

However, users do not prefer the Automation method when the resulting automated privacy

decision feels irreversible. For example, Facebook users would not appreciate the system automat-

ically unfriending or blocking their friends, deleting their posts and setting their post audiences.

Even though our implementation of Automation provides a clear mechanism to “undo” the decision,

making every decision technically reversible, users are uncomfortable when a system automatically

implements a decision that “feels” irreversible without asking the user.

3.6 Design Implications

We offer the following insights for social network designers interested in implementing user-

tailored versions of privacy features. While our study focuses on the Facebook platform, we argue

that our insights are sufficiently generic to also apply to other social networks (or indeed, other

information systems in general).

3.6.1 Selectively Automate Privacy Features

Our findings suggest that designers can automate privacy features to relieve some of the user

responsibility in privacy decision-making. However, they are advised to only do so for features that

users use frequently, and to avoid automating any privacy behaviors that are perceived as having

irreversible consequences. Given the large variation in privacy feature usage among Facebook users

[242], this means that the selective Automation of privacy feature should itself be tailored: the

system should find out which features each user frequently uses, and only automate those features.
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Accuracy is of utmost importance when fully automating privacy features: Many partici-

pants in our study portrayed a lack of trust in the system’s ability to accurately tailor its privacy

settings to their preferences. Unless the underlying algorithm is extremely accurate, users will likely

believe that they themselves are much better at managing their own privacy (even though research

shows this often not to be the case! [156, 150, 206]).

3.6.2 Selectively Apply Highlights

Designers can use subtle highlights recommending certain privacy behaviors as a means to

assist users in making better decisions, but also to help raise their awareness of certain privacy

features that they may have forgotten about. Designers can capitalize on the subtle awareness-

raising capabilities of this adaptation method by using it primarily for privacy features that users

only use occasionally. Again, this means that the application of the Highlight method should itself

be tailored to the user.

3.6.3 Selectively Make Suggestions

Facebook already has a Privacy Dinosaur that makes privacy-related suggestions, so de-

signers have the opportunity to leverage this functionality to make adaptive privacy suggestions or

design a similar virtual character for other social networks/information systems.

The virtual character should be designed not only to make privacy recommendations, but

also to explain those recommendations: several participants in our study suggested—unprompted—to

include explanations of the adaptive behavior in the dinosaur’s suggestion. Designers should avoid

the potential awkwardness of suggesting privacy behaviors with negative social connotations (e.g.

blocking or unfollowing people), though. That said, a good explanation can alleviate some of these

concerns.

The opportunity for explanations also makes the Suggestion method particularly useful

for introducing the user to privacy features they are unfamiliar with. Again, this means that the

application of the Suggestion method should be tailored to the user’s awareness of the various privacy

features.
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3.7 Limitations and Future Work

An obvious limitation of our study is that our adaptive privacy features were mere paper

mockups, using cartoon-style renderings with less visually distracting features as compared to the

actual Facebook. This might have given them a less realistic appearance, but also made it easier

for the participants to concentrate on the presented adaptation mechanism and envision the use

of the adaptive privacy features without getting hung up on design details. Moreover, whereas in

real life such adaptive features would likely make the occasional mistake, our presented scenarios

assumed that the adaptation methods presented to participants worked with 100% accuracy. That

said, participants questioned the idea that the adaptive system would always get their privacy

preferences right, and frequently brought this up as a potential reason to prefer the traditional

untailored privacy features. As such, the potentially reduced accuracy of the presented adaptations

in real-world systems is likely to significantly impact users’ perceptions and may result in a reduced

preference for adaptive privacy functionality.

On the other hand, we note that most existing work on adaptive privacy features evaluates

their accuracy only, without testing the user experience of the resulting system or the usability of

the mechanism by which the privacy recommendations are presented to the user (Liu et al. [149]

and Knijnenburg and Jin [118] are notable exceptions). Our paper demonstrates that the method

by which the recommendations are presented has a strong influence on the user experience. Hence,

we encourage researchers and developers of adaptive privacy features to conduct usability and user

experience tests.

Our study design relied on users’ self-reported evaluations of the paper-based mockup de-

signs we showed them. While this allowed users to critically reflect upon the consequences of the

user-tailored functionality and the three adaptation methods, users did not have the opportunity

to interact with the privacy features in a social network interface. This precludes us from making

strong claims about the usability of the adaptation methods, and it may even mean that users’

preferences for these methods change once they have the opportunity to interact with them. Thus,

future research should explore the usability of different adaption mechanisms in an interactive test

environment.

We also limited ourselves to a subset of prominent Facebook privacy features as previously

identified by Wisniewski et al. [242]. They cover only a limited subset of the available privacy
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features and are restricted to the features on the Facebook platform. That said, we made sure

that the selected features span the various “boundary protection mechanisms” covered in [240]—a

work that also demonstrates that these mechanisms exist in various forms across a variety of social

network sites.

Despite these limitations, the answers to our research questions constitute a clear pattern of

user preferences, with Table 3.4 mapping out which situations call for adaptive privacy features, and

which adaptation method would likely be preferred. We argue that these insights are sufficiently

generic to apply to any social network site, or indeed any information system that may benefit from

adaptive privacy features. In future work, researchers, developers and designers can leverage these

insights for the development adaptive privacy features in research prototypes or real-world social

networking sites.

3.8 Conclusion

This chapter demonstrated the viability of UTP and highlights users’ initial perceptions to-

wards the three proposed adaptation methods (Automation, Highlight, and Suggestion) in increasing

user awareness, engagement and use of the available privacy features within some modern online

technologies such as SNSs like Facebook. Our findings reveal that participants generally dislike the

full Automation method, except for privacy features they use frequently and perceive as inconse-

quential, where it can alleviate some of the behavioral onus and effort of managing one’s privacy.

The Highlight method is appreciated for its ability to unobtrusively raise users’ awareness about

a privacy feature and is thus most suitable for features users only use occasionally. Finally, the

Suggestion method is preferred as a means to teach users privacy features they are unfamiliar with,

unless this results in awkward suggestions of behaviors with negative social connotations. As the

familiarity with and usage of the various privacy features differs extensively per user, we argue that

the choice of adaptation method itself needs to be tailored to the user as well.

An intuitive next step is to quantitatively understand the effectiveness of the three adapta-

tion methods in improving users’ engagement with the available privacy features and their overall

levels of privacy. In Chapter 4, I describe an experimental study (N = 406) in which we devel-

oped and leveraged a functional but carefully controlled SNS UI prototype to test users’ privacy

management behaviors. The controlled but semi-realistic SNS environment implementing one of
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the adaptation methods, allowed us to gain an empirical understanding of the effectiveness of the

adaptation method in improving user engagement and their overall level of privacy protection.
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Chapter 4

The Effectiveness of Adaptation

Methods on Privacy

Decision-Making

In Chapter 3, I shed light on users’ initial perceptions towards the application of three adap-

tation methods (Automation, Highlights, and Suggestions) in presenting suggested privacy behaviors.

In particular, the Automation adaptation method was generally disliked, except for privacy features

that were used frequently and perceived as inconsequential. In this case, automation could help alle-

viate the cognitive burden involved in privacy management. The Highlight adaptation method was

appreciated by users for its ability to unobtrusively raise users’ awareness about a privacy feature.

The Suggestion adaptation method was preferred as a means of teaching users privacy features that

they were unfamiliar with, unless the the feature was awkward to suggest or had a negative social

connotation. However, it remains unclear if these adaptation methods would actually be effective

at improving users’ engagement with the available privacy features (to encourage active ownership

over one’s privacy) and their overall levels of privacy protection. As such, this begs the question:

which adaptation method(s) are effective at improving user engagement with the privacy features

and offer better overall privacy protection outcomes?

In this chapter 1, I present an experimental study aimed at examining the effectiveness of the

1Published as [169]
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adaptation methods in improving user engagement and overall privacy protection on modern online

technology such as an SNS platform. We systematically evaluated the effect of these adaptation

methods on participants’ engagement with the privacy features, their tendency to set stricter settings

(protection), and their subjective evaluation of the assigned adaptation method. We found that the

automation of privacy features afforded users the most privacy protection, while giving privacy

suggestions caused the highest level of engagement with the features and the highest subjective

ratings (as long as awkward suggestions are avoided). Based on our findings, we provide practical

recommendations to improve user awareness of, and engagement with, privacy features on modern

online technologies like social media platforms.

4.1 Background

Presenting Privacy Adaptations: While prior work has identified methods to create personal-

ized models that can be used to adapt a system’s privacy settings to the user’s preferences, limited

research has focused on the design and presentation of these adaptations [148, 50, 236, 225]. The

concept of “presentation” goes beyond the visual characteristics of the adaptation and can have a

profound impact on the required level of engagement with the system and the user’s tendency to

follow the suggested adaptation. For example, while some propose to fully automate the privacy

decision-making process (e.g. [198]), others have implemented adaptive suggestions (e.g. [148], or

suggested the use of personalized nudges (e.g. [227]) or interface adaptations (e.g. [236]). More

specifically, Liu et al. [148] found that mobile app permission setting suggestions based on user pri-

vacy preferences were perceived to be helpful and largely adopted by users. Most importantly, the

suggestions increased user engagement with the privacy settings. Warberg et al. [227] reaffirmed the

importance of examining the possibilities of tailoring privacy nudges to align with individual dif-

ferences in decision making and personality, especially among large organizations such as SNS that

typically have a large number of users. Wilkinson et al. [236] recognized that the privacy features

on social networks are often more than one click away, and explored the idea of adapting the social

network User Interface (UI) in such a way that it increases the salience of those features that fit the

user’s personal privacy management strategy (cf. [242]).
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While this existing work has explored different methods of adaptively assisting users with

their privacy management practices, all but two papers (i.e. [170, 50]) have compared various adap-

tation method in terms of their effectiveness at enhancing user engagement and overall privacy

protection. The first exception is the work highlighted in Chapter 3 where we identified three adap-

tation methods—Automation, Highlight, and Suggestions—that varied in the level of autonomy and

control afforded to users (ranging from full control to no control [202, 203]) in managing their pri-

vacy. The second exception, Colnago et al. [50], adopted the adaptation methods used by Namara et

al. [170] in the design of different automation levels for a personalized Internet of Things (IOT) pri-

vacy assistant (PPA). They found that in choosing an appropriate adaptation method, users weigh

their desire for control against their fear of cognitive overload in making privacy decisions.

Thus, building on the work in Chapter 3 and Colnago et al.’s [50] , the work in this study

implemented the same three adaptation methods but within a functional and carefully controlled

SNS UI prototype to allow us to gain an empirical understanding of the effectiveness of the adaptation

method in improving user engagement and their overall level of privacy protection. we iterate on

the definitions of the three adaptation methods described in Chapter 3 (Section 3.3.1) to align them

to the context of this study:

Automation: The “Automation” adaptation method involves the automatic manipulation of

a privacy feature without first requesting user permission. While this adaptation method can

operate completely outside of the user’s awareness, our implementation does leave a message

on the privacy feature informing the user of the automated action taken by the system on their

behalf. For example, when a user is automatically untagged from a post, the tag would be

removed and replaced with a message informing them that they were automatically untagged

(see Figure. 4.1). Coupled with the message is a small “Undo” button that allows the user to

reverse the automated action if they are uncomfortable with the automated setting.
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Figure 4.1: The automation adaptation of the privacy feature for “untagging oneself from a post”
in our SNS UI mockup

Highlight: The “Highlight” adaptation method involves increasing the visual prominence

of a privacy feature—a subtle “nudge” that is meant to encourage the user to undertake a

certain privacy action. This is achieved by highlighting the background of the privacy feature

using a highly contrasting color (in our study: a yellow background color). Note that our SNS

UI mockup is based on the Facebook UI, in which many privacy features are hidden behind

menu options or have multiple navigation pathways. The highlight implementation therefore

illuminates not only the privacy feature itself, but also the path towards it. For example, when

a user is tagged in a post, the Highlight adaptation to untag the user emphasizes both the

context menu button that contains the “Remove tag” feature as well as the feature itself (see

Figure. 4.2).
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Figure 4.2: The highlight adaptation of the privacy feature for “untagging oneself from a post” in
our SNS UI mockup

Suggestions: The “Suggestion” adaptation method involves proactively recommending the

privacy action to the user. Namara et al. [170] display the recommendation message using a

virtual character (“agent“) to increase its prominence and to be more endearing [4]. Moreover,

although recommendation messages can vary in tone and framing, Namara et al. use a positive

framing (i.e. nudge the user towards taking the suggested action), giving the user the option

to accept (“Ok”) or reject (“Rather Not”) the recommended action. We use the same im-

plementation as Namara et al. [170] (see Figure. 4.3) because their particular implementation

was well-received in their interview study. We leave the investigation of alternative versions

of this adaptation method for future work. If users click “Ok“ the suggestion is implemented

directly. If the suggestion appears when the privacy feature is not on the user’s screen, users

are transferred to the page or point where the feature appears, so that they can verify the

adaptation and adjust the setting if needed.
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Figure 4.3: The suggestion adaptation of the privacy feature for “untagging oneself from a post” in
our SNS UI mockup

Facebook Users’ Privacy Behaviors and Features: As mentioned above, the SNS UI mockup

used in this study was based on the Facebook UI, which has many privacy features. Wisniewski et

al. [240] identified and categorized an exhaustive set of prevalent boundary regulation mechanisms

supported on social media platforms. They found that Facebook supported its users’ privacy pref-

erences through features that facilitated management of access to oneself (e.g., blocking other users,

or hiding one’s online status to avoid unwanted chats), management of personal information (e.g.,

withholding contact or basic info), management of interpersonal interactions (e.g., friending and un-

friending), management of virtual spaces (untagging posts or photos or deleting unwanted content

posted by others), and management of interactions between networks (e.g., hiding one’s friend list

from others). In a follow up study, the authors identified 36 privacy features users often used to

perform these privacy behaviors [242]. They analyzed the behavioral patterns in a collected dataset

and found that the users’ engagement with the identified features loaded onto 11 distinct latent fac-

tors. Moreover, they were able to identify 6 groups of participants who employed distinctly different

privacy management strategies to achieve their desired level of privacy. Namara et al. adopted 19

of the privacy features identified by Wisniewski et al. [242], making sure to include features from

all 11 identified factors. To make our study more manageable, we further reduced the number of

privacy features to 13, still keeping at least one from each of the 11 identified factors.
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4.2 Methods

Our user experiment aimed to examine the effectiveness of adaptation methods—automation,

highlights, and suggestions—in improving user engagement and overall privacy protection. Specifi-

cally, we sought to answer the following research questions:

RQ1: Which adaptation method(s) are effective at improving user engage-

ment with the privacy features?

RQ2: Based on their default application and user engagement patterns, which

adaptation method(s) offer better overall privacy protection outcomes?

RQ3: Which adaptation method(s) do users find most helpful?

Going beyond previous work [170, 50], we specifically examined the actions users took

when privacy features were adapted and presented using these adaptation methods. The Clemson

University Institutional Review Board (IRB) approved our study.

4.2.1 The SNS User Interface Mockup

Participants interacted with a carefully controlled working prototype of an SNS platform

(“FriendBook“, see Appendix A.1, Figure 1). To increase the realism and ecological validity of the

experiment, the FriendBook UI was based on the UI of the Facebook web application2 and populated

with posts using the Tweet corpus collected by Cachola et al. [42]. Each user saw the exact same

posts, friends, etc., thereby guaranteeing that all users had the same opportunities to engage with the

various privacy features. Using FriendBook allowed us to manipulate how we applied the adaptation

methods to the adapted privacy features; in some conditions we applied the same adaptation method

to all features, while in other conditions we avoided adapting certain features and/or or tailored the

adaptation method to the user’s awareness and past usage of each privacy feature (see Table 4.1,

and Section 4.2.4 for a description of the experimental conditions).

2FriendBook was developed before a new Facebook UI design was deployed in September 2020.
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Conditions Description N

None (C1) No adaptation is applied to any of the features. 54

allAutomation (C2) All 13 privacy features are presented as having been automatically executed by the system. 49

allHighlight (C3) All 13 privacy features are highlighted using a yellow color. 45

all Suggestions (C4) Suggestions are provided for all 13 privacy features. 47

allTailor (C5) The adaptation method applied to each privacy feature depends on users’ familiarity with

and prior usage of the feature (on Facebook), as explained in Table 4.3.

61

someAutomation (C6) The privacy features are presented as having been automatically executed by the system,

except for the features deemed “irreversible” in Namara et al. [170] (i.e. the three Block

features).

46

someSuggestions (C7) Suggestions are provided for the privacy features, except for the features deemed “awkward”

in Namara et al. [170] (i.e., the three Block features, Delete post, and Unsubscribe from a

friend).

40

someTailor (C8) Like Condition C5, but automation is avoided for “irreversible” features and suggestions are

avoided for “awkward” features (no adaptation is applied instead).

64

Table 4.1: Overview of the strategies used to adapt the 13 privacy features in each of the eight
experimental conditions. Included are the number of participants (N) recruited in each condition.
Note: There is no “some” variant of the Highlight condition, since Namara et al. [170] did not find
any features for which its application was deemed problematic.

As outlined in Section 4.1, we implemented adaptive versions of 13 privacy features (see

Table 4.2 for descriptions) inspired by Wisniewski et al.’s [242] inventory of Facebook’s privacy

features. The selected 13 privacy features cover privacy behaviors commonly performed on Facebook

such as altering the News Feed, managing profile information, friend management, limiting access

control, blocking people/apps/events, restricting chat, and friend management [242]. The privacy

features were similar in design and functionality to those found on Facebook.

All user interactions with the privacy features (adapted or not) were recorded and used to

assess overall engagement patterns and privacy protection outcomes (see Section 4.2.5).
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Privacy Behavior Feature Name Description

Altering News Feed
Hide post Hide a post from the timeline or newsfeed.

Unsubscribe from a friend† Stop seeing a person’s posts in the newsfeed but remain friends with

them.

Selective Sharing Audience selection Restrict the audience that can view posts.

Timeline/Wall Modera-

tion

Delete Post† Delete a post.

Reputation Management Remove Tag Untag oneself from a post.

Restricting Chat Changing chat availability Turn the online chat indicator (i.e., active status) on/off.

Managing Contact Info Contact Info Remove contact info (e.g email, phone number, home address).

Managing Basic Info Basic Info Remove basic info (e.g date of birth, gender, religious/political

views).

Friend Management Organize friends Place a friend into a custom list.

Limiting Access Control Control who can post on time-

line

Restrict the audience that can post to one’s timeline.

Blocking People Block a person∗† Stop a person from seeing one’s timeline.

Blocking Apps/events
Block app invites∗† Used to block future application requests from particular friends.

Block event invites∗† Block future event invitations requests from particular friends.

Table 4.2: The 13 Privacy Features adapted using the 3 adaptation methods. ∗: deemed “irre-
versible”; †: deemed “awkward”.

4.2.2 Study Setup

Participants were recruited between December 2019 and January 2020 via Amazon Me-

chanical Turk,a participant recruitment platform where people complete short tasks and receive

automatic payments [193]. A total of 575 adult participants were recruited.

We restricted participation to people within the United States with a high “worker rep-

utation” (i.e., those with a HIT approval rate greater than 95% with at least 50 approved past

HITs) to ensure satisfactory response quality. We also included several attention check questions

and quality checks to remove participants who spent little time (less than 1 minute) within the study

environment or who did not carefully read/respond to the pre- and post-survey questions [132]. Af-

ter discarding 169 participants who did not meet our participation requirements and data quality
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checks, the valid data used in the analysis was from 406 participants: (215 Men, 189 Women), aged

between 18 and 60 (median category: 25-30).

4.2.3 Study Procedure

After reading the consent form and agreeing to partake in the study, participants completed

a pre-survey. This pre-survey asked participants to indicate their awareness and past usage of each

of the 13 privacy features (on Facebook). This was done by showing the participant an image of the

privacy feature under examination and asking them 1) “Are you familiar with this Facebook feature:

[Name of Feature]?” (response options: Yes, No) and 2) “How often do you use this feature?” (re-

sponse options: Never Used, Used Once, Occasionally Use, Frequently Use). The responses to these

questions enabled us to appropriately tailor the adaptation methods of each privacy feature based on

their awareness and past use of the feature for the participants in experimental conditions C5 and C8

(see Section 4.2.4 for details on how the adaptation method was tailored in these conditions). Note

that while this tailoring procedure was only implemented in conditions C5 and C8, all participants

filled out the pre-survey to prevent this procedure from becoming a confounding variable.

A job search scenario was used as a motivating context in which participants could explore

and manipulate the FriendBook profile used in the study. Specifically, participants were invited to

imagine that:

“You are Alex Doe from Fresno, California and regularly use FriendBook (a social media

site) for professional and leisure activities. You are currently looking for a job and

have been advised by your mentor that employers monitor and scrutinize applicants’

FriendBook profile before making decisions on whether to hire them or not. They have

provided you with the following smart practices to consider about your profile as you go

through the application process.”

A list of smart practices (See example in Appendix A.2, Figure 2) was shown to participants

following the scenario to ensure that they were cognizant of the types of tasks they could perform

while on FriendBook. They were quizzed on this list to make sure that they paid attention to it.

Together, the scenario and the list of smart practices helped participants navigate, engage, explore

and review “their” profile on FriendBook. For easy recollection of the use context, the list of smart

practices was also presented as a persistent sidebar throughout the user interaction process with

57



FriendBook. (see Figure 1 ). This list was carefully pilot-tested (N = 25) to make sure that partici-

pants were properly motivated to manage their profile without explicitly demanding that they would

engage in specific privacy management practices. Responses in our pilot-test debriefing interviews

convinced us that participants would interact with the privacy features that they themselves thought

to be the most appropriate ones to engage with.

Participants were subsequently asked to explore and interact with their profile on Friend-

Book, with the goal of ensuring that they were okay with what is on it, given the imagined up-

coming job interview. In this phase, participants explored the various posts/friend, profiles/settings

and—where appropriate—made changes using the available privacy features3. Depending on the

experimental condition, (a subset of) the 13 privacy features would be adapted to the user using the

designated adaptation method(s).

Upon completing the FriendBook task, participants were asked to evaluate the overall use-

fulness of the FriendBook platform (based on a scale adopted from [52]) and the perceived level

of decision help they believed the platform provided (based on a scale adopted from [124]). Each

participant was compensated with $3 for participating in the study.

4.2.4 Experimental conditions

We developed a total of eight experimental conditions, with each condition applying the

adaptation methods to the privacy features in a unique manner (see Table 4.1 for an overview).

Condition C1 served as a baseline where no adaptations were applied at all. In conditions C2-

C4, all 13 privacy features were adapted to the user, using one of the three adaptation methods

(Automation, Highlight, Suggestions, resp.).

Condition C5 was motivated by the results of Namara et al. [170], who concluded that it

likely would be expedient to tailor the adaptation method itself to the user’s prior knowledge and

usage of the feature. Hence, in this condition the application of one of the adaptation methods

was conditional upon participants’ answers in the pre-survey regarding their familiarity with and

usage of the privacy features (on Facebook): the Automation adaptation was applied to any privacy

features the participant used frequently on Facebook; the Highlight adaptation was applied to any

privacy features the participant used only occasionally; no adaptation was applied if the user had

3Participants who spent too little time (<1 minute) interacting with FriendBook were removed from the analysis.
The remaining participants spent an average of 5 minutes on FriendBook.

58



consciously decided not to use the privacy feature (i.e., they were aware of the privacy feature, but

never used it or used it only once and then abandoned it); and the Suggestion adaptation was applied

if the user was not aware of the adaptation (see Table 4.3 for an overview).

Aware of
privacy feature? Usage of privacy feature

Adaptation
Method

No N/A Suggestion

Yes

Never Used/Used Once Default

Occasionally Use Highlight

Frequently Use Automation

Table 4.3: Adaptation method selection rules for the Tailor conditions (C5 & C8) as suggested by
Namara et al. [170]

Condition C6 constituted a variant of condition C2, where the Automation adaptation

method was applied to all privacy features except those features whose effect participants in Namara

et al.’s study had deemed “irreversible”, i.e., the three Block features (see Table 4.2). Similarly,

Condition C7 constituted a variant of C4, where the Suggestion adaptation method was applied to

all privacy features except those features for which participants in Namara et al.’s study had indicated

that a suggestion would be “awkward”, i.e., the three Block features, Unsubscribe from a friend,

and Delete Post. Finally, condition C8 constituted a variant of condition C5, where the adaptation

method of the privacy feature was tailored to the user, but where the Automation adaptation was

avoided for “irreversible” features and the suggestion adaptation was avoided for “awkward” features

(in those cases, no adaptation was applied).

4.2.5 Measurement

We recorded all user interactions with the privacy features to measure their engagement:

Manual accept: The participant “manually” interacted with a privacy feature that was not

adapted, or they rejected the adaptation initially but then manually restricted their privacy

after all.

Explicit accept: The participant explicitly accepted the adaptation, either by approving the sug-

gestion (by clicking “Ok”), engaging with the highlighted feature, or verifying the automated

adaptation (by clicking “Ok”).
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Implicit accept: The participant ignored an automated adaptation, thereby implicitly accepting

it.

Implicit reject: The ignored highlighted feature or the suggested adaptation, or simply did not

interact with the privacy feature at all.

Explicit reject: The participant explicitly rejected the suggestion (by clicking “Rather Not”) or

the automated adaptation (by clicking “Undo”).

Based on these user actions, we assessed the overall engagement patterns (Section 4.3.1)

and subsequently the privacy protection outcomes (Section 4.3.2) across all the eight experimental

conditions. We define positive engagement as the sum of participants’ manual engagement with

the privacy features and their explicit acceptance of adaptations, and negative engagement as

the explicit rejection of adaptations. We define privacy protection as the sum of participants’

manual engagement with the privacy features, their explicit acceptance of adaptations, and their

implicit acceptance of adaptations. For these three metrics, we used multilevel logistic regressions

with a random intercept for participant to compare the odds of engagement / protection between

the eight experimental conditions.

The post-study questionnaires assessing perceived decision help and the perceived use-

fulness of the platform were submitted to a confirmatory factor analysis. Both factors had a good

reliability and convergent and discriminant validity 4. Table 1, Appendix A.3 shows the factor

loadings, as well as Cronbach’s alpha and average variance extracted (AVE) for each factor.

We compared each adaptation condition (C2-C8) against the none condition (C1), compared

between the adaptation conditions (C2-C5 for “all” and C6-C8 for “some”), and compared between

the indiscriminate (“all”) and selective (“some”) variants of Automation (C2 vs. C6), Suggestions

(C4 vs. C7) and Tailor (C5 vs. C8). Since we made a total of 19 comparisons per outcome variable,

we corrected for familywise error using the Benjamini-Hochberg method5 [211].

4Cronbach’s alphas > 0.8 indicate good reliability. AVEs > 0.5 indicate convergent validity, and
√
AV Es higher

than the inter-factor correlation indicate discriminant validity.
5A post-hoc method that reduces α to account for family-wise error “by sequentially comparing the observed

p-value for each of a family of multiple test statistics, in order from largest to smallest, to a list of computed B-H
critical values” [211, p.78].
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4.3 Results

Figure 4.4 shows the distribution of user actions in the eight experimental condition (C1-

C8). Below, we first analyze the significant differences in user engagement between conditions,

followed by the differences in privacy protection. We end this section with an analysis of users

subjective evaluations (perceived decision help and perceived usefulness) between conditions.
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Figure 4.4: Actions taken by participants across the eight experimental conditions. The level of
positive user engagement is assessed by proportion of actions that are either manual or explicit
accept, while the level of privacy protection is assessed by the proportion of actions that are either
manual accept, explicit accept, or implicit accept (∗ represents action counts < 1%).

4.3.1 Engagement Patterns

Figure 4.4 shows that participants rarely explicitly rejected an adaptation (by clicking

“Rather Not” in a suggestion or by undoing an automated adaptation)—the prevalence of such

negative user engagement in the conditions where it applied was only around 2%, and there

were no statistical differences in negative engagement between these conditions (χ2(5) = 10.756,

p = .0564). In the remainder of this subsection we analyze the differences in positive engagement

only, and we will refer to it simply as “engagement”.

We find that there are significant differences in positive user engagement (i.e., the sum
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of manual accept and explicit accept) across the eight experimental conditions (χ2(7) = 97.987, p <

.001). We divide our exploration of the differences in positive user engagement into four subsections:

In subsection 4.3.1.1 we compare the levels of engagement in each adaptation condition (C2-C8)

against the condition where no adaptions were applied (C1). We subsequently compare the levels of

engagement among the conditions where all features were adapted (C2-C5, subsection 4.3.1.2) and

among the conditions where awkward/irreversible features were avoided (C6-C8, subsection 4.3.1.3).

We then compare the pairwise differences between the indiscriminate (“all”) and selective (“some”)

versions of Automation, Suggestions, and Tailor in subsection 4.3.1.4, and conclude with a summary

of the findings in subsection 4.3.1.5.

4.3.1.1 Suggestions and tailored adaptations increase engagement

On average, participants who interacted with the prototype that did not make any adapta-

tions (C1) positively engaged with 39% of the privacy features. Comparing the level of engagement

in all other conditions against C1, (positive) engagement is significantly higher for participants in the

allSuggestions (C4, 68%, β = 1.30, p < .001), allTailor (C5, 55%, β = 0.70, p < .001), someSuggestions

(C7, 48%, β = 0.36, p < .001), and someTailor (C8, 47%, β = 0.39, p < .001) conditions. Using

the logistic regression βs to calculate odds ratios6 (eβ = OR), we find that the odds of engaging

with the privacy features are 3.67 times higher for participants in the allSuggestions condition, 2.01

times higher for participants in the allTailor condition, 1.43 times higher for participants in the

someSuggestions condition, and 1.48 times higher for participants in the someTailor condition. These

are small to medium-sized effects.

The differences in engagement between the None condition and the allAutomation (C2, 41%,

p = 0.291), allHighlight (C3, 40%, p = 0.916), and someAutomation (C6, 33%, p = 0.94) conditions

are not significant.

These findings indicate that the level of user engagement with the available privacy features

can be increased by providing privacy suggestions or by tailoring the adaptation method of the

features to users’ prior awareness and usage.

6In the remainder of the paper we skip the β-coefficients and directly report the odds ratios. Odds ratios translate
to effect sizes, with the values 1.68, 3.47 and 6.71 translating to small, medium and large effects.
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4.3.1.2 Among the “all” conditions, Suggestions lead to the highest engagement, fol-

lowed by Tailor

In this subsection, we present pairwise comparisons of the level of engagement among the

adaptation conditions where all privacy features were adapted (i.e., allAutomation (C2), allHighlight

(C3), allSuggestions (C4), allTailor (C5)).

On average, participants in the allSuggestions condition positively engaged with 68% of

the privacy features. Their odds of engaging with the features are 3.56 times higher than in the

allAutomation condition (41%, p < .001), 3.77 times higher than in the allHighlight condition (40%,

p < .001), and 1.82 times higher than in the allTailor condition (55%, p < .001). Moreover, for partic-

ipants in the allTailor condition, the odds of engaging with the features are 1.92 times higher than

in the allAutomation condition (p < .001) and 2.03 times higher than in the allHighlight condition

(p < .001). The difference in engagement between the allAutomation and allHighlight conditions is

not significant (p = .916).

These findings indicate that the allSuggestions adaptation resulted in a significantly higher

level of engagement than any of the other conditions in which all privacy features were adapted,

with the allTailor condition taking second place with a significantly higher level of engagement than

the remaining two conditions.

4.3.1.3 Among the “some” conditions, Suggestions and Tailor lead to the highest

engagement

Namara et al. [170] recommended avoidance of the Suggestion adaptation for features that

would be awkward to suggest or the Automation adaptation for features that would lead to seemingly

irreversible consequences if automated. In this section, we present pairwise comparisons of the level

of engagement among the adaptation conditions that avoided making such awkward/irreversible

adaptations (i.e, someAutomation (C6), someSuggestions (C7), someTailor(C8)).

Engagement is significantly higher in the someSuggestions (48%) and someTailor (47%) con-

ditions than in the someAutomation (33%) condition (see Fig 4.4). The odds of participants in

the someSuggestions condition in engaging with a privacy feature are 1.89 times higher than in

someAutomation (p < .001) and the odds of participants in the someTailor condition (p < .001) engag-

ing with a privacy feature are 1.99 times higher than in the someAutomation condition (p < .001).
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The difference between the someSuggestions and someTailor conditions is not significant (p = .913).

These findings indicate that if awkward/irreversible adaptations are avoided, Suggestions

and Tailoring both significantly increase engagement over Automation.

4.3.1.4 The “all” conditions generally lead to higher levels of engagement

In this subsection, we present pairwise comparisons of the level of engagement between the

indiscriminate (“all”) and selective (”some”) versions of the Automation, Suggestions, and Tailor

conditions (i.e., allSuggestion(C4) Vs someSuggestion (C7), allAutomation (C2) Vs. someAutomation

(C6), and allTailor (C5) Vs someTailor (C8)).

The odds of engagement with the privacy features are 2.46 times higher in the allSuggestions

condition (68%) than in the someSuggestions condition (48%, p < .001). Likewise, the odds of

engagement are 1.52 times higher in the allAutomation condition (41%) than in the someAutomation

condition (33%, p < .001). There is however no significant difference between the allTailor (55%)

and someTailor (47%, p = .0584) conditions.

These findings indicate that the “all” conditions generally lead to higher levels of engagement

than the “some” conditions—the awkward/irreversible adaptations did not discourage participants

from positively engaging with the privacy features.

4.3.1.5 Summary of engagement findings

To summarize the findings regarding engagement:

• At 68%, the allSuggestions condition leads to the highest levels of engagement—higher than

the other “all” conditions and its “some” variant.

• The allTailor (55%), someTailor (47%), and someSuggestions (48%) conditions also increase en-

gagement compared to no adaptations—these are not significantly different from one another.

• Given that the Automation adaptation operates completely outside of the user’s awareness,

we are not surprised that the allAutomation and someAutomation conditions do not increase

engagement compared to no adaptations (39%)—allAutomation (41%) leads to significantly

higher engagement than someAutomation (33%), though.

• Surprisingly, Highlight (40%) did not increase engagement either, despite the visual prominence

of the adaptations in this condition.
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4.3.2 Privacy Protection Outcomes

While positive user engagement results in higher levels of privacy protection, some of the

experimental conditions (e.g., the Automation conditions) result in protection even when the user

ignores the privacy features. In this subsection we analyze the differences in the average amounts of

privacy protection participants end up with in each of the eight experimental conditions.

We find that there are indeed significant differences in the amounts of privacy protection

(i.e., the sum of manual accept, explicit accept, and implicit accept) achieved across the eight experi-

mental conditions (χ2(7) = 391.45, p < .001). We divide our exploration of these differences similarly

to the engagement section: In subsection 4.3.2.1 we compare the level of privacy protection achieved

in each adaptation condition (C2-C8) against the condition where no adaptions were applied (C1).

We subsequently compare the level of privacy protection achieved in the conditions where all features

were adapted (C2-C5, subsection 4.3.2.2) and among the conditions where awkward/irreversible fea-

tures were avoided (C6-C8, subsection 4.3.2.3). We then compare the pairwise differences between

the indiscriminate (“all”) and selective (“some”) versions of Automation, Suggestions, and Tailor in

subsection 4.3.2.4, and conclude with a summary of the findings in section 4.3.2.5.

4.3.2.1 Apart from Highlight, all adaptation methods improve privacy protection

In the prototype without adaptations (C1) participants are only protected if they engage

with a feature. Hence, their protection is equal to their level of engagement: 39%. In contrast, pro-

tection is enabled-by-default in the allAutomation condition (C2), unless the user intervenes through

an explicit reject action. Such actions are rare, hence the privacy protection in the allAutomation

condition is virtually perfect, at 98%. Notably, although some of the privacy features are not adapted

in someAutomation condition (C6), users seem to manually engage with those privacy features any-

way, leading to virtually perfect privacy protection (99%) in this condition as well. Unsurprisingly,

the pairwise differences between these conditions and the None condition are strongly significant

(p < .001).

Further comparisons with C1 reveal that the odds for achieving privacy protections are 3.67

times higher for participants in the allSuggestions condition (C4, 68%, p < .001), 2.01 times higher

for participants in the allTailor condition (C5, 58%, p < .001), 1.42 times higher for participants

in the someSuggestions condition (C7, 48%, p < .001), and 1.48 times higher for participants in the
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someTailor condition (C8, 51%, p < .001). The privacy protection outcomes for the participants in

allHighlight condition (C3, 40%) are not significantly different (p = 0.916).

These findings indicate that all adaptation methods lead to better privacy protection out-

comes, except for the Highlight adaptation.

4.3.2.2 A clear privacy protection hierarchy exists among the “all” conditions

In this subsection, we present pairwise comparisons of privacy protection outcomes among

the adaptation conditions where all privacy features were adapted.

As mentioned before, the protection in the allAutomation condition (98%) is virtually

perfect—strongly significantly higher than all other “all”conditions. Among the remaining “all”

conditions, the protection odds in the allSuggestions condition (68%) are 3.78 times higher than in

the allHighlight condition (40%, p < .001) and 1.82 times higher than in the allTailor condition (58%,

p < .001). Moreover, the protection odds in the allTailor condition are 2.03 times higher than in the

allHighlight condition (p < .001).

These findings show a clear hierarchy in privacy protection, with allAutomation providing

the highest level of protection, followed by allSuggestions, then allTailor, and finally allHighlight.

4.3.2.3 Among the “some” conditions, Automation leads to the highest level of pro-

tection

In this subsection, we present pairwise comparisons of privacy protection outcomes among

the adaptation conditions that avoided making awkward/irreversible adaptations. The privacy pro-

tection outcomes in the someAutomation condition (99%) is virtually perfect and hence strongly

significantly higher than the someSuggestion (48%) and someTailor (51%) conditions. The privacy

protection odds between the latter two did not differ significantly (p = .913).

These findings indicate that even when features that are awkward/irreversible to adapt are

avoided, automation still affords the best privacy protection outcomes.

4.3.2.4 Some differences exist between the “some” and “all” conditions

Pairwise comparisons between the indiscriminate (“all”) and selective (”some”) conditions

reveal that the privacy protection odds are 2.47 times higher in the allSuggestion condition (68%)
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than the someSuggestion condition (48%, p < .001). This result mirrors the engagement results, as

the Suggestion conditions do not contain an “implicit accept” option.

The privacy protection odds are 1.87 times higher in the someAutomation condition (99%)

than in the allAutomation condition (98%, p < .001). This is is surprising: even though the

someAutomation foregoes automating certain features, the overall level of protection is higher than

in the allAutomation, arguably because explicit rejections are lower in the former condition and

because participants manually engage with the features that were not adapted.

Finally, there was no significant difference in privacy protection between the allTailor (58%)

and someTailor (51%) conditions (p = .0584).

4.3.2.5 Summary of privacy protection findings

To summarize the findings regarding privacy protection:

• At 98% and 99% respectively, the allAutomation and someAutomation clearly lead to the

highest levels of privacy protection—this is evident by the relatively low incidence of explicit

rejections.

• The fact that someAutomation outperforms allAutomation in terms of privacy protection

speaks to the apparent superiority of this more prudent approach. Users seem to implement

the avoided adaptations anyway, while at the same time issuing fewer explicit rejections.

• The allSuggestions condition (68%) follows in third place, with a higher level of protection

than allTailor (58%) and someTailor (51%) as well as someSuggestions (48%).

• The allHighlight condition (40%) performs worst, offering no significant protection benefits

over no adaptations at all (39%).

4.3.3 Subjective Evaluations

In the assessment of the user subjective evaluations of the platform, we find that the

perceived decision help and perceived usefulness measurement scales were highly correlated

(r = 0.858). For the sake of completeness we include results from both scales (see Figure 4.5).

Compared to the condition where no adaptations were applied (C1), participants in the

someSuggestion condition (C7) deemed the platform more helpful (β = 0.677, p < .001) and more
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useful (β = 0.677, p < .001). While all other adaptation conditions were also deemed more helpful

and useful than C1, none of these differences were significant.
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Figure 4.5: The effect of the experimental conditions on perceived decision help and perceived
usefulness. Factors have no inherent scale, so their values are fixed to zero for C1, and scaled
in sample standard deviations of the measured factor. Error bars are ±1 standard error of the
comparison with C1. ∗: p < .001

4.4 Discussion

A predominance of existing work in the area of adaptive privacy has focused on accurately

predicting user preferences and behaviors [121, 23, 148, 234, 230], without devoting enough effort to

how privacy adaptations could ultimately be presented. Studying adaptation methods is particularly

important in contexts where users do not expect a system to provide privacy advice or make decision

on their behalf during the course of use.

In our study we used three adaptation methods identified by Namara et al [170]—Automation,
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Highlight, and Suggestions—and examined their effectiveness in helping users better manage their

privacy on an SNS platform. In this discussion section we reflect on the effect of each of these

adaptation methods on users’ engagement with the privacy features, their privacy protection, and

their subjective evaluations.

4.4.1 The effectiveness of the Adaptation Methods

Our results suggest that the automation of adaptations to privacy features towards stricter

settings considerably increases the level of privacy protection afforded by the system and does not

seem to negatively affect the level of user engagement with the privacy features.

Namara et al. [170] found that users were worried about the accuracy of the automation

of the privacy features, and that automation would reduce their ability to make their own privacy

decisions. They therefore suggested avoiding automatic adaptations that users’ thought to be “ir-

reversible”. One interesting finding is that protection is high even when the automatic adaptations

of such “irreversible” features is avoided: users seem to implement the avoided adaptations anyway,

and may even issue fewer explicit rejections than if all features are automatically adapted.

Although the automatic adaptations somewhat improve users’ perceived decision help and

usefulness over the baseline system with no adaptations, this difference is not significant—perhaps

because much of the protection happens outside of users’ awareness. Another reason could be

that some users still fear that the system might not be able to accurately capture their privacy

preferences [170]. Indeed, Page et al. [181] assert that even when not adapted, some users are very

concerned about how the use of privacy features (e.g.,untagging, unsubscribing or unfollowing a

friend) hurts their relationships with others. Automation would only exacerbate the concerns of

these users.

In contrast to Namara et al.’s [170] assertion that highlights might be able to unobtrusively

raise users’ awareness about privacy features, we found that this adaptation method improved neither

users’ level of engagement nor the overall privacy protection compared to the baseline system with

no adaptations. The observed increase in subjective ratings were also not significant. This finding

aligns with Warherberg et al.’s [227] assertion about the effectiveness of privacy nudges (e.g., the use

of highlights) in influencing privacy decisions: they argue that the effects of some of nudges are fragile

and potentially impractical for many applications. Perhaps, then, highlights should rather be used

to convey and serve as indicators of new changes to an interface (e.g., to indicate a new notification

69



or as chat/online status indicators [49]) rather than a privacy nudge or adaptation method.

Presenting adaptations to privacy features as suggestions results in the highest levels of en-

gagement and relatively a high level of privacy protection. Users also found suggestions significantly

more useful and helpful, but only in the condition where awkward suggestions were avoided. Namara

et al. [170] assert that users appreciate suggestions as a means to increase their awareness about

a privacy feature, or as a convenient shortcut to apply an adaptation without having to navigate

to the feature. Our work shows that suggestions are indeed effective at increasing user engagement

with privacy features, which in turn improves their privacy protection.

Namara et al.’s [170] key recommendation was that adaptation methods should be tailored

to users’ awareness and prior use of the privacy features. We find that the tailored conditions increase

users’ engagement (but not as much as suggestions) and protection (but not as much as automation).

The tailored conditions do provide an interesting blend of manual accept, explicit accept, implicit

accept and implicit reject outcomes, with very small incidences of explicit reject. Perhaps tailoring

the adaptation methods could help strike a balance between the convenience of automation and the

engagement of suggestions while avoiding their potential threats of loss control and undue burden,

respectively.

4.4.2 Design Implications

Our results show how a variety of privacy adaptation methods can significantly improve upon

the traditional SNS privacy features in different ways. Hence, which adaptation method is “best”

for a certain SNS platform depends on what the designers of the platform want to accomplish? We

argue that one important goal of providing privacy adaptations is to improve users’ privacy

protection without causing undue burden. In this light, we find that the automation of

privacy feature adaptations affords users the most privacy protection without increasing or decreasing

their engagement.

Whereas automations are inevitability executed by the system and can occur without explicit

notification of the user, Markus and Reinhardt [215] assert that restrictive default privacy settings do

not change users’ perception and enjoyment of a system (e.g., social media platform). This suggests

that once users realize that an automated privacy action was executed by system on their behalf, this

is not likely to change their perception about the platform. Instead, the increased privacy protection

outcome is likely to alleviate their privacy concerns [215]. Thus, we recommend that if the system’s
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objective is to drastically increase user privacy, automation or restrictive default settings should be

adopted.

To decide on what features to automate, we recommend that developers automate features

that would not result into unintended consequences for the user [170, 181]. We observe that avoiding

the automation of certain seemingly “irreversible” privacy features does not reduce privacy protection

(i.e., users will simply engage with those features manually), and may even increase protection as it

makes users less likely to reject any of the adaptations.

Another important goal of providing privacy adaptations is to encourage active own-

ership over one’s privacy by increasing user engagement with the available privacy features.

Liu et al.’s[150] show that there tends to be a mismatch between SNS users’ desired privacy set-

tings and their actual settings, with 36% of content on social media being shared with the default

settings. Our results suggest that the provision of well-timed suggestions can help remedy this

mismatch and provide an opportunity for users to learn about the available privacy features. Under

these circumstances, suggestions could be considered as a way to inform or remind users about the

available privacy features in a system and the possible actions users can undertake to achieve their

desired privacy setting/level. By proactively guiding users on how to appropriately safeguard their

privacy, suggestions ultimately help users improve their own privacy whilst using the platform (cf.

[225])—even though the protection improvements of suggestions are not as substantial as those of

automation.

In line with Namara et al [170], we find it beneficial not to make suggestions for features

that users would consider awkward. Although this did somewhat reduce protection and engagement

(from 68% to 48%), this strategy did result in improvements in perceived decision help and perceived

helpfulness—in fact, it was the only condition in which these improvements were significant.

Suggestions should also be well designed and timed. In a computer security context, Vance

et al. [217] warn that constant provision of notifications is prone to habituation, which suggests that

over time, users would likely stop paying attention to the suggestions. One solution would be to make

the privacy suggestions stand out (with a different look and feel) from other suggestions/notifications

furnished by the platform [217]. In our context, we used a virtual character (“the privacy dinosaur”)

to increase the salience of the suggestion and to make it more endearing.

Finally, our results show that tailoring adaptations to users’ privacy preferences can help

strike a balance between user engagement and privacy protection. The effect of tailoring
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is dependent on a wide range of parameters, so future research should further investigate how this

can pragmatically be achieved.

4.5 Limitations and Future Work

This research was primarily motivated by the earlier works of Namara et al. [170] and

Colnago et al. [50]. We leveraged their insights in the development of adaptive privacy features

within a working prototype of an SNS platform and examined the effects of their adaptation methods

on the level of user engagement and overall privacy protection outcomes.

For experimental control purposes, we put people in the same scenario (i.e., the specific

task of having participants “clean” their social media page), having the same goal towards manag-

ing their profile (i.e., in preparation for a job search). Thus, we developed a semi-functional working

prototype of an SNS platform with a fictitious profile to create an experience that was the same

for all participants (safe for the adaptation method). We are cognizant that participants interac-

tions, decisions, and subjective experiences are susceptible to the design of the site [208]. Indeed,

participants may have behaved differently in our prototype with another person’s profile than they

would on their preferred SNS using their own profile. We made the interaction with our prototype

as realistic as possible to mitigate this reduction of ecological validity needed to create a feasible

and carefully controlled experimental setup.

SNS platforms typically contain a plethora of privacy features. To make our study more

manageable, we adopted 13 privacy features that support some of the most common privacy be-

haviors on SNS platforms as catalogued by Wisniewski et al. [242]. We ensured that these features

kept the same core functionality as those on Facebook. As one of the goals of privacy adaptations

is to support users in navigating a deluge of privacy features, we conjecture that an increase in the

implemented privacy features would only strengthen our findings regarding the positive effects of

the proposed adaptations.

Additionally, privacy features on social media platforms are used over time and in different

contexts. In our study, we used a job scenario to motivate users to explore, engage, and review

“their” profile. Whereas the scenario helped implore and provide rationale for users to partake in

our study; users may have acted differently if this was their real profile and had used it overtime. As

such, we are cognizant that this scenario (i.e., having participants “clean” their social media page
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in preparation for a job search) was a very particular context, so the behaviors may not be 100%

representative of participants’ day-to-day social media use.

Future work should investigate some of our surprising results, such as why highlights did

not increase user engagement, despite their visual prominence. One could argue that the highlight

color or size were not prominent enough to incur curiosity among users. Alternatively, users could

have ignored the highlights due to a lack of explanation as to why certain privacy features were

highlighted.

Finally, the design teams of social networking sites like Facebook can replicate our findings

in a real-world setting, thereby investigating the feasibility and effectiveness of using the proposed

adaptation methods to improve the privacy of their own social media profiles.

4.6 Conclusion

This chapter highlights the effectiveness of three adaptation methods—Automation, High-

lights and Suggestions—in improving user engagement and overall privacy protection on a modern

online technologies such as an SNS platform. Our findings reveal that automation of privacy features

affords users the most privacy protection, while giving privacy suggestions significantly increases

their level of engagement with privacy features and improves their perceptions of helpfulness and

usefulness (as long as awkward suggestions are avoided). Similarly, my work in Chapter 3 demon-

strates that privacy suggestions are preferred as a means of teaching users privacy features that they

were unfamiliar with. These findings point to the opportunity of leveraging “privacy suggestions”

to communicate recommended privacy behaviors when users need to review their privacy settings or

are not aware of existing privacy features. In the next chapter 5, I examine the appropriate framing

(i.e., tone) that privacy suggestions should embody to encourage users to “better” manage their

social media privacy with regard to how they feel about their privacy (i.e., privacy-related privacy).
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Chapter 5

The Influence of Privacy

Suggestion Tone & Privacy-Related

Affect on Adaptation-Supported

Privacy Decision-Making.

The studies described in Chapter 3 & 4 find that privacy suggestions are the preferred

adaptation presentation method and significantly increase social media users’ level of awareness and

engagement with privacy features. More importantly, privacy suggestions encourage users to take

active ownership of their privacy. Depending on the recommended action, such privacy suggestions

would serve as intelligent and convenient means to inform, remind or educate the user about existing

privacy features and afford them control to make “better” privacy decisions [170]. In essence, privacy

suggestions serve as personalized shortcuts and means to implore users to take privacy actions

without necessarily navigating through layers of hidden menus [170]. However, for the successful

provision and acceptance of such privacy suggestions, research related to intelligent agents [46, 94, 50]

and privacy decision-making [4, 14, 24] reveals that the message framing (i.e., the way an option

or information is presented to the user) ought to be carefully considered. Otherwise, users are

more likely to feel resigned or detached from the recommended actions [50]. This resignation and
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psychological reluctance to follow recommended privacy actions arise because privacy risks do not

always seem tangible, their negative consequences are not immediate, and as a result are not always

at the forefront of social media interactions [78, 8]. Research shows that users can instead refuse to

follow through on the recommended action based on the way the message is conveyed (e,g., based on

the tone used to describe the recommended action) and its’ relatedness to the decision context [94,

57, 46]. Within the context of presenting privacy adaptations, this raises an important question:

what framing (i.e., tone) should privacy suggestions embody if they are to encourage

users to “better” manage their social media privacy? Understanding the appropriate tone

to use will help improve the effectiveness of privacy suggestions in enhancing user engagement

with privacy features, urgency, and reaction to helpful privacy tips or information and improve

trust in the platform. Consequently, such “appropriately” toned privacy suggestions will alleviate

the burden inherent with privacy decision-making and enable users to set their desired level(s) of

privacy [160, 231, 174, 162].

Prior work1 reveals that privacy decision-making is a highly complex process affected by

several factors that range from the “privacy “calculus“ to [affect]; from asymmetric information

to bounded rationality; and from resignation and learned helplessness to cognitive and behavioral

biases.” [6, p.741]. Together, these factors help explain and influence the decision-making techniques

users employ to make privacy-related decisions [4, 162]. In the making of privacy-related decisions,

several scholars reveal that users rely on heuristic rather than analytical/ systematic assessment of

the availed privacy choices [73, 4]. Heuristics are “automated cognitive processes that circumvent

the conscious deliberation of information” [108, p.564]. However, research shows that heuristics

are susceptible to elements such as message framing and user affect—the emotions or feelings that

a user might experience/display [143, 142, 194], especially in the context of new information or

evolving situations [108, 65, 73]. For example, in the making of social media posting decisions, when

users were presented with persuasive cues (i.e., a justified reason for the user to disclose information

by giving a reason why it would be better to disclose or appeal to the social norm by displaying

what others had done) as decision aid heuristics, Ferwerda et al. [65] found that such cues affected

users’ decisions based on their framing. More specifically, users were less sensitive towards positive

guidance for posting, and more sensitive towards negative guidance. In instances when there were

still in doubt of hurting their self-presentation, they erred on the safe side of their posting behaviors

1see Chapter 2;Section 2.4 for an extended review
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by not posting content at all [65]. Additionally, Anaraky et al [73] also found that when it came

to revealing personal information to a financial application, young adults tended to rely on their

affect heuristic of trust (i.e., positive or negative feelings based on the trust they had in the app

provider) primarily as a way to infer about the privacy sensitivity of their data and subsequently the

privacy risks associated with its disclosure. These research works show the importance of examining

the impact of user affect, trust, and framing (i.e., linguistic tone in the case of our study) on

users’ privacy decision outcomes, especially if we are to understand and aid users’ in their privacy

decision-making process. More significantly, if social media platforms are to provide personalized

privacy suggestions that effectively encourage users to exact more control over their social media

privacy, an “appropriate” tone is essential to modulate between a users’ privacy-related affective

state and motivation to make privacy decisions, even when in the instances when decision heuristics

that users rely on break down or are incorrectly applied [97].

Therefore, in this chapter, I conducted an experimental study to systematically understand

the impact of privacy-related affect and what tone privacy suggestions should embody if they are to

more effectively encourage users to “better” manage their social media privacy. The primary goal

was to examine the privacy suggestion tone style that would “better” encourage users to engage

with privacy features to achieve their desired privacy, considerate of users’ feelings about social

media privacy (i.e., privacy-related affect). Furthermore, I wanted to assess the impact on users’

experience with the platform (i.e., perceived decision helpfulness and trust in the platform) based

on the engagement with the provided privacy suggestions. I manipulate the privacy suggestion

tones and use priming to put participants into various (privacy-)affective states to evaluate the most

appropriate framing (i.e., tone) for each and ultimate privacy decision outcomes.

We found that the examined three varying privacy suggestion tone styles (i.e.,neutral, pas-

sive, assertive) indeed influence users’ privacy decision outcomes. However, the nature of the effect

significantly differs based on users’ pre-existing privacy (or lack thereof) induced affective states, i.e.,

the mood a user is in before the actual privacy protection decisive situation occurs. In particular,

we find that the “appropriate” privacy suggestion tone style to use largely depends on the users’

privacy-related affective state. For instance, when users are in a positive privacy-related affective

state, the neutral tone tends to work better at encouraging them to make “better” privacy decisions.

In contrast, the assertive tone tended to work best when users were in a negative privacy-related

affective state. Furthermore, we observe that the tone that privacy suggestions embody not only
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influences users’ behavior regarding these suggestions and/or the privacy actions they recommend;

they also impact users’ other privacy actions (i.e., actions that are not subject to suggestions by

the platform), indicating that tone has a robust, system-wide effect. These findings suggest that

considering users’ privacy-related affect (i.e., how users feel about their social media privacy) is

crucial in determining the tone style that system designers can use to craft and present personalized

privacy suggestions. Overall, these results provide a better understanding of the impact of privacy

suggestion tone styles on users’ privacy decision outcomes in light of their privacy-related affect.

This study provides several insights towards the advancement of the presentation of user-tailored

privacy adaptations and or personalized privacy systems.

5.1 Chapter Background

In the qualitative study detailed in Chapter 3, participants indicated that privacy sugges-

tions provide an opportunity to educate, persuade, and encourage them to take active ownership

or control of their social media privacy. In particular, participant H stated that “I think [privacy

suggestions] would be helpful if they gave a [clear] reason“ for the suggestion. However, in the same

line, he pointed out that “the tough part [with providing privacy suggestions] would be counting on

the person to follow through” [170]. In a different IOT context, Colnago et al [50] found similar user

sentiments and perceptions about the potential pitfalls of personalized privacy assistant recommen-

dations. So, how should social media users be implored to follow through and make appropriate

privacy decisions when they are provided with suggestions or recommendations?

Prior work on privacy decision-making, adaptive or intelligent systems assert that a primary

influence on users’ privacy-based decisions depends on the structure or wording of the privacy choice

(termed the “suggestion” or “recommended action” in this chapter) [4, 36, 14, 235]. One of the

important language features in the wording of such privacy choices is tone [153, 96, 212]. Tone

helps modulate the voice of the recommended action and has been found to significantly affect

users’ experience with intelligent or adaptive computing systems [153, 94, 46]. More specifically,

the tone embodied by a message can encourage or de-motivate users from taking the recommended

action [212].

In our studies described in the Chapters 3 and 4, we did not account for the effects of

tone on users’ privacy decisions, when presented with a suggestion. Instead, we presented users
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with a privacy “suggestion” adaptation (see Chapter 3, Figure 3.3) that proactively recommended

a privacy action using a positive framing that nudges them towards taking action (i.e.,“I think you

should...[take the disposed action]”), coupled with the options to accept (“Ok”) or reject (“Rather

Not”) the recommended action. While, in the context of these studies, this type of wording/framing

was appropriate, it failed to account for tone which would have helped to accurately convey the

value and urgency in taking such recommended action [212]. Hence, it is against this background

that in this chapter, we seek to identify and understand what privacy suggestion tone style would

effectively encourage users to manage their social media privacy. As such, the objective of the study

is to answer the the following research questions:

RQ1: How do three different privacy suggestion tone styles (i.e., neutral, passive, as-

sertive) affect users’ privacy decisions?

RQ2: How do the three different privacy suggestion tone styles influence users’ experi-

ence with the platform (i.e, perceived decision helpfulness, and trust in the platform)?

RQ3: Does the effect of privacy suggestion tone styles depend on a user’s privacy-related

affective state?

5.2 Related Work

In the following subsections, we review the related work on the impact of tone styles on

behavioral change and decision-making, first in general and then explicitly within intelligent and

personalized privacy systems. We also review the impact of user affect and trust on social media

disclosure behaviors.

5.2.1 The impact of Tone on Decision-Making

Tone—defined in this work as the language style used within privacy suggestions to encour-

age users to take recommended actions towards the safeguarding of their social media privacy—

influences peoples actions, attitudes, and opinions [174, 94, 96, 155]. While less studied within

the privacy field, research in the psychology, persuasive communication, and intelligent computing

disciplines has repeatedly shown that the tone embodied by the message (or information) used to

persuade people to take certain actions significantly influence whether an individual is receptive
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and takes steps towards achieving the desired effect [243, 167, 153, 131]. More specifically, the tone

of a recommended action can increase users’ trust and motivation to take action or make changes

[212, 243, 160, 55]. Literature within the field of persuasive computing, asserts that using an ap-

propriate tone would help users’ feel like the computing system cares about them and wants to

help them understand it (i.e., is willing to meet them where they are) [174, 46]. In health and

conservation communication, tone has been shown to affect users’ attention, motivation, and in-

spiration [107, 167]. These influences are the basis for the ability of the given message to change

people’s actions, attitudes, opinions and ultimately behaviors [174].

Several researchers have examined the different effects of tone styles on users’ behaviors

and actions, especially within the contexts of environmental messaging and public health [107, 167,

243, 212]. The majority of this research work reveals an inconsistency regarding the effects of

particular linguistic tone styles (e.g., neutral vs. passive/suggestive vs. assertive tones) on users’

receptivity, preference, and ultimately behaviors [212, 167, 107]. For example, within the context of

mental and public health, Muench et al. [167] found that individuals were sensitive to the variation

in the linguistic tone of mobile delivered health-related messages designed to help them achieve a

personal goal (e.g., reduce alcohol consumption). In some cases, participants had clear preferences

for one type of tone over another. More specifically, 75% of the participants were found to prefer

messages that were “grammatically correct, free of textese, polite, nonaggressive, and directive as

opposed to passive” [167, p.1]. Thus, subtle manipulations of the tone style of the message, such

as changing (“Try to...”) to (“You might want to try to...”) were found to have significant effect

on the user preference for the message and their intention to act. Within the context of running

successful water conversation campaigns, Kartz et al. [107] compared the impact of assertive (e.g.,

“You must conserve water”) and suggestive (e.g., “Please consider conserving water”) linguistic tone

style variations on individuals’ residential water conservation behaviors. They found that suggestive

messages were better than assertively phrased messages at encouraging users to take action (i.e.,

changing their residential water conservation behaviors). In the context of prompting behavioral

change (e.g., reducing alcohol consumption) among university students, Thomas et al. [212] found

that students were more respective and likely to engage with messages that were neutral and clear

(i.e., based on facts and balanced in both their positive or negative framing). Overall, the majority

of intervention-based messaging research work in these areas shows that variations in linguistic tone

styles of the message content can affect message receptivity, preference and ultimately behavior.
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More importantly, this research work shows that there is no global or universal preference for one

tone over the other. Instead, there are circumstances under which the tone style used can either

successfully motivate or fail to produce the desired effect, and lead to results that are at odds

with the intent of the message [55]. As such, researchers have recommended tailoring message tone

styles based on the user context and desired effects [212]. To this end, little is known about the

ways in which tone would affect privacy-related decision-making, especially within the context of

personalized privacy systems.

To uncover the potential impacts of tone on users’ privacy-related decisions, we review

research on the effect of linguistic tone styles within intelligent systems (such as chat-bots, virtual

avatars, self-driving cars) — which is also somewhat limited [50, 94, 39, 160]. For example, in

examining interface presentations of chat-bots within the context of social media customer care,

Hu et al. [94] emphasized the importance of considering the tone that the chat-bot embodies, given

their far-reaching effects. In particular, the authors found that different tone styles that the chat-bot

might embody can have significant influences on the user experience, attitude towards the system,

and their assessment of the quality service of social media customer care they receive. For example,

an empathetic or passionate tone can lead to more user trust in the chat-bot, and reduce user

stress [94]. Wilkinson et al. [235] go deeper and demonstrate that even the justification style a

chat-bot uses to explain or justify its actions, can impact users’ perception of system transparency,

perception of control, trust and willingness to depend on the system’s advice. Similarly, in the

context of online intelligent agents (i.e., online avatars), Brave et al. [39] further assert that an agent

that uses an empathetic tone can lead to greater likability and trustworthiness. In the context of

using virtual agents to promote psychical fitness, Lucas et al. [153] found that agents that embodied

an affective tone were able to successfully motivate users to embark on maintaining pyhsical fitness.

Indeed, Martelaro et al. [160] found that an intelligent agent that embodies a tone that engenders its

vulnerability and expressivity, can encourage user trust, disclosure, and feeling of companionship.

Additionally, within the context of self-driving cars, Wong et al. [243] found that assertive voices

were more effective in grabbing people’s attention, especially when engaged in an immersive task.

In this context, people pay attention not only to what the message says, but also how the message is

said. In a similar context, Neirbuhr and Michalsky al. [174] also found that a persuasive charismatic

(i.e, more empathetic) tone style has far reaching influence on people’s opinions and actions than a

less charismatic one. Taking a more nuanced look at the insights from the above examples reveals
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that it is not super universal which tone is best for use even within intelligent systems. Instead, it

appears that the receptivity, preference, and effectiveness of the linguistic tone style of messages,

even within intelligent systems, depends on the decision context/situation.

Why is it important to understand the impact of linguistic tone styles within the context of

personalized privacy systems? In their work examining appropriate implementations of supportive

designs for personalized intelligent privacy assistants, Colnago et al [50] assert that recommended

actions should be presented in a clear and informative way. Otherwise, users are likely to feel

resigned or detached from taking the recommended action. Similarly, Liao et al [145] assert that such

intelligent systems/agents have to be straightforward in how they assist users, otherwise users are

less likely to be persuaded or to trust them. The authors note that this is very important, especially

when the intelligent agent relies on users’ personal information to foster informed privacy decision-

making. Prior work on privacy decision-making also asserts that the framing of the privacy choice

(i.e., the suggested actions) impacts user privacy-related decision outcomes [24, 14, 4]. Whereas the

framing in this realm mainly refers to the (positive vs. negative) structure of privacy decision choices

instead of the linguistic tone style, it reveals that framing significantly influences users’ decision-

making processes and outcomes [24, 14]. For example, within the context of privacy decision-

making in IOT, Bahirat et al [24] found that privacy message framing can reduce the amount of

deliberation users expend to arrive at a decision that appropriately reflects their evaluation of the

context of the decision. The authors found that a positive framing of decision choices reduced the

likelihood of information disclosure. Herein, the positive framing of a decision choice was likely

to help users focus on the particular aspects of the decision context. More specifically, a positive

framing was more likely to help users focus on the expectedness, appropriateness, and usefulness of

the decision context (or lack thereof), and less likely on whether they were comfortable with the

decision context and/or whether they found it risky. In the context of social media, Anaraky et

al. [14] found that different framing and default settings of a photo tagging request on Facebook

could influence the tagging rate among participants. More specifically, a “positive normative cue

could boost tagging rate in combination with positive framing.” [14, p.5]. Furthermore, the authors

found that providing a rationale or justification for the decision choice was not effective, echoing

Knijnenburg et al.’s [123] findings. In the context of virtual agents, Lucas et al [153] found that

agents that embodied a positively framed motivation message were able to successfully motivate users

to embark on physical fitness than those that used negatively framed messages. Taken together, it
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appears that if personalized privacy systems are to effectively aid users’ in their privacy decision-

making process, the presentation and framing (i.e., the linguistic tone in the case of our study) of

the privacy choices has to be carefully studied.

5.2.2 The Effect of User Affect on Social Media Disclosure

Privacy decision making is a dynamic process prone to external factors such as affect that

can alter user perceptions, physiology and ability [142]. User affect is the emotional mental state

of activation that “arises from appraisals of events or one’s thoughts“ [22, p.1]. Affect is elicited by

relevant external events that affect a person but can also emerge from the “interaction of an event’s

actual or anticipated consequences and the subject’s concerns.“[70, p.6]. Affect has a profound

effect on user behavioral responses to privacy risks by mediating users’ cognitive evaluations of the

risk [15, 17]. The limited set of studies that have examined the role of affect on user’s privacy

behaviors, find that user affect can serve as an input in the decision making process or can serve as

shortcut to decision-making [15, 109, 110, 47]. More specifically, the affect-as-information theorem

asserts that when making an evaluative judgement, individuals tend to ask themselves about “how

they feel about the object/action?” before subsequently tapping into their present feelings to form

judgement [48]. Herein, if the present feeling happens to be positive, then the decision maker’s

evaluations of specific options are likely to be relatively positive, and vice versa for negative feelings

[48, 47]. In most cases, affect evokes immediate responses towards taking meaningful action, and

can serve as an underlying basis for motivation to undertake action [60, 77, 56]. Therefore, user

affect can also be thought of as one’s state of feeling or how one feels when performing some task,

action or activity [72]. Overall, user affect is an important factor to consider when examining users’

privacy decision-making process, as it plays an essential role users’ decision outcomes and perception

among other functions [159, 51].

In trying to understand the different ways in which affect (i.e., emotions) influence the

decision making process, Loewenstein & Lerner [152] affirmed that there are two main ways in which

affect enter the process: 1)as expected emotions or 2) as immediate emotions. Expected emotions

are experienced as a result of the anticipated or absolute consequence of the decision itself. These

emotions might be reflected through changes in the visceral influence on behavior [26]. Examples

include regret and disappointment. Loewenstein & Lerner [152] note that a major shortcoming
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of factoring expected emotions into the decision-making process is that many, if not most, of the

consequences of the decision occur in the future. Hence, the expected emotions that an individual

experiences might differ from those that prevailed when the actual decision was made. On the

other hand, immediate emotions are experienced at the moment of decision making. Loewenstein &

Lerner [152] note that immediate emotions are capable of (direct or indirectly) propelling decision-

making. However, since the sources of these emotions can be present in the environmental stimuli

(such as good smell, beautiful sights), or can be encompassed if a person’s mood or temperamental

disposition is perturbed [26], they are capable of propelling behavior in directions that are counter

to self interest [152]. Nevertheless, they are essential in the examination of the underlying influence

of user affect (i.e., emotion) on behavior or decision making [152]. For this reason, in this study,

we examine the influence of affect on users’ privacy decisions as immediate rather than expected

emotions.

Researchers that have attempted to understand the influence of affect on decision mak-

ing, have treated affect as a uni-dimensional (e.g., positive/negative) or bipolar (e.g., joy/fear)

construct [16, 109, 142]. In their review of the different conceptualizations of affect, Nathienal et

al. [175] found that the—uni-dimensional approach—is the most predominant way affect is catego-

rized. In particular, the dimensional approach caters to the notion that individuals can be highly

activated and be pleasantly (“positive activation“) or unpleasantly (“negative activation“) engaged

in an experience. Watson and Tellegen’s affirmed and termed this uni-dimensional conceptualiza-

tion of affect as “positive “ Vs “negative” [210]. They assert that positive affect and negative affects

are relatively independent and hence can be assessed separately. Positive affect includes emotions

such happiness, awe, desire, joy while negative affect includes emotions such as anger, sadness, fear,

disgust [99, 75]. Additionally, Barclay and Kiefer [27] strongly encourage the inclusion of both

positive and negative affects within the same study, as they may have different effects on users’

behavior [27]. For this study, we use the uni-dimensional categorization of affect to differentiate

between users’ positive and negative affect about social media privacy (or lackthereof).

Additionally, user affect has also been shown to play a role in how individuals make decisions,

mainly when presented with persuasive messages (i.e., meant to encourage them to change their at-

titude or adopt new behaviors concerning a particular issue) [54, 219]. In particular, affect provides

information that can influence the acceptance of a persuasive message [54]. Herein, individuals’

affective states “exert powerful information influences on the kind of information people selectively
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access and use when constructing a response to a [certain] situation” [69, p.514]. For instance, indi-

viduals in a positive affective state (e.g., happy people) may recall and use more positive information

to enact a response (or make decisions). In contrast, those in a negative affective state might rely on

more negative information [69]. Forgas [69] asserts that negative affect can promote systematic and

elaborate processing of the received persuasive message, which in turn, can result in a more accurate

judgment of the message. In constract, positive affect can promote a more abstract and constructive

processing style that increased the incidence of message judgment distortions. Nonetheless, these

affect influences are susceptible to the framing and structuring of the persuasive message [219]. For

example, Riet et al. [219] found that a positive(gain)-framed information resulted in higher levels of

information acceptance and attitude change than negative(loss)-framed information, an effect that

was mediated by positive affect. In other words, participants in a positive affective state were more

likely to accept and change their attitude when the message was positive than negatively framed,

suggesting that affect does play a role in the persuasion process. Affect can help explain the un-

derlying mechanisms of message framing effects. Dillard et al. [54] also found that when individuals

were shown public service announcements (PSA’s), their affective states influenced their judgement

in terms of the perceived effectiveness of the PSA message (i.e., based on the assessment of the

information), which, in turn influenced their attitude and behavior towards the particular issue at

hand. Drawing from this research work, we examine the effects of user affect on user perception

(of decision help and trust in the platform) and privacy behavior, given the varying tones styles

embodied by the presented privacy suggestions in our study. The message tone is known to help

modulate a system’s voice to account for the affective state of people using it, but work on the

underlying mechanisms of affect effects remains limited [46].

Finally, rather than examine for effects of affect in general, in this study, we focus on its

effects as specifically related to privacy (i.e., privacy-related affect). This focus is important because

prior work reveals that the effects of affect are also dependent on the personal relevance of the decision

or task at hand [68, 71]. In particular, Forgas et al. [68] found that people in negative affective states

exhibited more efficient decision strategies when dealing with information or situations that were

personally relevant to them. Similarly, Garg [71] also found individuals in these negative states

tended to engage in thoughtful and detail-oriented processing of cognitive tasks if the task at hand

was relevant to them [71]. Whereas the research that has examined the specific role of privacy-related

affect remains limited, few prior works have attempted to highlight the potential role of affect in
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privacy-related decision-making. For example, Pengnate & Antonenko [185] and Kehr et al. [109]

have respectively shown the influence of momentary affective states on privacy assessment in the

health and mobile app environment: consumers underestimate the risks of information disclosure

when confronted with a user interface that elicits positive affect. Jung and Park [104] found that

affect aroused by privacy concerns falls into three major forms: anxiety, anger, and disappointment,

which further lead to different types of coping behavior in response to privacy threats. Kehr et

al. [111] also found that individuals in positive affective states (e.g., happy) perceived lower situation-

specific privacy risks compared to those in negative affective states (e.g., fear). Lerner & Keltener

[137] found that individuals in negative affective states tend to choose the “sure thing” as their

affective state (e.g., fear) activated higher estimates of the likelihood of risky events occurring.

Nonetheless, Johnson and Tversky et al. [101] also highlight that people can still make judgments

and decisions congruent with their affective state, even when the subject matter is unrelated to the

cause of that state. As such, we also include general affect (i.e., non-privacy-related affect) as a

control condition.

5.2.3 The Effect of User Trust in the Platform on Social Media Disclosure

Research on computer-mediated communications asserts that social media is a contextual

based media, thus the effects of tone and message relatedness can influence user attitudes and

perceptions (e.g., user trust) of platforms [57, 146]. Furthermore, prior work in privacy-decision

making that has examined online social exchanges, boundary management, and self disclosure finds

that privacy-related trust in the platform is a principal antecedent to privacy decision-making (i.e.,

information disclosure) [59, 103, 157]. According to Malhotra et al. [157], trust helps to bridge the

tension between the platform’s providers’ need/use of personal information and the users’ privacy

concerns about disclosure of information. Consequently, trust increases the confidence users have

in the platform, which lowers their perceived risk of disclosing personal information, and ultimately

increases the likelihood of users engaging in information exchanges [100, 209]. In this light, trust

encompasses individuals’ willingness to depend on or be vulnerable to the specific online technology

provider, especially when the technology is essential or needed to complete tasks [134, 113]. When

users do not have enough trust in the platform, they either refrain from use or are reluctant to share

information [91]. For example, Krasnova et al. [130] found that while the perception of privacy risks
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can create a barrier to information disclosure on SNS, such perceptions can be mitigated by users’

trust in the service provider and availability of control options. Bergström [32] investigated how

socio-demography, internet experience, trust and political orientation altogether influence online

information disclosure: the results showed that trust (in the technology) among others is the single

most important factor explaining privacy concerns toward using online modern technologies and

applications; the higher the trust in the technology, the less concern individuals had about the

potential misuse of their personal information.

Research also reveals that user trust can be composed of an affective component that is based

on one’s positive and negative feelings [139, 140]. In other words, positive and negative affective

states can shape user trust [140]. Lewicki & Brinsfield [139] assert that such affective states tend to

dictate the levels of trust, while Scholz & Lubell [200] argue that this kind of trust helps streamline

the disclosure process. Anaraky et al [73] also reveal that trust as an “affect heuristic” can shape

individuals’ privacy risk perceptions and guide decision-making. Based on this premise, it remains

unknown how privacy-related affect (i.e., users’ feelings about social media privacy) would affect

user trust in the platform, and in turn, disclosure. Therefore, in this study, we also examine ffor the

effect of privacy-related affect on user trust in the platform.

Finally, although a great deal of research has established trust in the platform is an essential

antecedent of online disclosure [157, 100, 113, 134], research that examines the effect of language

features such as tone style on users’ trust remains rather limited [160, 94]. In this study, we expound

on the effect of user trust in the platform on users’ privacy protection decisions, in light of privacy

suggestions with three varying tone styles.

5.3 Research Framework & Hypotheses

Drawing from the literature summarized above, privacy suggestions may be beneficial in

situations where social media users’ need a great deal of awareness and assistance in the management

of their privacy [169]. Such adapted privacy suggestions can help convey to users that they can

depend on or trust the system to behave in their best privacy interests. However, users are likely to

engage in a privacy calculus where they independently weigh the benefits Vs. costs of information

disclosure before making a decision [4, 127, 14]. Herein, the tone style that privacy suggestions

embody could influence whether users’ find the provided suggestions compelling or helpful enough
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for them to follow and make ‘appropriate” privacy decisions using the available privacy features [50,

145, 94]. Furthermore, the impact of such privacy suggestion tone styles on users’ privacy decision

outcomes might also differ based on pre-existing pre-existing user affect (e.g., an individual’s feeling

about the decisive situation at hand) [142, 97, 111]. Hence, to better understand the impacts of

different privacy suggestion tone styles on users’ privacy decision making process, we also examined

the influence how one feels about social media privacy—termed as the privacy-related affect in this

study.

Figure 5.1 depicts our research framework that shows the proposed hypotheses and summa-

rizes the core constructs underlying our research. More specifically, our research framework proposes

that: (a) depending on users’ pre-existing privacy-related affect, the three varying privacy suggestion

tone styles can have different impact on users’ perceived decision help and trust in the platform;

(b) depending on users’ pre-existing privacy-related affect and users’ sated general informational

privacy concerns can have direct impact on their privacy protection decision outcomes; and (c) the

direct effect of the three privacy suggestion tone styles could be mediated by user perception of the

decision help and trust in the platform.

Decision 
Help

Trust in the 
platform

Privacy 
Protection 
Decision

General 
Privacy 
Concerns

H3
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Figure 5.1: The research framework to examine the influence of pre-existing privacy-related affect,
privacy suggestion tone styles, on decision help, trust in the platform, and privacy protection decision
outcomes.
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5.3.1 Operationalization of the Research Framework

For the experimental set up of our study and operationalization of the above mentioned

framework (see Figure 5.1), a story or “passage” was used to prime and induce either a positive or

negative affect that was either privacy or non-privacy related amongst participants (see Figure 5.2

for more details) [63, 71]. More specifically, to induce privacy-related affect amongst participants,

we ensured that the passage was related to social media privacy (e.g., the unwanted access or use of

disclosed social media information in the hiring process) and differed in valence by either highlighting

the advantages (i.e., upsides) or disadvantages (i.e., downsides) related to the use of such personal

information in making hiring decisions (see Section 5.4.3 for further details). On the other-hand,

non-privacy related affect was also induced to serve as a control. This non-privacy related affect

control condition would ensure that any observed effects were not as a result of affect (in general)

but rather unique to privacy-related affect. As such, the passage used in this instance did not make

any reference to the use of social media personal information in the hiring process. Taken together,

the emotional valence of the passage served as a primary dimension to help compare between the

effects of positive Vs. negative affective states [71]. While the the passage’s relation to social media

privacy helped serve as a primary dimension compare between the effects of privacy Vs. non-privacy

affects.

Additionally, a common approach to vary or differentiate tone styles involves changing the

linguistic content to showcase the urgency or the forcefulness of the message to persuade people to

alter their behaviors [76]. For instance, assertive messages typically employ a commanding tone such

as “You must do [X]” whereas non-assertive messages use a gentler approach, as in “Please consider

doing [X]”[107]. Assertive messages use imperatives such as “should”, “must”, ‘ought” rather than

the gentler imperatives “could”, and “might” to indicate the degree to which an individual is obli-

gated or has the option to refuse to take action, [114, 41]. As an example, a message with a gentler

non-urgent tone could read as (e.g., “It could be helpful to think about what you will lose if you give

up on your goals.”) [167]. Therefore, for our study, we identified and defined three possible privacy

suggestion tone styles as: 1) Neutral: A more general system suggestion for a user to action (e.g.,

“Hey Alex, do you want to change the audience of this post”); 2) Passive: A more gentle system

suggestion for a user to take action (e.g.,“ Hey Alex, perhaps you might think about changing the

audience of your post”); 3) Assertative: A more commanding/forceful system suggestion for a user
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Privacy Related

Positive Affective State: Employers use so-
cial media to screen candidates during the
hiring process. More specifically, employ-
ers state that viewing someone’s pro-
file gives them a glimpse into their
personality and online behavior be-
yond their resumes. As a result, it
helps them recruit candidates who are
a good fit for their company. This means
that if you search for a job in the future, you
could be eligible for a higher starting pay
because of what employers learn about you
from your social media..

Negative Affective State: Employers use so-
cial media to screen candidates during the
hiring process. More specifically,employers
report rejecting job applicants based
on their social media posts that reflect
poorly on the applicant. As part of
the interview process, some employers
go to the extent of asking applicants
to share their login details to their so-
cial media accounts in order to view all
their posts. This means that if you search
for a job in the future, you might be disquali-
fied from a job before you interview based on
what employers learn about you from your
social media.

Non-Privacy Related

Positive Affective State: Given the growth
and reach of social media sites, many busi-
nesses continue to rely on social media to
market and sell their products or services.
As a result, people use their social media
sites to buy products online. This means
that it is easier for you to discover small busi-
nesses and products that you might enjoy on
social media.

Negative Affective State: Given the growth
and reach of social media sites, many busi-
nesses continue to rely on social media to
market and sell their products or services.
As a result, it has become very expensive
for businesses to market their products on-
line. This means that products may be more
expensive for you as businesses need to pay
more for social media ads.

Figure 5.2: The positive and negative privacy or non-privacy related passages used to induce user
affect.

to take action (e.g.,“Hey Alex, you should absolutely change the audience of this post”).

In summary to examine for the impact of privacy-related affect and privacy suggestion tone

styles on user privacy protection decisions and experiences with the platform (i.e., perceived decision

help and trust), we operationalized the experimental conditions into three main core parts for our

research framework: 1) the emotional valence of the passage (i.e., positive Vs. negative); 2) the

passage relation (i.e., privacy Vs. non-privacy); and 3) the privacy suggestion tone styles (i.e.,

neutral Vs. passive Vs. assertive). Next, we further describe the constructs and hypothesize the

relationships that constitute this research framework.

5.3.2 Perceived Decision Help as a Benefit of Privacy Suggestions

As detailed in Chapter 3 and 4, we find that users would appreciate privacy suggestions

as an adaptation presentation method where the system/platform proactively guides, educates and
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helps encourage them to make the “right”’ privacy decisions. More specifically, users discern that

privacy suggestions would enable them to proactively take ownership over their privacy [169]. Hence,

a platform that provides privacy suggestions that embody the “appropriate” tone style to modulate

how users’ react would likely be perceived to be very helpful. However, prior work reveals that this

perception is likely to differ based on users’ pre-existing attitudes (in our study these are manipulated

as privacy-related affective states) [111]. For example, Bahirat et al. [24] suggest a “privacy” focused

decision-making context matters as it can influence users’ privacy decision outcomes, especially for

users who may be vocal about privacy (i.e., those with high concerns). Such contextualization is

likely to focus users and highlight the importance of privacy suggestions, especially if they are vocal

or highly concerned about their privacy [24]. Kehr et al. [111] further asserts that users’ benefit

considerations (e.g., of intelligent components such as privacy suggestions) might differ based on their

pre-existing affect towards situation-specific privacy risk. Compared to users in a negative affect

state, users in a positive affect state tend to perceive lower situation-specific privacy risks [111]. In

essence, users in a negative affect state might perceive a system that provides privacy suggestions

to be more helpful than those in a positive affect state, since users in a positive affect state tend

to have more positive beliefs that can lead to an underestimation of the privacy risks inherent with

system use [142]. Therefore,we hypothesize:

H1a: In contrast to participants primed using a non-privacy-related passage, partici-

pants primed using a privacy-related passage will perceive the platform to be more helpful.

H1b: However, compared to participants primed using a positive privacy-related passage,

the effect observed in (H1a) will be stronger among participants primed using a negative

privacy-related passage

Furthermore, in regards to the impact of privacy suggestion tone styles on users’ perceived

decision helpfulness of a system, prior work by Muench et al.[167] reveals that individual’s have clear

tone style preferences, especially if the message is designed to help them achieve their personal goals.

More specifically, the authors found that individuals clearly prefer a more directive (i.e., assertive)

message tone over a more suggestive (i.e., passive or neutral tone [167]. In other words, individuals

tended to prefer more directive (i.e., assertive) than passive or neutral toned messages. Thus, subtle
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manipulations of the tone style of a message could affect user preference for the message, and as

such the perceived helpfulness of the platform [167]. Thus, we hypothesize:

H1c: Participants’ provided with privacy suggestions that embody an assertive tone

will perceive the the platform to be more helpful in helping them make privacy protection

decisions, than participants provided with suggestions that are either neutral or passive.

Research also further reveals that user message tone style preferences might be susceptible

to user affective states [131, 55, 111]. Li et al. [142] assert that while users in a positive affect state

tend to care more about the protection of their privacy, they also tend to underestimate the inherent

privacy risks they face. Bless et al. [34] also found that, depending on the content of the message,

happy individuals (i.e., individuals in a positive affect state) can be persuaded by both strong(e.g.,

a more direct assertive) and weak (e.g., a more suggestive neutral or passive) message, while sad

individuals (i.e., individuals in a negative affect state) are more persuaded by the strong than weak

message. Li et al. [142] suggests that this is likely because individuals in a negative affect state

tend to focus more on the privacy risks involved in a situation, reach a quick decision regarding the

potential downsides of the risk, and then act accordingly. Thus, we hypothesize that:

H1d: Compared to participants primed using a positive passage, the effect in (H1c) will

be much stronger among participants’ primed using a negative passage. This effect will

only be true for participants primed with a positive or negative privacy-related passage.

With regard to privacy concerns, users are likely to respond to more assertive tones (i.e.,

pushy or more forceful messages) in domains that they view as important while more suggestive

(i.e., neutral or passive tones) are likely to work best when they lack initial conviction [131]. In

other words, users’ are likely to prefer an assertive tone style and perceive a system to be helpful, if

they are very concerned about their privacy. As such, we hypothesize that:

H1e: The effect observed in (H1d) will not be true for participants primed using a

positive or negative non-privacy-related passage.
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5.3.3 Trust in the platform as an antecedent for Privacy Decision Making

As highlighted in section 5.2.3, user trust is a principal antecedent to their privacy decisions

(e.g., whether to disclosure or not to disclose information) [73, 103, 139]. User trust in the platform—

conceptualized in this study as an individual’s confidence that the platform will not misuse his or her

data [112]—shapes users’ judgements and privacy decision outcomes [139]. According to Malhotra et

al. [157], trust helps to bridge the tension between the platform’s providers’ privacy practices and the

users’ privacy concerns about disclosure of information. Consequently, trust increases the confidence

users have in the platform, which lowers their perceived risk of disclosing personal information, and

ultimately increases the likelihood of users engaging in information exchanges [100, 209]. From my

prior work in Chapter 3, we learn that users’ are likely to perceive a platform that provides privacy

suggestions as one that deeply cares and values their privacy. As such, the provision of privacy

suggestions is likely to influence the level of trust in the platform. However, keeping in line with

past findings [39, 94], the level of user trust in the platform could vary based on the tone embodied

by the suggestion. As such, we hypothesize that:

H2: Participants’ provided with privacy suggestions that embody an assertive tone, will

have higher trust in the platform than participants provided with suggestions that are

either a neutral or passive.

H3: Given the provided privacy suggestions, perceived decision help will be positively

associated with trust in the platform.

H4: Users’ general informational privacy concerns will be negatively associated with

perceived user trust in the platform.

5.3.4 Dependent Variable: Privacy Protection Decision Outcome

Social media users often have to make privacy decisions pertaining to the management of

their online identity and access to their personal information (i.e., reputation management) [180,

240]. Reputation management involves careful curation of the type of content (or posts) that can

be shared, viewed or accessed by others in order to project oneself in a way that suits specific

audiences [19, 61]. As part of this privacy decision making process, users can engage with the
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available privacy controls or features to delete shared content they do not want others to see, select

an audience that can access the content, self-censor (i.e., decide not to share any content at all),

among many other actions [240].

As such, in this study, the actual privacy-related decision pertains to reputation management

as a common privacy management practice on social media [240]. Herein, participants were implored

to review “their” fictitious social media profile and on their own accord take privacy protective

actions (i.e., reputation management decisions) based on the review of ten posts that varied in

privacy sensitivity [144, 29]. The actual permitted privacy actions that participants could undertake

included either deletion or edit or changing audience of the posts that participants’ deemed to be

highly sensitive or poorly reflective of them. We treated the total number of posts whose privacy

settings were changed as the outcome variable of interest. We termed this “total” as the privacy

protection decision.

Thus, keeping in line with past literature on the influence of privacy concerns, user trust,

and perceived decision help on users’ privacy decision outcomes [207, 157, 209, 169], we hypothesize:

H5: Participants with high general information privacy concerns will make a higher

number of privacy protection decisions, depending on their positive or negative privacy-

related affective state.

H6: Perceived trust in the platform will be negatively associated with the number of

privacy protection decision outcomes.

H7: Perceived decision help will be positively associated with the number of privacy

protection decision outcomes.

Finally, several privacy scholars suggest that in examining users’ privacy decision-making

processes, researchers should take into account the effects of a dual-route or (“hybrid”) decision-

making approach—privacy calculus (i.e., cost-benefit analysis of disclosure) integrated with heuristic

considerations [73, 97, 11, 142, 110]. More specifically, the scholars highlight the risks associated with

only relying on either a privacy calculus or a heuristic-based approach. For example, Anaraky et

al. [73] reveal that in making privacy decisions, users can “employ a hybrid process that integrates

heuristics, such as taking into account the perceived trust in the [platform] along with making
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calculated assessment of the benefits and costs of disclosure”. The authors strongly assert that

relying on either a privacy calculus or a heuristic-based approach can result into obscured or diluted

effects as it might not sufficiently capture the true effects or ways in which all users make privacy-

related decisions [73]. Kehr et al. [110] also reveal that users can employ different thinking styles;

employing either a rational way (i.e., a cognitive process where they thoroughly assess the anticipated

benefits and risks associated with the decision) or intuitive way (i.e., relying on their hunches rather

than employing a cost-benefit analysis) in making disclosure decisions. Al-Maidani & Al-Jabri [11]

find that social media users’ affective states can bias their privacy calculus process. To that end,

in this study we account for the possible effects of a dual-route decision-making approach by not

only examining how the three different privacy suggestion tone styles directly affect users’ privacy

decision as moderated by privacy-related affect, but also inspect the moderating effect of decision

help and trust in the platform in this process. By taking into account the different ways users might

make decisions and studying the combination of these variables, we are able to comprehensively

explore the boundary conditions of the effects of privacy suggestion tones and privacy-related affect.

Thus, we answer the research question:

RQ4: Are the effects of the experimental manipulations (i.e., privacy-related affect and

privacy suggestion tone styles) on privacy protection decision, mediated by decision help

and trust in the platform?

5.4 Methodology

The goal of this research work was to better understand how privacy-related affect and

the different privacy suggestion tone styles impact users’ experience (i.e, perceived decision help

and trust in the platform) and privacy decision outcomes. As such, we conducted an online user

experiment exploring the impact of three privacy suggestion tone styles (neutral, passive, assertive)

and privacy-related affect on users’ users’ experience and privacy decision outcomes. The Clemson

University Institutional Review Board (IRB) approved our study.
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5.4.1 Study Design: The SNS User Interface Mockup

One of the objectives of this study was to overcome the shortcomings of studies with hypo-

thetical scenarios and obtain increased ecological validity. Therefore, participants interacted with

a carefully controlled working prototype SNS platform 2 (“FriendBook”, see Figure 5.3) that could

purportedly provide its users with “privacy suggestions”(e.g., Figure 5.4) to help inform their privacy

decisions. To avoid a cluttered user interface and profile, FriendBook was populated with only ten

posts based on a Tweet corpus collected by Cachola et al. [42], with each post containing settings

(or features) for the three plausible post privacy actions that users could undertake (i.e., edit a post,

delete a posts, change the post audience). Furthermore, these posts varied in content privacy sensi-

tivity (i.e., low, medium, high) based on a taxonomy by Li et al. [144]. In particular, based on Li et

al’s taxonomy, the posts were comprised of four high (i.e., two posts each containing vulgar text, one

photo post of a medical condition, and one showing a photo of a bong filled with cannabis), three

medium (i.e., two posts containing negative text, and one with a photo of a disorganized home),

three low (i.e.., two posts each containing positive text celebrating an event such as a birthday and

get-to-together party, and one post photo of a vacation) privacy sensitive content (see Figure 4,

Appendix B.4; for the full gallery of posts used in the study) . Hence, each user saw the exact same

posts, friends, etc., thereby guaranteeing that all users had the same opportunities to engage with

the same profile.

2Developed based on the User Interface (UI) of the Facebook web application to increase the realism and ecological
validity of the experiment.
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Figure 5.3: The semi-functional social media platform (“FriendBook”) used to provide users with
“privacy suggestions” to help inform their privacy decisions. Free public images accessed from the
internet (under a (CC0) commons creative license) and fictitious names were used in the creation of
“Alex Doe’s” profile.

Figure 5.4: A sample post privacy suggestion (termed “privacy tip” within the study) encouraging
participants to delete one of the highly privacy sensitive posts on the FriendBook platform.

Using FriendBook allowed us to manipulate how we presented the “privacy suggestions”

and aptly examine the impact of tone styles on users’ privacy decision making process. A privacy

suggestion was presented for each of the three most “high” privacy sensitive posts and in alignment

with each of three recommended privacy actions (see Section 5.5 for the examined three privacy

actions, and Section 5.4.3 for a description of the 12 experimental conditions). The other one “high”

privacy sensitive post did not get a suggestion. We chose to present only a total of three privacy

suggestions under each condition so as to not overwhelm participants. For each privacy suggestion,

participants were asked to consider taking a particular privacy protection action, and could respond

by pressing the “Reject” or “Accept” options. The privacy suggestions were designed to make a
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single point in a straightforward manner, and therefore be clear and informative [50].

We ran a small pilot study with 10 participants to ensure there were no usability issues and

get a good timing pattern for the appearance of the privacy suggestions. Based on their feedback,

the three privacy suggestions were updated to appear at the time intervals of 40s, 60s, 80s, for a

maximum appearance time of 10 seconds respectively.

All user interactions with the posts were recorded and used to access overall engagement

patterns and privacy protection decision outcomes (see Section 5.8.3).

5.4.2 Study Setup & Procedure

After reading a brief description of the study’s purpose and providing consent, participants

completed a pre-survey (see Appendix B.1,Table 2). This pre-survey asked participants to indicate

their current (Facebook) usage (based on scale adopted from Ernala et al. [62]), awareness and past

usage for each of the three post privacy features (i.e., “edit post”,“edit audience”, “delete post”)

used to enact the examined privacy actions in this study (see Section 5.5). This was done by showing

the participant an image of the privacy feature under examination and asking them 1) “Are you

familiar with the [Name of Feature] Facebook post feature?”(response options: Yes, No) and 2)

“How often do you use this feature?” (response options: Never Used, Used Once, Occasionally Use,

Frequently Use). The response to these questions enabled us get a clear understanding of how often

our participants used social, and their level of familiarity and usage of the post features used to make

to the privacy decisions within this study (see Section 5.8.1.1 on the resultant descriptive statistics

of the responses to these questions). Thereafter, participants were randomly assigned into one of

the 12 experimental conditions to interact with FriendBook where they could partake in the privacy

decision-making process (see Section 5.4.3 for details on the experimental setup).

Prior work reveals that it has become increasingly common for potential employers to “can-

vass social media sites for information on potential employees and candidates, and act on the basis

of the information found therein” to make hiring decisions [1, p.95]. For job seekers, objectionable

social media posts (such as those that include inappropriate photographs or information, evidence

of alcohol or drug use, and information revealing that the applicant might have lied on the job

application) may decrease their chances of getting a job based on a potential employer’s judgements

about their character or reputation [1, 188]. Thus, one of the common privacy behaviors that social
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media users—especially those seeking employment opportunities—exhibit is managing their reputa-

tion [240]. Herein, users seek to manage their online identity and access to their personal information

that they might not want to be seen, shared or made available to others [240]. As such, a job search

scenario was used as a motivating context in which participants could explore and manipulate the

FriendBook profile used in the study. Participants were implored to review and make privacy pro-

tection decisions based on the careful curation of the posts if they were to be viewed by a potential

employer. More specifically, participants were invited to imagine that:

“You are Alex Doe from Fresno, California and regularly use FriendBook (a social media

site) for professional and leisure activities. You are planning on applying for a job, go

through the posts you have made in the recent past and see if you are okay with them.”

Together, the scenario and the post privacy-feature related questions helped participants

learn, navigate, engage, explore and review “their” profile on FriendBook. For easy recollection

of the use context, the scenario and list of possible post privacy actions was also presented as a

persistent sidebar throughout the user interaction process with FriendBook (see Figure 5.3). These

were carefully pilot-tested with the study target sample population (N = 10) to make sure that

participants were properly motivated to manage their profile without explicitly demanding that

they would engage in specific privacy management practices. Responses in our pilot-test debriefing

interviews convinced us that participants would interact with their profile and make privacy choices

that they themselves thought to be the most appropriate ones to undertake.

Participants were subsequently asked to explore and interact with their profile, with the

goal of ensuring that they were okay with what is on it, given the imagined upcoming job interview.

In this phase, participants reviewed the various recently shared posts on their timeline and—where

appropriate—made changes using the available post privacy features on their own accord or with

the aid of privacy suggestions 3. Depending on the experimental condition, the tone style of the

privacy suggestions was varied.

Upon completing the review of the posts on FriendBook, participants were directed to

complete the post-stimulus survey. Based on their interactions and privacy decisions, participants

were asked to evaluate the overall trust they had in the FriendBook platform (based on a scale

3Participants who spent too little time (< 1 minute) interacting with FriendBook were removed from the analysis so
as to ensure that all the participants in the study had seen or interacted with at-least one of the privacy suggestions.
The remaining participants spent an average of 2 minutes on FriendBook
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adopted from Krasnova et al. [130]), general informational privacy concerns (based on a scale adopted

from Malhotra et al. [157], and the usefulness of the FriendBook platform (based on a scale adopted

from Knijnenburg et al. [124]). For each of the ten posts, participants were asked about what

privacy action they took and a corresponding reason. Each participant was compensated with $2

for participating in the study [82].

5.4.3 Experimental Conditions

To address our research questions, we employed a 2 X 2 X 3 between-subjects experimental

study, that relied on users’ reading a story or “passage” before interacting with FriendBook so as to

ensure all participants had a uniform induction of affect. For each passage, we combined these factors

to ensure that the elicited affect and ultimate judgements were based on the same decision context

with differences in relation to privacy and framing only [63, 35]. More specifically, the passage was

either directly related to privacy (privacy-related) and positively or negatively framed— based on the

emphasises of the advantages (i.e., positive privacy framing) or disadvantages (i.e., negative privacy

framing) related to the access and use of user information on social media; or directly unrelated to

privacy(non-privacy related)— where we intentional emphasized the advantage (i.e., positive non-

privacy framing) or disadvantages (i.e., negative non-privacy framing) related to the general use

of social media without specific mention of the benefit or loss related to social media use of users’

personal information (see Figure 5.2 for further details).

Immediately after reading the passage, participants were asked to indicate how it made

them feel. We used a Positive and Negative Affect Schedule (PANAS-SF) scale with 20 items as a

manipulation check to ensure the right affective states were elicited [229]. Thereafter, participants

were shown the study scenario (described in Section 5.4.2) and subsequently directed to the Friend-

Book platform where the presented privacy suggestions varied in tone (see Figure 5.1). As such,

we developed a total of 12 experimental conditions: passage relation (privacy versus non-privacy),

the emotional valence of the passage (negative versus positive), and on-platform privacy suggestions

in tone styles (neutral versus passive versus assertive) (see Table 5.1 for the exact sample privacy

suggestion tone styles)
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Tone Description Example

Neutral Tone The message was framed using a gen-
eral neutral tone

“Hey Alex, do you want to delete this
post?”

Passive Tone The message was framed using a pas-
sive tone

“Hey Alex, perhaps you might think
about deleting this post”

Assertive Tone The message was framed using an as-
sertive tone

“Hey Alex, you should absolutely
delete this post”

Table 5.1: The three different suggestion tone styles that were used to offer on-platform decision
support.

5.5 Measurement

We recorded all user interactions with the post privacy features to measure user engagement

with the privacy suggestions and capture their ultimate privacy protection decision outcomes:

Explicit accept: The participant explicitly accepted the privacy suggestion, either by approving

the suggestion (by clicking “Ok”).

Implicit ignore: The participant ignored the privacy suggestion or the suggestion disappeared

before they were able to interact with it, thereby implicitly ignoring it. .

Explicit reject: The participant explicitly rejected the privacy suggestion (by clicking “Rather

Not”).

Privacy Protection Decision Outcome: Based on their perception of the post, the participant

on their own accord or implored by the privacy suggestion either: 1) deleted the post:

this action provided the privacy benefit of completely getting rid of the entire post; or 2)

selected an appropriate audience for the post: this action provided the privacy benefit

of categorically controlling who could view the post without necessarily having to delete or

edit the post; or 3) edited the post: this action provided the privacy benefit of altering the

post content without necessarily getting rid of it entirely or changing its’ audience. Thus, we

define the “privacy protection decision” as the total number of posts where any one of these

privacy actions was undertaken.
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5.6 Participant Recruitment

Participants were recruited between January and March 2022 via Prolific 4, a participant

recruitment platform where people complete short tasks and receive automatic payments. A total of

993 adult participants who were users of social media (e.g., Facebook) were recruited. We restricted

participants to people within the United States with a high “worker reputation” (i.e., those with

a HIT approval rate greater than 95% with at least 50 approved past tasks) to ensure satisfactory

response quality. We also included several attention check questions and quality checks to remove

participants who spent little time (less than 1 minute) within the study environment or who did not

carefully read/respond to the pre- and post-survey questions [132]. We discarded 243 pariticipants

who did not meet our participant requirements and data quality checks, the valid data used in

the analysis was from 750 participants 5 : (169 Men, 573 Women), with aged between 18 and

60 (average age 34). We summarize the distribution of participants across the 12 experimental

conditions in Table 5.2.

Privacy Suggestion
Tone Styles

Privacy-Related
(N = 366)

Non-Privacy Related
(N = 384) Total

(N = 750)
Negative Framing Positive Framing Negative Framing Positive Framing

Neutral 61 59 71 63 254

Passive 66 57 54 68 245

Assertive 60 63 60 68 251

Table 5.2: The Distribution of Participants across the 12 Different Experimental Conditions

5.7 Data Analysis Approach

Our data analysis approach was three-fold: 1) we first assessed the reliability and validity

of the pre-validated post-study survey items assessing the constructs of perceived decision help,

perceived trust in the platform, general information privacy concerns using confirmatory factor

analysis (see Section 5.7.1) [125]; 2) we examined the research model (Figure 5.1) and tested the

hypotheses using structural equation modeling (SEM) (see Section 5.7.2) [125]; and 3) in a behavioral

analysis (see Section 5.8.3), we analyze for significant differences in privacy protection decision

outcomes across the varying privacy suggestion tone style conditions based on the passage relation

4https://www.prolific.co/
5A power analysis, with α=.05, power=.95, df=11, and twelve groups revealed that the suggested sample size

(N=413) of a factorial ANOVA test was sufficient for detecting a medium effect (f=0.25)
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condition and congruent emotional valence of the passage. Subsequently, we examine the particular

privacy actions undertaken and privacy suggestion engagement patterns.

5.7.1 Confirmatory Factor Analysis

The validity of our constructs (i.e.,perceived decision help, perceived trust in the platform,

general information privacy concerns ) was assessed using confirmatory factor analysis (CFA) in R

Studio. CFA helps establish convergent and discriminant validity to ensure that the survey items are

a valid measurement of the constructs [125]. More specifically, convergent validity helps “determine

whether the items of a scale measure a single construct (i.e., that the scale is not a combination

of multiple constructs, or simply a collection of items with no common ground), while discriminant

validity determines whether two scales indeed measure two separate constructs (i.e., that two scales

are not so similar that they actually measure the same construct)” [125, p.25]. In CFA, survey items

that belong to the same scale are represented by a latent factor. The analysis determines to what

extent the item serves as an adequate indicator of the factor (loading). We iteratively removed items

with high cross-loadings and items with low (< .70) loadings on their own factor; these items have

no loading in Table 3, Appendix B.3. Overall, the results in (Table 3, Appendix B.3) show adequate

convergent (AVE > 0.50) and discriminant validity (
√
(AVE) > largest correlation) for each factor,

and a substantial loading for each item (i.e., each item loading exceeded 0.70), with a good6 overall

model fit [117]: χ2 (183) = 869.977, p < 0.001; RMSEA = 0.071, CFI = 0.985, TLI = 0.982, albeit

with a high RMSEA.

5.7.2 Structural Equation Modelling

In conducting an SEM, we examined the research model (Figure 5.1) and determined the

statistical significance of the hypothesized relationships between the constructs. SEM is an “inte-

grative statistical procedure that tests the measurement model and all hypotheses (known as the

structural model) at the same time. Therefore, our research model with the experimental condi-

tions, constructs (i.e., perceived decision help, perceived trust in the platform, general information

6A good model has χ2 that is not statistically different from a saturated model (p >.05), but this statistic is
considered too sensitive. Researchers have considered other fit indices [31]. Hu and Bentler [93] propose cutoff values
for other fit indices to be: CFI > .96, TLI > .95, and RMSEA < .05, with the upper bound of its 90% CI below 0.10.
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privacy concerns), and privacy protection decision outcomes, was examined for both hypothesized

and potential non-hypothesized effects using a “saturated” path model of these core factors [125].

We iteratively pruned the non-significant effects of the model and examined the sign and significance

of the path coefficients; in our resulting model (see Figure 5.6). The solid incoming arrows (→) be-

tween constructs represent significant relationships while the broken line arrows (⇢) represent tested

relationships that were found to be non-significant. Each regression contains a regression coefficient

(indicated by the number on the arrow), the standard error of the regression effect (in parenthesis)

and the significance level denoted by asterisks (*) or “ns” for non-significant effects). The latent

constructs were scaled to have a standard deviation (SD) of one, so that one SD difference in a con-

struct (e.g. perceived decision help) causes a β SD difference in another construct (e.g. perceived

trust in the platform).

5.7.3 Behaviorial Analyses

Next, we conducted a behaviorial analyses to better understand how the various privacy

suggestion tone styles affected participants’ privacy protection decisions depending on the pas-

sage relation and emotional valence of the passage conditions. In particular, we ran a fit analysis

of variance (ANOVA) to evaluate and examine the overall effects of the three experimental condi-

tions on participants’ privacy protection decisions (based on a total count of posts for which privacy

actions where undertaken). Additionally, we also ran a generalized linear mixed effects regression

model (glmer) to examine for similar overall effects based on particular post level decisions. Herein,

we included a logit link function to account for the binary post decision outcome variable (logistic re-

gression) and created a random intercept to account for the within subjects (multiple post decisions

per participant) design of the study. We first created a baseline model, which only comprised of a

random intercept. Next, we added the passage relation, emotional valence of the passage, suggestion

tone style, and respective interaction effects as additional variables to the baseline model. We tested

whether there was a significant improvement upon adding the new variables using a χ2-based model

comparison.

A series of similar generalized linear mixed effects regression models (glmer) were also con-

ducted to examine for the impact of post and privacy suggestion attributes (e.g., post content

privacy sensitivity and whether a suggestion was provided or not) on participants’ privacy protec-

tion decisions, particularly among participants who were primed using a privacy-related passage.
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Furthermore, to better understand the influence of privacy suggestions, we also assessed the partic-

ular privacy actions undertaken and overall user engagement patterns. We report on the post-hoc

findings in Section 5.8.3 based on the χ2-based model outcomes.

5.8 Results

Below, we describe our study’s findings. We first provide the descriptive statistics (see Sec-

tion 5.8.1) regarding the participants daily use of social media, level of privacy feature awareness

and rate of use (Section 5.8.1.1), and the effectiveness of our experimental passage(s) affect manip-

ulations (Section 5.8.1.2). Then, we present our hypotheses test results (Section 5.8.2), followed by

a post hoc analysis to further unpack additional nuances from the participant data (Section 5.8.3).

5.8.1 Descriptive Statistics

In the following subsections, we provide the descriptive statistics for social media use,

privacy feature awareness, and usage, and manipulation check outcomes.

5.8.1.1 Social Media Use, Privacy Feature Awareness and Usage

For each participant, we inquired about their social media activity, timeline privacy feature

awareness and use, especially for features that were meant to support the three main privacy actions

that they could consider undertaking to safeguard their privacy while on “FriendBook” (i.e., edit a

post, delete a posts, change the post audience). Out of the 750 participants, 635 (84.6%) indicated

being active social media (i.e., Facebook) users that used the SNS for at-least 10 minutes to more

than three hours per day. A majority of participants reported that they were unfamiliar with

some of the examined post privacy features: Edit Post (61, 8.13%), Delete Post (391, 52.1%), Edit

Post Audience (425, 56.7%). Subsequently, they also reported never using them: Edit Post: (143,

19.07%), Delete Post: (457, 60.93%), Edit Post Audience: (491, 65.47%). This finding confirms

prior work that reveals that many social media users’ are often unaware of the privacy feature

controls available to them via their respective settings [92]. This finding also suggests that indeed

the application of “privacy suggestions” as plausible privacy adaptation presentation method could

benefit social media users and encourage them to take active control over their privacy [169].
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5.8.1.2 Manipulation Check

Immediately after reading the respective passage, participants were asked to rate their cur-

rent affect state on the Positive and Negative Affect Schedule (PANAS-SF) scale as a means to

examine the exact valence of the elicited affect (see Appendix B.2, Figure 3) [229]. As internal con-

sistency of the two scales was sufficient in the passages that varied based on their relation to privacy:

Privacy-Related passages (Positive affect: 10 items, α = 0.93; Negative affect: 10 items, α = 0.85)

and Non-Privacy-Related passages (Positive affect: 10 items, α = 0.88; Negative affect: 10 items, α

= 0.86), we conducted an independent sample t-tests to assess the effectiveness of the manipulations

across the privacy and non-privacy related affect experimental conditions. Results indicated that

affect elicitation was successful, with participants feeling more negative than positive if they read a

negative framed passage, and vice versa. More specifically, for negative affect elicitation (i.e., where

participants read a negatively framed passage), participants were more likely to report significantly

feeling more negative than positive in the non-privacy-related condition (t(327.03) = 4.35, p < .001)

and privacy-related condition (t(322.04) = 5.92, p < .001). On the other hand, for positive af-

fect elicitation (i.e., where participants read a positively framed passage), participants were more

likely to report significantly feeling more positive than negative in the non-privacy-related condi-

tion (t(235.76) = 11.07, p < .001) and no significant differences were observed for the privacy-related

condition (t(368.84) = 0.36, p > .05). Figure 5.5 provides an overview of these manipulation check

findings. These results reveal that privacy-related affect from an emotional perspective generally

tends to be different from non-privacy-related affect . More specifically, privacy-related affect tends

to elicit more negative than positive affect in comparison to non-privacy-related affect.
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Figure 5.5: Manipulation Check: The average valence scores for the elicited negative and positive
affective states across the privacy and non-privacy related affect experimental conditions. Negative
and Positive affects are assessed based on a summation of the particular items in the PANAS-SF
scale (see Figure 3, Appendix B.2) [229].

5.8.2 Structural Model

Using structural equation modelling (SEM), we examined the research model (see Figure 5.1)

to examine for the statistical significance of the hypothesized relationships between the constructs.

Having removed the non-significant effects in the research model, we analyze the significant effects.

The resulting model (Figure 5.6) had a good model fit (χ2 (211) = 359.181, p < 0.000; RMSEA =

0.031 (which is well below the suggested maximum of .05, CFI = 0.997, TLI = 0.999 [93]). Below,

we discuss (from left to right) the individual hypothesized effects.

Effect of passage relation (H1a - H1b): The results indicate that there was no direct main

effect of passage-relation on the perceived helpfulness of the platform (H1a not supported). Fur-

thermore, there was no significant interaction effects between passage relation and affect on the

perceived decision help (H1b not supported).

Effects of privacy suggestion tone styles (H1c - H1e): The results indicate that contrary to

our hypotheses, there was no significant direct effect of privacy suggestion tone styles on participants’

perception of the helpfulness of the platform (H1c not supported) or even a moderating effect
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Figure 5.6: The Structural Equation Model (SEM) of the research framework used to examine the
influence of pre-existing privacy-related affect and privacy suggestion tone styles on decision help,
trust in the platform, and privacy protection decision outcomes. The model shows the direct effects
of the hypothesized and non-hypothesized determinants (Significance levels: ***p <.001, **p <.01,
’ns’ p > .05, R2 is the proportion of variance explained by the model. Numbers on the arrows
represent the β coefficients and standard errors (in parenthesis) of the effect). Factors are scaled to
have an SD of 1
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of user affect (H1d not supported). Instead, The model shows there was a significant two way

interaction effect between passage relation and privacy suggestion tone styles on users’ perceived

decision helpfulness of the platform (β = -0.714, p < .001; H1e supported). Participants primed

using a privacy-related story and provided with privacy suggestions that embodied a neutral tone,

perceived the platform to be more helpful than those primed using a non-privacy passage and

provided with a suggestion that embodies a neutral tone (see Figure 5.7).
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Figure 5.7: The effect of the passage relation (non-privacy Vs. privacy), emotional valence of passage
(negative Vs. positive) on perceived decision helpfulness of the platform.

Effect on trust in the platform (H2-H4): There was no significant direct main effect of

privacy suggestion style on the perceived trust in the platform (H2 not supported). Perceived

helpfulness of the platform had a positive direct main effect on trust in the platform (β = 0.669, p

< .001; H3 supported). Additionally, general informational privacy concerns had a negative direct

main effect on trust in the platform (β = -0.296, p < .001; H4 supported). This suggests that users

with high privacy concerns are more likely to have less trust in the platform [112].

Effect on privacy protection decision outcomes (H5-H7): There was no significant three way

interaction effect of passage relation, the emotional valence of the passage, and general information

privacy concerns on privacy protection decision outcomes (H5 not supported) neither was there a

significant direct main effect of decision help (H7 not supported). Instead, there was a negative

direct main effect of trust in the platform on privacy protection decision outcomes (β = -0.161,

p < .001; H6 supported). Additionally, we found a non-hypothesized three way interaction effect
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of passage relation, emotional valence of the passage, and privacy suggestion tone style on privacy

protection decision outcomes (β = -1.214, p < .001).

Overall, our resulting model findings (see Figure 5.6) show marginal effects of passage

relation, emotional valence of the passage, and privacy suggestion tone styles on the subjective

constructs (i.e., perceived decision help and trust in the platform). However, an examination of the

user actions or actual behavior exhibited on the platform show inimitable effects of the experimental

conditions on participants’ ultimate privacy protection decision outcomes. Taken together, these

findings suggest that the effects of the experimental manipulations (i.e., privacy-related affect and

privacy suggestion tone styles) on participants’ privacy protection decisions are partially mediated by

perceived decision help and trust in the platform (RQ4). Otherwise, the experimental manipulations

also have direct ramifications on users’ actual privacy decision outcomes.

Therefore, in a post-hoc analysis, we investigate these behaviors in much greater detail to

uncover the true impact of the experimental conditions on participant’s privacy decision outcomes.

Herein, we also examine the particular privacy actions undertaken, impact of privacy sensitivity of

the posts on participants’ decisions, and impact of privacy suggestions the observed engagement

patterns. The resultant findings from this analysis makes up the bulk of our discussion.

5.8.3 Privacy Protection Decision Outcomes

In this subsection, we present the differences in privacy protection decision outcomes across

the varying privacy suggestion tone style conditions based on the passage relation condition and

congruent emotional valence of the passage.
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Figure 5.8: The effect of the passage relation (non-privacy Vs. privacy), emotional valence of
passage (negative Vs. positive) on participants’ privacy protection decision outcomes per the privacy
suggestion tone style used.

Figure 5.8 shows the effects on privacy protection decision outcomes (i.e., the total number of

posts where a privacy action was undertaken) across the three varying privacy suggestion tone style

conditions differed based on the passage relation and emotional valence of the passage. In particular,

a linear ANOVA model based on privacy protection decision outcomes (i.e., the total count of the

posts for which privacy actions where undertaken), revealed that the passage relation, emotional

valence of the passage, and privacy suggestion tone style independently did not reach significance (

p > .05). Instead, a three-way interaction between these three experimental conditions was significant

(F(1,2) = 3.417, p = .0333), showing that their effects were largely interdependent (see Table 5.3).

A glmer model based on particular post-level decisions as a binary outcome, showed relatively

similar results (χ2(2) = 5.440, p = .06). Therefore, in subsection 5.8.3.1, we further unpack the

interaction effects of experimental conditions on participants’ privacy protection decision outcomes.

In subsection 5.8.3.2 and 5.8.3.3, we analyse the impact of post content privacy sensitiveness, and

presence of privacy suggestions, in the privacy-related condition only.
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ANOVA Table df F − V alue p-value

privacy protection decision outcomes

+Passage Relation 1 0.0089 .925

+Emotional Valence of the Passage 1 1.0805 .298

+Suggestion Tone Style 2 1.285 .277

Two way Interactions

+Passage Relation:Affect 1 1.0067 .316

+Passage Relation:Suggestion Tone Style 2 2.782 .063

+Emotional Valence:Suggestion Tone Style 2 0.814 .443

Three way Interactions

+Passage Relation: Emotional Valence: Suggestion Tone Style 2 3.417 .033

Table 5.3: Direct main and interaction effects of passage relation, emotional valence of passage,
suggestion tone styles on privacy protection decisions (significant effects are boldfaced).

5.8.3.1 The Optimal Suggestion Tone Style depends on Privacy-Related Affect but

not on General Non-Privacy-Related Affect

Within the privacy-related passage condition, we find that there are significant differences

in privacy decision outcomes across the three varying privacy suggestion tone style conditions based

on the emotional valence of the passage (χ2(2) = 6.374, p =. 0413). Comparisons between the

two-way interactions of emotional valence of the passage condition (i.e., negative Vs privacy) and

suggestion tone style (neutral Vs assertive), revealed that the privacy protection decision outcome

was significantly higher in the assertive than neutral suggestion tone style condition, especially when

the passage was negatively framed (β = −1.6057, p < .01) (see Figure 5.9). On average, participants

within the assertive privacy suggestion tone style condition, made more privacy protection decisions

when the privacy-related passage was negatively framed (M = 7.73, SD = 1.38) than positively

framed (M = 7.03, SD = 1.73). Thus, the odds for taking a privacy protection action were 4.98

times higher for participants in the assertive than neutral privacy suggestion tone style condition.

There were no similar observable differences between privacy-related passage framing and tone style

amongst participants in the neutral and passive suggestion tone style conditions (p = .775).
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Figure 5.9: The two-way interaction effect of emotional valence of passages on participants’ privacy
protection decision outcomes per the privacy suggestion tone style used, specifically when primed
using a privacy-related passage.

These findings indicate that a neutral tone does better when participants are in a positive

privacy-related affective state. In contrast, an assertive tone does better when participants are in a

negative privacy-related affective state.

For participants primed using a non-privacy-related passage, the effect of the varying pri-

vacy suggestion tone styles on participants’ privacy protection decisions did not significantly differ

based on the emotional valence of the passage (χ2(2) = 0.8063, p = .668). Instead, on average, we

find that participants’ across the three privacy suggestion tone style conditions tended to make the

same number of privacy protection decisions (M = 7.16, SD = 1.38). Nevertheless, we observe that

participants in the neutral privacy suggestion tone style condition, made somewhat more privacy

protection decisions, irrespective of whether the non-privacy related passage was negatively or pos-

itively framed (p = 0.332). This finding suggests that generally a neutral privacy suggestion tone

style would work better than passive or assertive tones when people are in a more general affective

state unrelated to social media privacy.

In the remainder of the subsections, we focus on the analysis outcomes of the differences

in privacy protection decision outcomes within the privacy-related passage condition—as a primary

focus of this work. These examinations helped us better understand the effects of particular post

related attributes such as the privacy sensitivity of the post and presence of privacy suggestions
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on participants’ privacy ultimate decisions. We also examine participants’ specific privacy actions,

user engagement, and the respective privacy actions undertaken using privacy suggestions. Overall,

this analysis gives us a better understanding of the differences in decision-making when people

are particularly concerned about their privacy in a permissive (more positive) or restrictive (more

negative) way.

5.8.3.2 No Differences in the Moderating Effect of Privacy Related Affect based on

the Privacy Sensitivity of the Post Content

In their work developing a post-content privacy sensitivity taxonomy, Li et al. [144] revealed

that the privacy sensitivity of the post content could affect users’ privacy decisions. For example,

the authors found that many social media users did not want to share or post content they perceived

to be highly sensitive [144]. Thus, we added the privacy sensitivity of the post content as a factor to

test for moderations of the two-way interaction effects of the emotional valence of the passage and

privacy suggestion tone styles on participants’ privacy protection decisions discussed in the previous

section ( 5.8.3.1). This subsection presents the three-way interaction results (Emotional Valence of

the Passage X Suggestion Tone Style X Post Privacy Sensitivity → Privacy Protection Decision).

We found that the privacy sensitivity of the post content did not significantly moderate

the tow-way interaction of emotional valence of the passage and privacy suggestion tone styles on

participants’ privacy protection decisions (χ2(4) = 3.7980, p =. 434). In other words, the observed

two-way interactions on participants’ privacy decisions outlined in section ( 5.8.3.1) was the same

irrespective of the privacy sensitivity of the post (i.e., low, mid, high) (see Figure 5.10). This finding

suggests that participants exhibited the same decision making mechanisms irrespective of whether

the content of a post was deemed to be of (low or medium or high) privacy sensitivity.

113



low mid high

Neutral Passive Assertive Neutral Passive Assertive Neutral Passive Assertive

0.00

0.25

0.50

0.75

1.00

Privacy Suggestion Tone Styles

Pr
iv

ac
y 

D
ec

is
io

n 
O

ut
co

m
e 

(h
ig

he
r d

ec
is

io
n 

ou
tc

om
e 

= 
be

tte
r p

riv
ac

y 
pr

ot
ec

tio
n 

ou
tc

om
e)

Emotional Valence 
of the Privacy-Related

Passage
Negative

Positive

Post Content Privacy Sensitivity

Figure 5.10: The three-way interaction between emotional valence of the passage, privacy suggestion
tone style, and post content privacy sensitivity on participants’ privacy protection decision outcomes,
specifically when primed using a privacy-related passage.

5.8.3.3 No Differences in the Moderating Effect of Privacy Related Affect based on

the Provision of Privacy Suggestions

We wanted to examine if the two-way interaction effects of emotional valence of the passage

and privacy suggestion tone styles on participants’ privacy protection decisions discussed in section

( 5.8.3.1) would only hold for posts that received a suggestion, or whether the effect would spill

over to other posts as well. Privacy suggestions were only provided for three of the highly privacy

sensitive posts appearing at 40, 60, 80 second time intervals, for a brief 10 seconds at a time. Thus,

in this subsection, we present the three-way interaction results of (Emotional Valence of the Passage

X Suggestion Tone X Privacy Suggestion Provision→ Privacy Protection Decision).

We found that the presence of the privacy suggestions did not significantly moderate the two-

way interaction of emotional valence of the passage and privacy suggestion tone styles on participants’

privacy protection decisions (χ2(2) = 5.241, p =. 073). In other words, the effect of the observed two-

way-relationship between emotional valence of the passage and suggestion tone style was relatively

the same irrespective of whether a post received a privacy suggestion or not (see Figure 5.11).

Nonetheless, the marginally significant effect (p = .073) indicates that the moderating effect of

privacy-related affect on participants’ privacy protection decision outcomes was more substantial
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when the post received a suggestion than when it did not. For example, within the assertive privacy

suggestion tone style condition, the odds of taking a privacy protection action were 1.50 times higher

for participants in a negative than positive privacy-related affective state when the posts did not

receive a privacy suggestion, and 1.61 times higher when the posts did receive a privacy suggestion.

Nonetheless, while the odds of taking a privacy protection action based on one’s pre-existing

privacy-related affective state seem to be higher for posts that did receive a privacy suggestion

than those that did not, the findings suggests that the observed two-way interaction effects on

privacy suggestion decision outcomes did not come about as a plain consequence of participants

indiscriminately following the provided suggestions, but instead as a result of people fundamentally

changing their behaviors beyond their encounter or interaction with a privacy suggestion.
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Figure 5.11: The three-way interaction between emotional valence of the passage, privacy sugges-
tion tone style, and provision of a privacy suggestion on participants’ privacy protection decision
outcomes, specifically when primed using a privacy-related passage.

5.8.3.4 Summary of Effects on Privacy Protection Decision Outcomes

To summarize the findings regarding the effects of the experimental conditions (i.e., passage

relation, emotional valence of the passage, and privacy suggestion tone styles) on participants’

privacy protection decision outcomes:

• An Assertive privacy suggestion tone style worked better in the negative privacy-related condi-

115



tion, while a neutral privacy suggestion tone style worked better in the positive privacy-related

condition.

• Generally, a neutral privacy suggestion tone style worked better in the non-privacy related

condition, irrespective of the emotional valence of the passage.

• There were no observable differences between the neutral and passive privacy suggestion tone

style on privacy protection decision outcomes.

• In the privacy-related passage condition, the observed effect of the two-way interaction between

the emotional valence of the passage and privacy suggestion tone style on participants’ privacy

decisions did not differ based on the post content privacy sensitivity (i.e., low, medium, high).

This finding indicates that the observed two-way interaction effect on participants’ privacy

behavior applied to all the available posts, irrespective of their level of privacy sensitivity.

• In the privacy-related passage condition, the observed effect of the two-way interaction between

the emotional valence of the passage and privacy suggestion tone style on participant’s privacy

decisions did not differ based on the provision of a privacy suggestion. This finding indicates

that the observed two-way interaction effect on participants’ privacy behavior applied more

broadly to all the available posts beyond the three posts that received privacy suggestions.

5.8.4 Privacy Actions and Suggestion Engagement Patterns

As discussed in Section 5.5, participants had a range of privacy actions that they could un-

dertake to make privacy protection decisions primarily based on how privacy sensitive and reflective

they found the posts to be of them. The particular post privacy actions ranged from doing nothing

and thus leaving the post as is, editing the post’s content, changing the post’s audience, or deleting

the post. Thus, this subsection examines the specific privacy actions undertaken and privacy sug-

gestion engagement patterns of the participants within the privacy-related passage condition. We

first report on the prevalent privacy actions.
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5.8.4.1 Most of the posts were deleted, especially when deemed inappropriate or

poorly reflective of the participant.

Overall, we find that a majority of participants deleted the posts they were uncomfortable

with or found offensive and thus not appropriate for a potential employer or others online to see. For

example, in the negative privacy-related affect condition, with an assertive privacy suggestion tone

style, out of the ten available posts: 55% were deleted, 17% had their audience changed, 6% were

edited, and 23% had no action taken (see Figure 5.12). Similarly, in the positive privacy-related

passage, with a neutral privacy suggestion tone style; 46% of the posts were deleted, 20% had their

audience changed, 8% were edited, and 26% with no action taken. Additionally, we observe that the

deletion of posts was lower in general for a positive privacy-related passage while the change in the

audience tended to be generally higher.
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Figure 5.12: The post privacy actions undertaken across the different privacy suggestion tone style
and emotional valence conditions, specifically when the participants where primed using a privacy-
related passage.

An inquiry into the reasoning behind the specific privacy actions revealed that participants

had varying justifications. For example, for a highly privacy-sensitive vulgar text post that read

“I work with a bunch of fucking idiots”, participants reported finding it inappropriate, negative,

and offensive to coworkers (See Figure 4 (c),Appendix B.4). Therefore, most participants reported
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deleting it due to being wary about presenting a wrong image or perception about themselves to a

potential employer. Consequently, participants were concerned that with such a poor, tainted image

of themselves, the potential employer would not hire them. The few participants who reported

changing the audience stated that they would be comfortable with the shared post as it would be a

true testament to how they felt in the moment. However, it is not something they think a potential

employer should see, thus changing the audience to limit it to themselves or close friends. For the

other few participants who reported editing the post, they stated editing it to make it more positive

or friendly, as they otherwise would not be comfortable with a potential employer seeing it in its

unedited state. The very few who left it as is stated that it was a spur of the moment and, therefore,

a true reflection of how they felt.

5.8.5 When encountered, post privacy suggestions were more likely to

be accepted than rejected

On average, if participants’ encountered any of the three privacy suggestions that recom-

mended one of the three privacy actions (change post audience, delete post, edit post), they were

more likely to explicitly accept than reject the suggestion (β = 16.4921, p < .001) (see Figure 5.13).

For example in the negative privacy-related passage condition, where assertive privacy suggestions

were provided: among participants who encountered the change audience privacy suggestion (28.3%

explicitly accepted it, 16.7% explicitly rejected it), delete post suggestion (23.3% explicitly accepted

it, 18.3% explicitly rejected it), edit post suggestion (18.3% explicitly accepted it, 6.7% explicitly

rejected it).
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Figure 5.13: The particular actions (i.e., reactions) to privacy suggestion when participants’ encoun-
tered them .

An inquiry into the reasoning behind the privacy actions undertaken revealed that indeed

some participants followed the privacy suggestion when they encountered it. For example, a privacy

suggestion was provided encouraging participants’ to delete a post that contained a highly privacy

sensitive photo that contained a photo of a dog bite (see Figure 5.4 for the details of the sample

suggestion) with the text (“I got drunk and then my dog bit me. It hurts so bad!”) (see Figure 4 (a),

Appendix B.4 for the corresponding post). Participants who encountered the suggestion reported

following the suggestion. For instance, two participants in the positive privacy-related, neutral

privacy suggestion tone style condition, stated that they deleted the post because ”Friendbook rec-

ommended deleting the post”, “Followed the advice of the bot on the platform.”, while two others in

the positive privacy-related, assertive privacy condition stated that they deleted the post because

it “was suggested it be removed”, “i think it was suggested by the popup, but it speaks poorly to him

[Alex Doe] by him getting drunk and being irresponsible”.
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5.8.6 In instances when post privacy suggestions were implicitly ignored

or explicitly rejected , the posts were more likely to be deleted

manually.

In the instances that privacy suggestions were explicitly rejected or ignored, we observe that

most of the posts were likely to ultimately be deleted despite the recommended privacy action (see

Figure 5.14). For example, in the negative privacy-related affect condition, with assertive privacy

suggestions: among participants who encountered the “edit post” privacy suggestion (18.3% explic-

itly accepted, 6.7% explicitly rejected, and 75% implicitly ignored the advice) (see Figure 5.13).

However, an analysis of the ultimate privacy actions undertaken for posts whose privacy suggestions

were either explicitly rejected or implicitly ignored showed that 81.7% of the participants selected

to delete rather than edit the post independently. A similar trend was observed among participants

who encountered the “delete” and “change audience” privacy suggestions. More specifically, among

the participants who encountered the “delete post” privacy suggestion (18.3% implicitly rejected and

58.3% implicitly ignored it), 51.7% of these participants ultimately decided to delete the post. Like-

wise, among the participants who encountered the “change audience” privacy audience suggestion

(16.7% explicitly rejected and 55% implicitly ignored it). Herein, 11.7% more of the participants

manually changed the audience while 56.7% chose to delete the post instead. These findings suggest

that in the instances where participants either ignored or were not in agreement with the recom-

mended privacy action, they ended up taking a more restrictive privacy action (i.e., deletion of the

post) at times a privacy action not recommended by the system.
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Figure 5.14: The post privacy protection actions undertaken when privacy suggestions were encoun-
tered or actions undertaken when suggestions were either ignored or explicitly rejected. Participants
were more likely to follow the recommended privacy actions, otherwise tended to delete the post
later on.

5.8.6.1 Summary of Effects on Privacy Actions and Suggestion Engagement Patterns

To summarize the findings regarding the participant privacy action undertaken and privacy

suggestion engagement patterns:

• Majority of the posts were deleted, especially if participants deemed them to be inappropriate

or poor reflective of them.

• When encountered, post privacy suggestions were more likely to be accepted than rejected.

• When post privacy suggestions were either rejected or ignored, users were more likely to delete

the post independently.

5.9 Discussion

Below, we describe the impact of privacy suggestion tone styles on social media users’ privacy

decision-making processes depending on users’ pre-existing privacy-related affect (or lack thereof),

primarily based on the post-hoc behavioral analysis results in section 5.8.3. More specifically, we
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offer insight into the appropriate use of (“neutral”, “Passive”, “assertive”) tone styles in assisting

users in making privacy protection decisions. We also discuss the consequences of these findings for

personalized social media system designs if privacy suggestions are to be used as privacy adaptation

presentation methods.

Our results show that the three varying privacy suggestion tone styles (i.e.,neutral, passive,

assertive) indeed influenced users’ privacy protection decision outcomes (RQ1). However, this effect

was significantly dependent on users’ pre-existing privacy-related affective states (RQ3), i.e., positive

or negative states induced before the actual privacy protection decisive situation occurred. Further-

more, we found differences in impact that were unique to privacy-related affect that did not extend

to general non-privacy-related affect. For instance, we found that the impact of the observed mod-

erating effect of privacy-related affect on users’ privacy protection decisions was not only limited to

the posts that received a privacy suggestion or posts that were particularly sensitive but rather went

beyond. Participants fundamentally changed their behavior throughout their interaction with the

“FriendBook” system according to the privacy suggestion tone style and their affective states. We

believe that once the participants received a privacy suggestion, they internalized the recommended

message or action and subsequently applied it more broadly. As a result, participants did not just

blindly follow the recommended privacy action but also altered their privacy behavior to match or

supersede the suggested privacy actions throughout their entire interaction(s) with the platform.

Furthermore, we find the three different privacy suggestion tone styles influence users’ per-

ceived decision helpfulness of the platform, depending on how agitated they are about privacy (or

not) (RQ2). However, we find that the users’ experience (i.e., perceived decision helpfulness, and

trust in the platform) partially mediate their ultimate privacy protection decisions (RQ4). Other-

wise, as mentioned above, there is a strong direct effect of privacy-related suggestion tone styles

on users’ privacy protection decisions, moderated by on their privacy-related affect (RQ1). These

findings are essential because we believe that message features (e.g., tone) that define privacy sug-

gestions align well with the conditions that are prone to heuristic processing [54]. For example,

privacy suggestions tend to be brief, straight to the point, and appear for a short time length (e.g.,

between 10-60 seconds). Thereby leaving no room for extensive detail and thus offering “little grist

for the mill of systematic processing” [54, p.463]. Therefore, we observe that users who encounter

privacy suggestions “may have little choice but to gravitate toward heuristic processing, ” which can

be susceptible to their pre-existing privacy-related affect states.
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5.9.1 Impact of Privacy Suggestion Tone Styles

In this work, we demonstrate that the effect of privacy suggestion tone styles on users’

privacy protection decision outcomes varies based on their positive and negative feelings, associated

with the privacy decision at hand. While we are not the first to demonstrate such effects of pre-

existing affective states on user’s privacy decisions [111, 109, 142, 54], our work it takes a step

further by investing the effect of specifically privacy-related affect (in comparison to general non-

privacy related affect) in concert with privacy suggestion tone styles on users’ privacy protection

decision outcomes. Our novel contribution is that we demonstrate that this effect of linguistic tone

styles differs based on users’ privacy-related affect. This work advances our knowledge of the impact

and relationship between privacy-related affect and privacy suggestion tone styles on multiple fronts.

More specifically, our results show that an assertive privacy suggestion tone style—which

was phrased as a commanding request (“You should absolutely do [X]”)—may lead to higher privacy-

protective decision outcomes. Otherwise, (e.g. when the user things positively about privacy, or

when the user does not think about privacy at all), a neutral tone is more effective in getting users to

protect their privacy. As such, the impact of an assertive tone style is heavily dependent on a users’

pre-existing situation-specific privacy concerns and affective state (see Figure 5.9). The fact that

an assertive privacy suggestion tone can persuade people to make more privacy-protective decisions,

(i.e., those whose with negative privacy concerns) who may strongly be thinking about the loss or

violation of their privacy, is particularly important because it highlights ways in which the impact

of tone on users’ privacy decisions can differ simply based on their privacy-related affect (i.e., how

they feel about social media privacy). As such, our work reveals that an assertive privacy suggestion

tone style can be most helpful for social media users who might strongly care about their privacy

but feel apprehensive (i.e., negative) or are resigned about its management [6].

Prior work in domains such as the structuring of environmental messages also provides

clear examples of when an assertive tone style can be successfully employed to either persuade or

encourage individuals to take action, especially when they are concerned or care about the issue at

hand [131]. In particular, Kronrod et al. [131] asserts that individuals tend to respond better to pushy

or commanding (i.e., assertive) requests in domains that they view as important but might need

more suggestive (i.e., neutral or passive) appeals when they lack initial conviction. This suggests

that if users have a strong attitude about their privacy (i.e.., feel negative about it), then an assertive
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rather than a neutral privacy suggestion might work best to motivate them to manage their privacy.

In other words, social media users who care or are vocal about their privacy but feel helpless and

resigned to managing it can be provided with privacy suggestions that embody an assertive tone as

means to motivate them to take meaningful action(s) [147, 197].

Although we expected to find a difference between the effects of the passive privacy sug-

gestion tone style—which was phrased as a suggestive appeal (i.e.,“Perhaps you might think about

doing [X]”)—on participants’ privacy protection decision outcomes (compared to the neutral pri-

vacy suggestion tone style), we did not find any significant or observable differences (see Figure 5.8).

This finding could suggest that from a user-centric perspective, there are no observable clear-cut

distinctions between the passive and neutral privacy suggestion tone styles. Instead, both privacy

suggestion tone styles could be perceived to embody a more suggestive appeal, making it difficult for

users to distinguish between the phrasing of the two tone styles. Compared to the more command-

ing or pushy nature of an assertive tone style, the passive and neutral could be viewed together as

non-assertive because they are more suggestive, polite or non-urgent. The commanding nature of an

assertive tone implies that the action cannot be avoided, yet the suggestive, non-urgent nature means

that the user has an option on whether to follow or ignore the recommended action [131, 167]. Thus,

for future studies, these two tone styles (i.e., passive and neutral) can be perceived as having the

same effects on user privacy decisions. Consequently, comparisons can be made between ‘assertive”

versus “non-assertive” tone styles in future work.

Furthermore, our results demonstrate that a neutral privacy suggestion tone style—which

was phrased as a general appeal (i.e., “Do you want to do [X]”)—may lead to higher privacy-

protective decision outcomes; irrespective of users’ pre-existing positive or negative privacy or non-

privacy related affective states (although the effect is somewhat stronger for users’ in a negative than

a positive non-privacy related affective state. The reverse is true for when the pre-existing affect

state is connected to privacy, see Figure 5.8). In other words, when social media users’ pre-existing

privacy-related affective states are taken into consideration, we find that a neutral tone generally

functions better at motivating them to protect their privacy, especially when in a positive affective

state. However, it is essential to note that this effect occurs in spite of rather than because of the

privacy related affect state. In terms of the benefits of a neutral tone style, prior work in health and

well-being reveals that 1) people tend to value and like neutral tone messages, and (2) such messages

need to be clear, supportive, and positive enough for people to engage or partake in the recommended
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actions [212]. In this light, we suggest that in the presentation of privacy adaptations, it may be most

appropriate to use a privacy suggestion that embodies a neutral tone. Such a privacy suggestion is

more likely to motivate and engage users, irrespective of their pre-existing privacy related or general

non-privacy-related affective state.

What kind of privacy suggestion tone style(s) should be used in presenting privacy adap-

tations? This is an important design element that has to be considered and crafted in alignment

with users privacy-related affect as far as feasible. More specifically, we highlight the unique ways in

which linguistic tone can impact users’ privacy decision-making process/outcomes. Thus, we argue

that for personalized privacy systems, linguistic tone styles are an integral component of the privacy

choice structure and influence user motivation to engage or follow a recommended privacy action(s).

This assertion is line with the findings of Muench et al [167], who found that in crafting messages

directed at informing goal-directed behavioral interventions, individuals tend to be “sensitive to

variations in the linguistic content of [the] messages designed to help them achieve a personal goal,

and in some cases, have clear preferences for one type of message over another.” [167, p.1]. Our

work goes a step further and demonstrates that the impact of privacy suggestion tone styles on

users’ privacy protection decisions depends on their pre-existing privacy-related affect states. In

particular, we find, in general, a neutral privacy suggestion tone style could motivate users to follow

recommended privacy actions, when their privacy affect is not triggered, or when they feel positive

about privacy. An assertive tone style could work best when users’ are vocal about their privacy

and feeling apprehensive (or negative) about it.

5.9.2 Design Implications

Our work has practical implications for the design and provision of privacy suggestions on

social media platforms. As our results show, there is a variation in the effects of privacy suggestion

tone styles on users’ privacy protection decisions, depending on their pre-existing privacy-related

affect states. Therefore, it is essential to understand and aptly use a privacy suggestion tone style

that is more likely to implore people to follow the recommended action.

Determining the appropriate privacy suggestion tone styles also depends on what the plat-

form designers want to communicate and enable the users to accomplish. Suppose a system seeks

to proactively guide and support users on how to safeguard their privacy appropriately. In that

case, our results suggest that the privacy suggestions should embody a tone that aligns with the
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users’ privacy-related affective state to improve users’ chances of engaging in such action. In this

regard, prior work recommends tailoring the tone of the message to align with the privacy-related

affect states of users [212, 66, 187]. However, tailoring privacy suggestion tone styles to align with

user privacy-related affect involves providing suggestions that embody the right tone at precisely

the point where they matter most (i.e., under the proper context) [24, 176].For example, on social

media, Whiting and Williams [233] list ten primary objectives for use: social interaction, informa-

tion seeking, passing the time, entertainment, relaxation, communicatory utility, convenience utility,

expression of opinion, information sharing, and surveillance/knowledge about others. Herein, the

authors point out that “managing privacy”—is seldom a primary end-user goal [7, 233]. Based on

these social media use behaviors and contexts, how should designers tailor privacy suggestion tone

styles if social media users are not always thinking about privacy?

The set up of our experimental conditions was meant to mirror one such prevalent behavior

(i.e., using social media for network and employment opportunities) that is susceptible to context

collapse [7, 233]. As such, the non-privacy versus privacy passage relation and the emotional valence

of the passage experimental conditions mimic users’ level of privacy concerns and related feelings.

The non-privacy-related passage aspect maps onto users’ regular use of social media, where they are

not always thinking about privacy. Our results suggest that a neutral privacy suggestion tone would

suffice in proactively encouraging or reminding people to safeguard their privacy, in situations when

their privacy affect is not triggered, or when they feel positive about privacy (see Figure 5.15). The

privacy-related aspect maps onto the context under which users are concerned about privacy and

presumably motivated to visit the social media platforms’ privacy interface/center/settings. Our

results suggest that in this context, the tone style to adopt depends on how users’ feel about their

privacy: either in a more permissive (i.e., positive) or restrictive (i.e., negative) way. If a system

can accurately predict users’ affect state, then a neutral tone would suffice when they feel positive

about privacy. Otherwise, then an assertive tone style would work best if they feel negative about

it.
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(a) System designers could provide privacy sug-
gestions that embody a neutral tone in situations
when users’ privacy-related affect is not triggered,
or when they feel positive about privacy (e.g.,
when scrolling through their timeline or News-
Feed).

(b) System designers could provide privacy sugges-
tions that embody an assertive tone in situations
when users’ privacy-related affect is triggered, or
when they are agitated about privacy (e.g., when
they visit the privacy settings or center pages).

Figure 5.15: Selectively apply neutral or assertive privacy suggestion tone styles depending on the
pages social media users visit

Privacy scholars, like Vishwanath et al. [222] reveal that in most circumstances, social media

users like those that use the Facebook platform tend to think about their privacy more negatively. For

example, the authors state that users fear social losses stemming from inaccurate self-presentation

and perceive it as a significant privacy threat. Hinds et al. [89] also report that Facebook users

find privacy confusing, lack knowledge about the true privacy risks they face, and, as such are

typically reluctant to update their settings due to “endless” data breaches and updates. Under

such negative privacy-related circumstances, our results suggest that an assertive privacy suggestion

tone can be used as a simple way to effectively communicate about the benefits of the various

privacy features/settings, emphasize the relatedness of all privacy features/settings, connect the

social implications of the loss of any of them, and explain how coping with one requires monitoring

all the other settings [222].

There are circumstances where users can take steps to alleviate their privacy concerns and

thus have a positive feeling about it (e.g., by only sharing posts with people they know) [102].

Under these circumstances, our results suggest that a neutral privacy suggestion tone can work

best in motivating them to safeguard their privacy further. When people are in a positive affective

state, they tend to underestimate their privacy risks [109, 142]. Therefore, a privacy suggestion tone

that embodies a neutral tone style would likely be fundamental in altering their privacy behavior

beyond the interaction with the suggestion. Consequently, this is likely to lead to substantial privacy

protection outcomes.
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5.10 Limitations and Future Work

For experimental control purposes, we put people in the scenario, having the same goal

towards managing their shared posts on their timeline. Thus, we developed a semi-functional working

prototype of an SNS platform with a fictitious profile to create an experience that was the same for all

participants. We are cognizant that participants’ interactions, decisions, and subjective experiences

are susceptible to the design of the site [208] and context of use [176]. Indeed, participants may have

behaved differently in our prototype with another person’s profile than they would on their preferred

SNS using their own profile. We made the interaction with our prototype as realistic as possible

to mitigate this reduction of ecological validity needed to create a feasible and carefully controlled

experimental setup.

We observed that users exhibited similar privacy decision-making approaches irrespective of

the privacy sensitivity of the post (i.e., low or medium, or high) (see Section 5.8.3.2). While users

must engage in privacy management strategies that they are most comfortable with to minimize

privacy risk and regrets [226], this finding could also be indicative of a failure of our participants

to properly discern between low, mid, and high privacy-sensitive posts. In other words, while it

is desirable for people to moderate their high privacy-sensitive posts, it might not be desirable for

them to take similar drastic privacy measures (e.g., deletion) for their low privacy-sensitive posts.

Otherwise, this failure in discernment can easily lead to self-censorship [65, 205]. Although self-

censorship “is an effective strategy to prevent regret, it also increases the chances that content

that would have been safe is left unshared.” [65, p.20]. Sleeper et al. [205] reveal that one of

the primary reasons users self-censor is to control their self-presentation. Given that we used a

job search-related scenario to motivate users to explore, engage, and review the posts on “their”

timeline in our study, this scenario might have heightened the focus on self-presentation. Thus,

future work should examine if the same findings are exhibited under different contexts or when

a different scenario is used. Otherwise, future work should examine how users can make privacy

decisions, especially related to their sensitive private posts while leaving their less sensitive posts

untouched. One potential approach could entail marking or suggesting posts that they can leave or

feel free to share.

SNS platforms typically contain a number of posts and related privacy features that are used

over time and in different contexts. To make our study more manageable, we populated the SNS
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profile with only ten posts with the necessary privacy features to take related privacy actions [29].

We ensured that these privacy features had kept the same core functionality as those on Facebook.

The provided privacy suggestions only appeared for a short period of time, and once for

each examined privacy action per participant. This could have affected user perception and inter-

action with the provided suggestions, with some participants missing or not fully comprehending

the suggestion(s) due to the time-constraint. Future work can examine the appropriate appearance

timing for such suggestions. The number of privacy suggestions were also limited to three so as to

not overcrowd the interface and overwhelm the participants.

Furthermore, all experimental conditions had three privacy suggestions adapted for identical

posts and recommended the same privacy-protective actions. Whereas this helped examine the true

impact of suggestion tone styles, future work can include a state where no privacy suggestions are

provided, or different posts are adapted for other privacy-protective actions.

Lastly, we recruited participants from Prolific and restricted the participant pool to only

adult social media users in the U.S. We acknowledge that the demographics of such a sample par-

ticipant pool may deviate from the general population of social media users. Additionally, the

offered messages used to assess the impact of tone styles were written in English. Future work, can

investigate the generalizability of our findings to other populations and languages.

5.11 Conclusion

This empirical study examines the impact of varying privacy suggestion tone styles—neutral,

passive, and assertive—on users’ privacy decision outcomes. We also consider users’ pre-existing

privacy-related affect. We find that the three varying privacy suggestion tone styles (i.e.,neutral,

passive, assertive) indeed influence users’ privacy decision outcomes. However, the nature of the

effect significantly differs based on users’ affective states, i.e., the mood a user is in before the

actual privacy protection decisive situation occurs. In particular, we find that an assertive tone style

works best when a user feels negative about privacy. Otherwise (i.e., when they feel positive about

privacy or when they do not think about privacy at all) a neutral tone style will be more effective

in increasing users’ privacy protection behaviors. Furthermore, we observe that the impact of these

effects transcends interactions with privacy suggestions alone and instead fundamentally alters users’

privacy behaviors throughout their whole interaction with the social media platform. We encourage
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privacy researchers, designers, and developers to consider tailoring the privacy suggestions’ tone to

align with users’ privacy-related affective states. Overall, these findings advance our knowledge of

the relationship between privacy-related affect and privacy suggestion tone styles on several fronts.
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Chapter 6

General Conclusion and Discussion

6.1 Summary

Motivated by the need to relieve the user burden inherent in privacy decision making and

guided by the User-Tailored Privacy (UTP) adaptive privacy approach [122, 129], the work in this dis-

sertation examined the potential of three adaptive privacy presentation methodologies—Automation,

Suggestion, Highlight—in supporting social media users’ in their privacy decision-making processe(s).

More specifically, it takes an important step towards understanding the appropriate means through

which a system can present personalized privacy adaptations to the user, to effectively educate,

inform and support them in their privacy decision making process(es) [50, 236]. In a series of stud-

ies, we first learn about the user preferences for the trio of adaptation presentation methods that

could be used to adaptively assist users with their privacy management practices on a social media

site like Facebook (Chapter 3). Then, we developed a semi-working social media platform and sys-

tematically examined the effectiveness of these adaptation methods in improving user engagement

and overall privacy protection (Chapter 4). Finally, in Chapter 5, we examined the “appropriate”

privacy adaptation linguistic tone style in consideration of users’ pre-existing concerns and affect

(i.e., feelings) that could be used to motivate and support users’ in their privacy decision-making

process. This work was necessary since the “optimal” adaptation method needs to provide useful

information and control that help users meaningfully engage with the available privacy features

without overwhelming or misleading them [120].

In their work, Sheridan and Verplanks [203] proposed 10 continuum levels of automation in
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human-computer decision making, with lower levels representing increased autonomy of humans over

computer action and higher levels representing increased autonomy of the computer over human ac-

tion (i.e., fully manual performance – full automation of decision and action selection). Drawing from

this 10 level scale, we identified three potential adaptation presentation methodologies that varied

in the level of autonomy and control they afford to users in the privacy decision making. Namely: 1)

automation involves the automatic application of the privacy settings by the system without user in-

put; 2) highlights emphasize certain privacy features to guide users to apply the settings themselves;

and 3) suggestions explicitly inform users about the availability of certain settings that can then be

applied directly by the user [170]. Thus, in chapter 3, we examined what types of privacy features

could be adapted using these adaptive presentation methods and the subsequent user perceptions

towards the actual implementation of these methods. Our results revealed that the user preference

for an optimal adaptation presentation method depended on the users’ familiarity with the privacy

feature, how they use them, and their judgement of the awkwardness and irreversibility of the imple-

mented privacy functionality. More specifically, we found that participants generally disliked the full

Automation method, except for privacy features they use frequently and perceive as inconsequential

where it can alleviate some of the behavioral effort involved in the management of one’s social media

privacy. The Highlight method was appreciated for its ability to unobtrusively raise users’ awareness

about a privacy feature, and thus most suitable for features users occasionally use. The Suggestion

method was preferred as a means to teach users privacy features they are unfamiliar with, unless

this results in awkward suggestions or behaviors with negative social connotations. These findings

not only provided concrete insight into ways in which privacy adaptations could be applied to help

give users the privacy they desire [239], but also showed variation in preference for privacy feature

adaptation.

Given the varying opinions on the three adaptations present methods and preference for

their implementation for different privacy features, it remained unclear how exactly privacy adap-

tations could be applied in the development of user-tailored privacy interfaces, and if applied, how

useful and effective they would be at supporting users in their privacy decision-making process.

Therefore, the results in Chapter 3 served as building blocks for the experimental work in Chapter

4. For the work in this chapter, we systematically investigated the optimal user interface mechanism

to present the privacy adaptation methods, effectiveness in improving users engagement with the

adapted privacy features, and overall privacy protection. To overcome the shortcoming of studies
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with hypothetical scenarios and obtain increased ecological validity, we developed a semi-working

prototype SNS platform (“FriendBook”, see Figure 1, Chapter 4) through which we could alter and

vary the adaptations of privacy feature using the corresponding presentation methods. Our find-

ings revealed that the automation of privacy features afforded users the most privacy protection,

while giving privacy suggestions significantly increases the level of engagement with privacy features

and improves their perceptions of helpfulness and usefulness (as long as awkward suggestions are

avoided). A key recommendation that adaptation methods should be tailored to users’ awareness

and prior use of the privacy features suggested in Chapter 3, did not fair any better than these two

methods (i.e., privacy suggestions and automation). Instead, we found that the tailored conditions

increase users’ engagement (but not as much as suggestions) and protection (but not as much as

automation).

Our results from Chapters 3 & 4 reveal that except for the few cases where the convenience

of full automation is desired, privacy suggestions are a preferred adaptation presentation method

to present privacy adaptations and inform, educate, support, and implore users to take action.

Previous studies that have examined the usefulness and acceptability of such recommended privacy

actions assert that message framing (i.e., the way an option or information is presented to the user)

is very important [94, 57, 46]. Otherwise, users are more likely to feel resigned or detached from the

recommended action, and thereby deem the privacy suggestions to be irrelevant or a nuisance [50].

Furthermore, prior work also reveals that in making of privacy decisions, users rely on heuristics

(more than rational analysis) [4, 73, 3]. However, these heuristics can easily be influenced by external

factors such as affect (i.e., how one feels) [151, 17]. Given the goal of supporting users achieve the

privacy they desire, the appropriate tone would help in the communication of the importance and

urgency of taking such recommended privacy action. Based on the user inference of such a suggestion,

users could then make privacy decisions that align with how they feel about their social media privacy.

Therefore, in Chapter 5, we sought to examine the role of privacy-related affect coupled with the

message framing (i.e., tone) that could be used to support users in their privacy decision-making

process. Our results reveal that the optimal tone embodied by the privacy suggestion depends on

users’ privacy-related affect(i.e., how people feel about privacy). More specifically, an assertive tone

works best when a user feels negative about privacy. Otherwise (i.e., when they feel positive about

privacy or when they do not think about privacy at all) a neutral tone style will be more effective

in increasing users’ privacy protection behaviors. In general, the results in Chapter 5 reveal that
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if privacy suggestions—as adaptation presentation methods—were to be effective, the framing and

corresponding user privacy-related affect ought to be carefully assessed and considered.

6.1.1 Practical Considerations

In this dissertation, we set out to search for an “appropriate” adaptive privacy presentation

method to support users in their privacy decision-making process. Our results reveal that privacy

suggestions are the most preferred adaptation presentation method and are effective at helping users’

in their privacy decisions, primarily due to the level of autonomy and control they afford [203]. How-

ever, we believe it is not entirely tenable for privacy suggestions to always be the most “appropriate”

adaptation presentation method under all privacy decision-related circumstances. Indeed our find-

ings reveal that suggestions, mainly when applied to private behaviors that carry a negative social

perception on social media, such as deleting posts and unfollowing users, would not be deemed “ap-

propriate” as they would break certain social norms. Hence, in implementing privacy adaptations,

system designers might need to mix adaptation methods for the best user experience and privacy

protection outcome.

In circumstances where suggestions are an inappropriate means to present privacy adap-

tations, what other adaptation presentation method could system designers consider? Contrary

to our hypotheses, our findings reveal that highlights would be impractical and ineffective to use

as adaptation presentation methods. Highlights neither improve users’ level of engagement with

adapted privacy features nor the overall privacy protection compared to the default where no adap-

tations are made to a system [169]. Instead, there are a few specific instances where automation

could be the better adaptation presentation method. For example, social media platforms could

use automation—as an adaptation presentation method—to set an SNS account to “private” at

initiation, especially for vulnerable or novice/amateur users such as teenagers [191, 21], who tend

to have limited abilities for self-regulation and complex decision-making [12, 238]. More specifically,

Wisniewski [238] asserts that “technology should support teens in their developmental goals, includ-

ing information seeking, learning about rules and boundaries, and maintaining social relationships,

in addition to keeping them safe from online risks”, highlighting the potential use case for automa-

tion in the management of teen privacy. Zhong et al. [245] also reveal that system designers can

use automation to identify and help resolve potential privacy conflicts in photos, according to the

involved stakeholders and their relationship(s). Herein, the ultimate goal for automation would be
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to provide an accurate early warning system to identify and resolve conflicting privacy preferences

among photo stakeholders [245]. Mondal et al. [165] also reveal that system designers can use au-

tomation to resolve the mismatch between a users’ shared post’s active privacy setting and their

desired setting, especially if the user wishes to limit the privacy of past posts. Kaur et al. [108]

further reveal that system designers could use automation to reduce the cognitive effort required to

craft and post content on different SNSs, primarily based on users’ desired and anticipated system

affordances (i.e., perceptions of the utilities of a target system). In this case, an intelligent system

could be developed and used to automatically predict the appropriate SNS a user could use to share

social media posts. For example, a user could input into the system their desired sharing preferences

(e.g., “ share this image to my friends and family and automatically delete it after some time” [108,

p.564]) coupled with the affordances they anticipate the SNS to exhibit (e.g., “I can use Snapchat to

share images and videos with my family and close friends, and the content automatically disappears

after 24 hours” [108, p.564]). The intelligent system could then automatically direct the user to the

ideal SNS that they can consider posting their content. However, automation is seldom used as an

adaptation presentation method that can support users’ privacy decisions. Instead, most SNS plat-

forms use automation as a technical means to infer, detect and ban specific content (e.g., sensitive

or offensive text [58, 192]), curate and customize users’ NewsFeed [166], recommend potential new

connections (i.e., “friends you may know”) [58], among many other functions [13].

Additionally, when automation is used solely as a means to infer, predict or make decisions

on behalf of the user, explanation(s) of the particular automated decisions or even notifications

about the presence of automated decisions is strongly limited or non-existent [136, 223]. In our

implementation of automation, while the system did not explicitly notify the user of the automatic

adaptation—as an adaptation presentation method, we ensured that users could see that an auto-

mated action had occurred when they arrived at the location where they would have executed the

action themselves. This implementation approach ensured that users were ardently notified and

still had some autonomy and ability to either indicate comfort with (i.e., accept) or reverse the

automated action. We suggest system designers adopt a similar approach in their implementation

of automation–as an adaptation presentation method. This approach will not only help to notify

users about the automated decision but also serve as an avenue to garner user input that can be

used to correct and improve the accuracy of the automated decision [170, 50].

Inasmuch as automation could serve as an alternative adaptation presentation method to
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suggestions in certain circumstances, our results reveal that presenting adaptations to privacy fea-

tures as suggestions generally tends to work better and is more helpful. However, prior work has also

shown that people do not always make privacy decisions based on a systematic assessment of their

choices [73]. Instead, they make privacy decisions based on heuristics that involve circumventing the

conscious deliberation of information. Heuristics can be brittle in the context of new information or

evolving situations or subjective factors such as affect (i.e., how one feels) [4]. Therefore, to align

with how people often make privacy decisions and improve the effectiveness of privacy suggestions,

system designers must consider the presentation of information within privacy suggestions (e.g., the

tone) in the face of other factors that could influence their acceptability or usefulness [50]. To this

end, our results in Chapter 5 reveal differences in the impact of tone in users’ privacy decision-

making process, depending on users’ privacy-related affect. These findings suggest that in catering

to users’ privacy-related affective states, the privacy decision context is important to help determine

the privacy suggestion framing (i.e., tone). For example, when users are posting or browsing their

NewsFeed, we can assume that they are in a positive privacy-related affective state or do not think

about privacy at all, in which case, a neutral tone would work best in imploring them to take the

appropriate privacy action. On the other hand, if users navigate or browse to or through the pri-

vacy settings/center/help pages, it can be an indication that they are in a negative privacy-related

affective state or apprehensive about their social media privacy. In this instance, an assertive tone

would motivate them to take the appropriate privacy action.

Overall, in the efforts toward implementing User-Tailored Privacy (UTP), most of the re-

search work has focused on the measurement and modeling aspects of the approach [122, 13]. Herein,

prior work employs machine learning techniques to categorize or predict user privacy preferences and

behaviors but does not try to then meaningfully aid people with their privacy decisions in a real

interface [13, 33]. As a result, fewer efforts have been geared toward uncovering the human-centric

interaction approaches that would aid in the adaptation aspect of UTP. Thus, this dissertation

work is the first empirical effort to understand the feasibility of adaptation presentation methods

in improving user engagement and privacy protection on social networks. I reveal that figuring out

the “appropriate” adaptation presentation method is not trivial but a difficult task, susceptible to

factors such as tone style and user affect.
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6.2 Future Research Directions

In the examination of the adaptation presentation methods, I made several assumptions

about the potential implementation of privacy adaptations that need to be examined in future work.

Specifically:

• What other adaptation presentation methods are possible, and who will enforce their appli-

cation? Although in this dissertation work, I relied on Sheridan and Verplanks’ [203] human-

automation model to identify the three possible adaptation presentation methods examined

in this work. Other types of privacy-protective adaptation presentation methods could be

analyzed, and the means through which they get applied could also differ. For example, based

on current trends [154], it is not far-fetched to believe that in the near future privacy adap-

tations could either be user-driven or government-driven rather than system-driven. Akin to

how in 1965 the U.S. Congress enacted the Federal Cigarette labelling and Advertising Act

of 1965 (Public Law 89-92) to mandate for health warnings labels on the sides of cigarette

packages (e.g., “Caution: Cigarette Smoking May Be Hazardous to Your Health“) as a safety

mechanism on the effects of tobacco use on people’s health [237, 67]. A similar reproach could

play out when it comes to privacy adaptations, with government entities (or other different

actors) demanding for or mandating the use of specific privacy adaptation presentation meth-

ods. For example, the European Union has already proposed a regulation that bans “some uses

of [automation], heavily regulates high-risk uses and lightly regulates less risky [automated]

systems” [154]. Such laws could affect how intelligent systems use automation to protect user

privacy. Therefore, future work should further explore other adaptation presentation methods

and how they are applied across technological systems and regions in the world.

• What other social media privacy features could be adapted? Although I extensively examined

which and how social media privacy features could be adapted in Chapter 3, the evidence

remains rather restricted to a particular SNS (i.e., Facebook). Even then, Facebook has many

privacy features meant to serve different privacy needs depending on the user and purpose

of use. This study was only limited to a subset of prominent Facebook privacy features as

previously identified by Wisniewski et al. [242]. I found that certain adaptations methods are

suitable for certain privacy features (e.g., privacy suggestions should be avoided for behaviors

with negative social connotations, and automation should be avoided for behaviors that might
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result in real-world consequences). That said, other social media platforms and emerging forms

of social interaction will continuously call for new forms of privacy control. Future work should

further explore which other privacy features can be adapted, under what contexts, and across

all SNS.

• What parameters should be considered to facilitate the proper provision of privacy adaptations

presentation methods? Privacy adaptations and corresponding presentation methods can be

used to proactively support users in their privacy decision-making process. However, it remains

unclear which parameters should be considered for the effective implementation of privacy

adaptations. My implementation of the presentation adaptation methods did not consider the

additional parameters and their effects on users’ management of their privacy. For example, in

Chapters 3 & 4, the adaptations were by default presented or made under the assumption that

they worked with 100% accuracy. In Chapter 5, there was a time interval difference between the

appearances of the privacy suggestions without consideration of whether the participant needed

support or not. Furthermore, we presented a limited number of privacy suggestions to avoid

fatigue and monotony. A true test of the effectiveness of adaptation presentations methods

would thereby require critical consideration of the contexts under which the adaptations are

either made or presented to users [25]. For example, does timing of the presentation of the

adaptation [163] influence users’ willingness to receive privacy support or differ based on users’

level of digital literacy, age, gender, etc? Is users’ posting behaviors [225] a better determinant

of when privacy adaptations should be made? Future work should further study the influence

of these parameters on the effectiveness of the examined adaptation presentation methods.

• Is it possible to find the effects of tailoring privacy adaptations using larger sample sizes?

Although, I did not find the desired effects of tailoring in Chapter 4 as I had hypothesized,

this is dependent on a wide range of parameters such as sample size, access to datasets to

aptly determine user preferences, among many others. In their work examining the possibility

of tailoring privacy nudges to individuals’ decision making and personality traits, Warberg et

al. [228], assert that the effects of tailoring adaptation presentation methods might only be

feasible to organizations with vast amounts of user data such as Facebook or Google. Therefore,

for future work, research and design teams at social networking sites can further explore the

potential of tailoring privacy adaptation to users’ privacy preferences using large sample sizes.
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Appendix A Supplemental Material for Chapter 4

A.1 The Semi-Functional Social Media (“FriendBook”).

Figure 1: The semi-functional social media platform (“FriendBook”) used in exposing participants to
adapted privacy features using the adaptation methods. Free public images accessed from the inter-
net (under a (CC0) commons creative license) and fictitious names were used in the creation of “Alex
Doe’s” profile. Code repo can be accessed at: https://github.com/bakman329/bakman329.github.io

A.2 Smart Practice Example

Figure 2: An example of a smart practice used to orient and guide user interaction with FriendBook.
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A.3 Subjective Measurement Scales

Factor Items Loading

Perceived Decision
Help from FriendBook

(based on [124])

Alpha:0.83

AVE: 0.69
Correlation: 0.858

FriendBook helped me to decide how I could use the available pri-

vacy features.

0.879

FriendBook helped me to make a tradeoff between privacy and

usefulness.

0.715

FriendBook showed me the best ways to use the available privacy

features.

0.884

Perceived Usefulness
of FriendBook
(based on [52])

Alpha: 0.93

AVE: 0.77
Correlation: 0.858

FriendBook enabled me to use the available privacy features more

quickly.

0.824

Using FriendBook improved the quality of the decisions I made. 0.876

FriendBook would enhance my ability to protect my privacy online. 0.909

Overall, I found FriendBook useful in using the available privacy

features.

0.921

FriendBook would support me in being more conscious of the things

I share online.

0.851

Table 1: Items used to assess participants’ subjective evaluations of the FriendBook platform,
along with CFA factor loadings.
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Appendix B Supplemental Material for Chapter 5

B.1 The Pre-Survey Measures

Construct Survey Items Scale

Social Media Use
(adopted from [62]) In the past week, on average, approxi-

mately how much time PER DAY did you
spend actively using Facebook

(5-point Likert Scale)

1) I no longer use Facebook,

2) Did not use Facebook at all within the past week,

3) Less than 10 minutes per day,

4) 10-30 minutes per day,

5) 31-60 minutes per day,

6) 1-2 hours per day,

7) 2-3 hours per day,

8) More than 3 hours per day

Privacy Feature Awareness Are you familiar with the [Edit Audience/
Move to Trash / Edit Post] Facebook post
feature?

Yes/No

Privacy Feature Usage How often do you use this feature?

(4-point Likert Scale)

1) Never Used,

2) Used Once,

3)Occassionally Use,

4) Frequently Use

Table 2: The pre-survey items used to access social media use, privacy feature awareness and usage
(see Outcomes in Section 5.8.1.1).
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B.2 The Positive and Negative Affect Schedule (PANAS-SF)

 
Positive and Negative Affect Schedule (PANAS-SF) 
 

Indicate the extent you have felt 
this way over the past week. 

Very 
slightly or 
not at all 

A little Moderately Quite a bit Extremely 

PANAS 
1 Interested  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

2 Distressed  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
3 Excited  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

4 Upset  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
5 Strong  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

6 Guilty  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
7 Scared  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

8 Hostile  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
9 Enthusiastic  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

10 Proud  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
11 Irritable  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

12 Alert  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
13 Ashamed  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

14 Inspired  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
15 Nervous  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

16 Determined  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
17 Attentive  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

18 Jittery  
1 

 
2 

 
3 

 
4 

 
5 

PANAS
19 Active  

1 
 

2 
 

3 
 

4 
 

5 
PANAS

20 Afraid  
1 

 
2 

 
3 

 
4 

 
5 

  

Figure 3: After reading the passage, participants will be asked “how the passage made them feel”
to examine the emotion valence using a 5-point Likert PANAS-SF scale (ranging from Not at all -
Extremely) [229].
Positive Affect Score: Add the scores on items 1, 3, 5, 9, 10, 12, 14, 16, 17, and 19. Scores can
range from 10 – 50, with higher scores representing higher levels of positive affect.
Negative Affect Score: Add the scores on items 2, 4, 6, 7, 8, 11, 13, 15, 18, and 20. Scores can
range from 10 – 50, with lower scores representing lower levels of negative affect.
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B.3 Post-Survey Subjective Measures

Construct Survey Items Loadings

Perceived Decision help from system(PD)
(Adapted from [124])

Alpha: 0.886
AVE: 0.76

Correlation w/TR: 0.545
Correlation w/IPC: -0.087 [FriendBook’s] suggestions helped me to decide how I could

use the available privacy features.
0.906

[FriendBook’s] suggestions helped me to make a trade-off
between privacy and usefulness.

0.836

I felt clueless about how to use the available post-privacy
features on [FriendBook].

[FriendBook’s] suggestions showed me the best ways to use
the available post-privacy features.

0.866

Perceived Trust in Platform (TR)
(Adapted from [130])

Alpha: 0.946
AVE: 0.80

Correlation w/IPC: -0.242 I believe [FriendBook] would be open and receptive to the
needs of its users.

0.790

I believe [FriendBook] would make good-faith efforts to ad-
dress most of its users’ concerns.

0.883

I believe [FriendBook] would be interested in the well-being
of its members, not just its own.

0.904

I believe [FriendBook] would be honest in its dealings with
me.

0.917

I believe [FriendBook] would keep its commitment to its
users.

0.927

I believe [FriendBook] would be trustworthy. 0.935

Informational Privacy Concerns (IPC)
(Adapted from [157])

Alpha: 0.918
AVE: 0.81 It usually bothers me when online companies ask me for

personal information.
0.878

When online companies ask me for personal information, I
sometimes think twice before providing it.

0.861

It bothers me to give personal information to so many online
companies

0.949

I’m concerned that online companies are collecting too much
personal information about me.

0.910

Table 3: Items used to assess participants’ subjective evaluations of the FriendBook platform, along
with CFA factor loadings. Items with no loading had a low factor loading (< .7)
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B.4 A Gallery of the Ten Posts Used to populate “FriendBook”

High Privacy Sensitive Posts

(a) Adapted with a privacy suggestion that rec-
ommended for the “deletion of the post.”

(b) Adapted with a privacy suggestion that rec-
ommended for the “change of the post audi-
ence.”

(c) Adapted with a privacy suggestion that rec-
ommended for the “editing of the post.”

(d) No privacy suggestion was provided.
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Mid Privacy Sensitive Posts

(e) No privacy suggestion was provided.

(f) No privacy suggestion was provided.

(g) No privacy suggestion was provided.
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Low Privacy Sensitive Posts

(h) No privacy suggestion was provided.

(i) No privacy suggestion was provided.

(j) No privacy suggestion was provided.

Figure 4: The ten posts used to populate “Friendbook“ (see Figure 5.3). The posts were varied
in privacy sensitivity (low, mid, high) based on the photo & content sensitivity taxonomy pro-
posed by Li et al. [144]. Note: Before participants could provide consent to partake in the study,
they were forewarned about the possible encounter of post content that might be vulgar, relate
to medical conditions, or express negative attitudes towards work. Code repo can be accessed at:
https://github.com/henryksloan/FriendBook

B.5 For Replication Purposes

PS: For replication purposes or to access the study material of the work in referenced in chap-

ters 3, 4, and 5, please visit (https://drive.google.com/drive/folders/1UEDwIlxrOmY1LisRiSpqnj-

VJDYEtjfr?usp=sharing)
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