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PREFACE and SUMMARY 

influence of ir.creasing concentrations of co2 and other greenhouse 

climate has received considerable attention from scientists, 

policy makers, and the publ i c during recent years. Claims of the potential 

for climac e change due to greenhouse gases have been far-ranging and have 

been the basis for much controversy. The detection of such climatic impacts 

is of utmost importance, not only from a scientific point of view, but also 

to society. If a climatic change signal can be attributed to increases in 

greenhouse gases, then m:)dels can be validated and policy options may become 

clearer. 

The Cooperative Institute for Research in the Atmosphere ( CIRA) at 

Colorado State University held a workshop at the Pingree Park Campus on 

August 26-28, 1987 , to focus on the level of scie!l_t_ific understanding 

regarding current and anticipated effects of greenhouse gases on climate . 

Invited participants included climate modelers and observational scientists . 

In chis volume, we present t:1eir papers and summarize (below ) workshop 

discussions on requirements for monitoring climate for change. 

The volume begins with an overview of climate model simulations. 

Michael Schlesinger rev i ews predictions for elevated-CO') equilibrium and 
2 

transient climates. He presents results for a n OSU coupled atmosphere-ocean 

general circulation model (GCM). A run for the period 1850 (beginning of 

the Industrial Revolution) to 1980 shows a 0.5-0 . 7°C rise in global surface 

air temperatures, which is consistent with observed data. The warming given 

by the coup l ed model is roughly half that of an atmosphere-only GCM 

simulation . At the workshop, Sergej Lebedeff (Goddard Institute for Space 

Stu:iies) presented transient climate simulations with the GISS GCM ; this 
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work is published elsewhere [Hans en et al. 1988, Global climate changes as 

forecast by the GISS 3- D model, ~ . in press ]. 

A second section covers observational studies . Hugh Ellsaesser 

suggests that abrupt global temperature changes in the geological and 

historic climatic record indicate that the earth climate ·s ystem is capable 

of internal rearrangements resulting in new equilibrium states . He proposes 

that such a shift may be responsible for observed Northern Hemisphere 

temperature increases earl ie r t his century , rather than CO,., -forcing. Henry 
2 

Diaz and Thomas Karl examine h istorical U.S. and regional temperature trends 

by removing stations with potential urban heat island effects ; they find no 

long-term (1901 to 1984) trends that are statistically significant . Al so 

using U. S . data, Tom Karl concludes in the next paper t hat many multi- year 

( e .g., decadal scale ) changes in the level and/ or the variance of 

temperature and precipitation are likely due to stochastic processes . He 

discus ses problems this causes f or the detection of climate change . 

Patrick Michaels et al. developed a proxy temperature data set 

independent of site effects and with little instrument bias based on 1000-

500 mbar thickness . They extend the data set back to 1885 for the U. S. and 

southern Canada based on historical cyclone frequency data and find a trend 

of +l . 0°C from 1899 to 1975, but with similar magnitude warming and coo ling 

occurring during that period . For stations in the Colorado region with 

records back to the late 1800's, Nolan Doesken and John Kle ist find strong 

linear increases in cloudiness, little change in precipitation, increases in 

mean temperatures and decreases in diurnal temperature range; however , 

causes of these trends are not evident. Robert Jarrett considers sources of 

error present in hydroclimatic data sets, including biases in the 

measurement of ex treme events by precipitation and steamflow gauges . 
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Finally, two paper.5 present methods to increase the resolution and 

亞plications of global climate model results. Roger Pielke discusses the 

use of mesoscale models in conjunction with GCMs to generate regional 

climate change scenarios, either by running mesoscale models on dominant 

weather patterns based on synoptic classification of GCM output or by 

nesting GCMs and mesoscc.le models. Tim Kittel and Michael Coughenour 

introduce a hierarchial approach for the simu二 ation of ecological response 

to climate and co2 changes that will permit modeling the multiscale 

interactions of ecosystem, community, and physiological processes. 

Workshop discussions focused on problems of monitoring climatic change . 

Two areas of needed effort were identified: climate simulations and 

observational data. Improved climate predictions are required for the 

establishment of monitoring protocols . Monitoring efforts can be guided by 

predictions that identify climatic measures and geographical regions with 

high signal (climate change) to noise ratios. However, improvements in GCMs 

are needed . The models currently lack parameterizations of several 

important physical processes. These include changes in colloidal cloud 

stability due to increased aerosol loading of the atmosphere by pollution, 

venting of such aeroso l po l lution to upper tropospheric/lower stratospheric 

levels by deep cumulonimbus systems, mesoscale circulations driven by land 

surface contrasts such as irregular land use patterns , and biospheric 

feedbacks to climate resulting from climate-induced changes in trace gas 

production (e.g . , CH4) and biome distribution. Another area of concern is 

whether the resolution of GCMs is adequate to faithfully reproduce synoptic 

scale wave-wave interactions. This could be determined by comparing GCM 

model physics and numerics to those of weather prediction models. 

Developing regional level predictions is a priority for model 

validation and for monitoring . Regional predictions from GCMs are limited 
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not only b y the models'coarse grid siz e , but also b y the lack of simulated 

oceanic processes in many of the models . Increased spatial resolution can 

b e a ccomplished b y nesting GCM and mesoscale models for regions of interest . 

To incorporate oceanic processes , GCMs need to be coupled with ocean GCMs 

that simulate deep overturning and horizontal transport. Attention also 

needs to be given to designing GCM output that is consistent with regional 

monitoring strategies ( e . g . , output that can be compare d to point sta t i on 

d a ta and basin hydrological data ) and output of variables of socio-economic 

a nd ecological importance ( e . g . , temperature extremes ). Fi na l l y, tests of 

GCMs should continue t o include simulat i on of the past 1 00+ years fo r 

va lidation with observ ed or proxy data with the goal of be i n g abl e to 

resolve at le a st mu l ti-de cadal trends . 

Climate data bases need to be improved and extended for mode l 

validation and monitoring climate change . The climate record can be 

upgraded b y (1) i mprov ed documentation of climate station h istory and 

i nst r ument biases, ( 2 ) maintaining the density of climate sta tions g lobally 

at current or increased levels, including ship stations, and (3 ) continued 

development and retrospective 'analysis of space-based remote sensing of the 

atmosphere, oceans, and land surface climate . An integrated regional 

approach in which multiple sources of observational and proxy climate data 

are combined may enhance climate trend signals . In addition to climate 

station data, such sources include stream flow data, tree rings, cave 

temperatures, and data from glaciers and permafrost soils . Finally, careful 

statistical analyses are called for to test the significance of trends in 

the climate record and their comparison with model simulations. 

The papers and discussion from this workshop continue to raise 

scientific issues concerning modeling and detection of greenhouse gas

induced climate change : e.g . , observational studies do not find 
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statistically significant trends because of low signal to noise ratios or 

are unable to attribute trends to increases in greenhouse gases because of 

the lack of credible regional predictions . We hope that this volume 

identifies areas where irr_prov ements in climate modeling and monitoring will 

be fru i tful. 

R. A. Pielke 
Co - Organizer 

T. Kittel 
Co-Organizer 
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MODEL PROJECTIONS OF THE F.QUILIBRIUM AND TRANSIENT CLIMATIC CHANGES 
INDUCED BY INCREASED A面OSPHERIC CO 2 

Michael E. Schlesinger 

Department of Atmospheric Sciences 
and 

Climatic Research Institute 
Oregon State University 
Corvallis, Oregon 97331 

USA 

ABSTRACT 

The simulations of CO2-induced equilibrium climatic change by energy

balance models, radiative-convective models and general circulation models 

are reviewed and characterized in terms of the direct radiative forcing of 

the increased co2, the response of the climate system in the absence of 

feedback processes, and the feedbacks of the climate s ystem. 

The direct radiative forcing due to a doubling of the CO') concentration 
2 

2 is about 4 Wm-,. for the surface - troposphere system. In the absence of 

feedbacks the gain (output/input) of the climate s y stem is about 

· 2 0 . 3°C/(Wm -), and the change in the surface air temperature is therefore 

about l.2°C. Surface energy-balance models (SEBMs) have given a warming 

induced by a co2 doubling of about 0 .2 to l0°C. This wide range is the 

rest.:.lt o f the inherent difficulty in specifying the behavior of the 

atmosphere in SEBMs. Radiative-convective models (RCMs) have given a 

warming of about 0 . 5 to 4 . 2°C for a co2 doubling . This range is the result 

of water vapor feedback, lapse rate feedback, surface albedo feedback, cloud 

alt:..tude feedback, cloud cover feedback and cloud optical depth feedback . 

General circulation models (GCMs) have given a warming of about 1.3 to 5 .2°C 

for a CO2 doubling . This also is a result of the feedbacks listed above , 

except that due to cloud optical depth feedback which has not y et been 

included in the GCM simulations of CO,..,-induced climatic change . 
2 
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Five recent simulations of CO2-induced climatic change by atmospheric 

GCM/mixed-layer ocean models are contrasted in terms of their surface air 

temperature and soil moisture changes. These comparisons reveal qualitative 

similarities but quantitative differences. 

The simulations of CO2-induced transient climatic change by planetary 

energy-balance models, radiative-convective models and general circulation 

models are reviewed in terms of thee-folding timer_ of the response of the 
e 

climate system. Simplified models have given an e-folding time of about 10-

100 years for the response of the climate s y stem to an abrupt increase in 

the CO') concentration . A simulation with a global coupled atmosphere/ocean 
2 

general circulation model indicates that r 
e 

is about 50-100 years as a 

resul t of the transport of the CO2-induced surface heating into the interior 

of the ocean . Theoretical studies for a time-dependent CO2 increas e between 

1850 and 1890 indicate that this sequestering of heat into the ocean 's 

interior is responsible for the concomitant warming being only about half 

that which would have occurred in the absence of the ocean. These studies 

also indicate that the climate system will continue to warm towards its as 

yet unrealized equilibrium temperature change, even if there is no further 

increase in the CO 
2 

concentration. 

1. Introduction 

If the Earth's atmosphere were composed of only its two major 

constituents, nitrogen (N 
2' 

78% by volume) and oxygen (0 
2' 

21%), the Earth Is 

surface temperature would be close to the -l8°C radiative-equilibrium value 

· 2 necessary to balance the approximately 240 iJm - of solar radiation absorbed 

by the Earth-atmosphere system . The fact that the Earth's global-mean 

f surface temperature is a life-supporting 15°C is a consequence of the 

greenhouse effect of the atmosphere's minor constituents, mainly water vapor 
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( H2o, 0.2% ) and carbon dfoxide (CO2, 0.03%). Measurements taken at Mauna 

Loa, Hawaii show that the co2 concentration has increased from about 

315 ppmv in 1958 to 346 pprnv in 1985 (Keeling and Boden , 1986 ), a 10% 

increase in 28 years . Measurements of the air entrapped within the ice 

sheet of Antarctica indicate that the pre-industrial CO 
2 

concentration 

increased from about 280 ppmv in 1750 to 290 ppmv in 1880 (Siegenthaler and 

Oeschger , 1987). Rotty a nd Masters (1985) report that , with the exception 

of the periods of the Depression and Wor l d Wars I and II , the co2 

concentration increased from 1860 to 1949 due to a 4 . 2% y r 
-1 

growth in the 

consumption of fossil fuels ( gas, oil , coal). Subsequently , the growth rate 

of CO emissions was a steady 4.4% 2 
yr-l from 1950 to 1973, and then 

-1 
decreased to 1 . 5% y r - from 1973 to 1982 as a resu lt of the r i se in the 

price of oil. A probabilistic scenario analysis of the future usage of 

foss i l fuels predicts about an 80% chance that the CO,., concentration will 
2 

reach twice the pre-industrial value b y 2100 (Nordhaus and Yohe , 1983) . 

Compu ter simulations of the equilibrium climatic change induced by a 

doubling of the CO,., concentration have been made with a hierarchy of 
2 

mathematical climate models, the most recent of which have given a warming 

as large as 5.2°C in the global-mean surface air temperature . Since such a 

global warming is comparable to that which is estimated to hav e occurred 

during the transition from the last ice age to the present interglacial 

(Gates, 1976a, b; Imbrie and Imbrie, 1979), t here is considerable interest 

in the detection of a CO,.,-induced climatic change, and in the potential 
2 

impacts of such a change on the spectrum of human endeavors. 

The majority of the simulations of CO,., - induced climatic change have 
2 

been performed to determine the change in the equilibrium climate of the 

Ear~h resulting from an abrupt increase in CO,., such as a doubling from 300 
2 

to 600 ppmv . The goal of these simulations has been to estimate the 
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magnitude of the eventual climatic change which may occur as a consequence 

of the doubled CO 
2 concentration pro」 ected to occur in the next century. 

These equilibrium climatic-change simulations have not been concerned with 

the time required for the climatic change to reach its equilibrium and , in 

fact, have generally t .ried to minimize that time in an effort to economize 

on computer time. More recently, concern has been focussed on the detection 

of a CO2-induced climatic change. A simple scaling of the equilibrium 

2xCO'l-induced warming to the increase in CO'l from 1861 to 1984 indicates an 
2 2 

increase in the global-mean surface temperature of about l.0°C, this for a 

sensitivity of 4°C for a CO"> doubling . However, the observed surface 
2 

temperature increase over this period is only about half this value (Jones 

et al., 1986) . This discrepancy suggests that either the equilibrium 

warming of our climate models is twice as large as that of nature, or that 

there is a lag in the response of the climate system. The latter 

possibility has been the focus of research on the transient response of 

climate to both abrupt and time-dependent increases in the CO 
2 

concentration. In the following, the studies of equilibrium and transient 

climatic change induced by increased CO') are reviewed in sections 2 and 3, 
2 

respectively; a summary of these results is presented in section 4 and 

conclusions are given in section 5. 

2. CO.,-Induced Equilibri'Wll Cli.natic Change 
2 

Three different types of climate model have been used to simulate the 

change in the equilibrium climate resulting from an increase in the co2 

concentration : energy-balance models (EBMs), radiative-convective models 

(RCMs), and general circulation models (GCMs). These models and their 

projections of CO2-induced climatic change are described in turn below. 
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2.1. Energy-balance models 

Energy-balance models predict the change in temperature at the Earth's 

surface, t::,.T_, from the requirement that 邸－ 0, there N is the net energy 
s 

flux expressed by N - N( E , T~, I). 
s I Here Eis a vector of quantities that 

can be regarded as "external" to the climate system, that is, quantities 

whose change can lead to a change in climate, but which are independent of 

climate . I is a vector of quantities that are internal to the climate 

system, that is, quantities that can change as the climate changes and, in 

so doing, feed back to modify the climatic change. The external quantities 

include, for example, the solar constant, the optically-active ejecta from 

volcanic eruptions and, for the present purpose, the CO 
2 

concentration 

(although eventually it may change as a result of climatic change). The 

internal quantities include all the variables of the climatic system other 

than T. 
s 

Since T- is the only dependent variable in an EBM, the internal 
s 

quantities must be represented therein by functions of T 
s ' 

that is, by 

I - I(T_ ). 
s 

A small change in the energy flux , 泅， can be expressed as 

凶－ AQ - ( G- 1 
- F) ~T 

O S 

where 

AQ 一 Z
aN 

i 芷 AEi
1 

is the change in N due to a change in one or more external quantity, t:,.E.;, 
l. 

- G~l 6.Ts -聾 6.Ts
s 
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is the change in N due to the change in T_ a l one , and 
s 

F l:lT 
s 

dI. 
- L 醞一. 8I . dTATs 

J J s 

is the change in N due to the change in the internal variables I through 

their dependence on T_. 邯en the equilibrium 6.T_ is reached in response to s. s 

the forcing 6.Q, 6.N - 0 and 

G G 
AT ° ° 一 AQ 一 AQ = G AQ. 

s 1 -c0F 1 - f f 
( 1 ) 

This relation can be represented by a feedback block d i agram for t h e climate 

system as sho面 in Fig . 1. It is seen that G_ is the gain ( output/ input ) of 
。

the climate system when the feedback f - G-F - 0. Thus G- is the zero-
0 0 

feedback gain and ( AT ) 一 G_tiQ is the zero-feedback temperature change ; 
S O 0 

correspondingly, Gf and t..T5 are the gain and the temperature change wi th 
s 

feedback . Letting R., - t..Tj(t..T) 一 G.,/G-, it can be seen from Fig . 2 that 
f s s o f o' 

0 < R- < 1 when the feedback 
f 

is negative (f < 0) and R 
f 

> 1 when the 

feedback is positive (0 < f < 1) . Consequently, the sign of the response is 

always the same as the sign of the forcing, even when there is negative 

feedback, regardless of its magnitude. This is in contrast to what has 

sometimes been erroneously inferred for the outcome of negative feedback 

(for example, see Nature , 1987). On the other hand, for positive feedback 

f > 1, Rf< 0 and the sign of the response is opposite to that of the 

forcing . This outcome, while mathematically possible ( and actually obtained 
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Fig. l. ~l_o~k diagram of the climate system with a f eedback loop . ( From 
Schlesinger , 1985. ) 
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Fig. 2. The ratio of the surface temperature change 6.T~ to the zero
feedback value (6.T_)_, R& - 6.T_/(6.T_) s 

(From Schlesinger, 19 祜．） f , versus the feedback f . 
s s o 
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by one improperly formulated EBM; see Schlesinger, 1985, 1988a), is not 

physically-consistent and must therefore be rejected. 

Energy-balance models impose the condition ~N 一 0 at either the Earth's 

surface or the top of the at□osphere . The former models may be called 

surface energy-balance models (SEBMs) and t he latter planetary energy

balance models (PEBMs) . SEBMs have given a warming induced by a CO 
2 

doubling of about 0.2 to 10°C. This wide range is due in part to the 

inherent difficulty in specifying the behavior of the atmosphere in terms of 

the surface temperature in SEBMs, that is I (T_), and to the large 
s 

sensitivity of 6.T~ in SEBMs to this specification ( Schlesinger, 1985, 
s 

1988a). Therefore, it is preferable to use models which calculate the 

atmosphere's behavior based on the fundamental laws of phy sics . 

Before turning our attention to these physically -based models , it is 

useful to consider PEBMs for which 

1 - a 
p 4 

N - 4 
S - eaT 

s 

where Sis the solar constant, a_ the planetary albedo, € the effective 
p 

emissivity of the Earth-atmosphere system, and a the Stefan-Boltzmann 

constant . From this equation we can estimate che zero-feedback gain as 

-1 

Go --［距］
T 

s 

(1 - a_)S' 
p 

(2) 

an expression which we will use subsequently. For a PEBM, 6T_ is given by 
s 

Eq. (1) with Eq. (2) and 

8N 
dI. 

f - G L —-4 
O. 8 I. dT ' 
」」 s
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where I; are again the internal variables of the climate system. This 
」

expression means that the feedback depends on the specification of the 

behavior of the atmosphere and the Earth's surface. Thus PEBMs also have 

the same problem as SEBMs, namely, the need to treat the behavior of the 

climate system away from the energy-balance level. In PEBMs this has been 

done semi-empirically following the initial studies by Budyko (1969) and 

Sellers (1969) . The equilibrium surface temperature change for a co2 

doubling given by PEBMs ranges from 0.6°C (Rasool and Schneider , 1971) to 

3. 3°C (Ramanathan et al., 1979). 

2.2 . Radiative-convective models 

Radiative-convective models determine the equilibrium vertical 

temperature distribution for an atmospheric column and its underlying 

surface for given solar insolation and prescribed atmospheric composition 

and surface albedo . An RCM includes submodels for the transfer of solar and 

terrestrial (longwave) radiation, the turbulent heat transfer between the 

Earth's surface and atmosphere, the vertical redistribution of heat within 

the atmosphere by dry or moist convection, and the atmospheric water vapor 

content and clouds. The radiative transfer models used in RCMs are 

frequently identical to those used in GCMs . The surface heat exchange is 

treated either as an equivalent radiative exchange or is parameterized as a 

Newtonian exchange with a prescribed transfer coefficient. The vertical 

heat redistribution by convective atmospheric motions is modeled as an 

adjustment whereby the temperature lapse rate of ~he atmosphere is prevented 

from exceeding some given value. The amount of water vapor is determined in 

RCMs either by prescribing the absolute humidity or the relative humidity ; 

in the latter case the amount of water vapor increases (decreases) with 

increasing (decreasing) temperature . Finally, the fractional cloudiness and 
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the altitude of the clouds are ei 七her prescribed or predicted, the latter by 

some assumption about the behavior of clouds. 

The equilibrium change in temperature simul ated by RCMs for an increase 

in the CO,., concentration shows a cooling in the stratosphere and a warming 
2 

in the troposphere and at the Earth's surface, che latter with a range of 

0. 48 to 4. 2 ° C. As indicated by Eq. (1), the change in the surface 

temperature induced by a doubling of the CO,., concentra::ion can be unde 「stood
2 

in terms of the direct radiative forcing t:,,Q due to the CO,., increase; the 
2 

response of the climate system if the surface temperature alone changed, as 

characterized by the zero-feedback gain G_; and the negative and positive 
。

feedbacks f which occur to reduce and enhance the zero-feedback response, 

respectively . Each of these is discussed below. 

About 95% of the direct radiative forcing due to the increase in the 

co 
2 

concentration occurs in the 1 ongwave radiation emitted by the Earth and 

5% in the shortwave solar radiation (Ramanathan et al . , 1979). The direct 

radiative forcing of the troposphere-surface system t:;.R.., has been found to be 
T 

- 2 -2 4 . 0 \Jm -, of which 2.7 Wm - is contributed by the reduction in upward flux 

2 from the troposphere, 1.55'Wm-L by the increased downward flux from the 

-2 
stracospheric CO.., increase, and -0 . 15'Wm - by the decreased solar flux at 

2 

the tropopause (Lal and Ramanathan, 1984). 

The response of the climate system to the direct radiative forcing of 

the increased CO.., when only the surface temperature is allowed to change is 
2 

given by Eq. (1), with f - 0 and flQ 一 A胜， and by Eq. (2) as 

(t::.T -) s o 

Taking S 一 1370 Um 
2 

, % 
temnerature T 一 288 K • a 

一 C
。

T (1 x CO) 
s 

生三1
2 

- o ) s A胜 ．
p 

-。 . 3 and T as the s 

gives G- -。 2
。

.3°C/(Wm-"'). 
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Thus for 邙－ 4 祏m - , 
-2 
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( AT) 
s· o 一 1. 2 ° C. This value of (6T ~) - is in agreement with what has been 

S 0 

obtained by RCMs without feedbacks (see Schlesinger 1985 , 1988a) . 

The feedback f of the CO2-induced surface air temperature warming given 

by RCMs can be determined from Eq . ( 1) written as 

f - 1 -
(t:,.T -) s·o 

ATs 
( 3) 

together with the above estimate of (tiT_)_ . Thus, for the 0 . 48 !5 t:i.T_ !5 
s o s 

4 . 2°C range simulated by RCMs, -1.5 !5 f !5 0.7 . Several physical mechanisms 

are thought to be the cause of this wide range in the feedback of these 

models . For increasing Ts these mechanisms include: 1 ) the increase in the 

amount of water vapor in the atmosphere as a consequence of the near-

constancy of the relative humidity, 2) the change in the temperature lapse 

rate, 3) the increase in the cloud altitude as the clouds maintain their 

temperature , 4 ) the change in cloud amount , 5) the change in the c l oud 

optical depth, and 6) the decrease in surface albedo . The feedbacks of 

these physical processes, as determined by applying Eq . (3) to and ensemble 

of RCM simulations in which the feedbacks were added sequentially (see 

Schlesinger 1985 , 1988a), are summarized in Table 1. This table shows that: 

1 ) the water vapor, cloud altitude and surface albedo feedbacks are 

positive, with values that decrease in that order; 2) the cloud optical 

depth feedback is negative; 3) the temperature lapse rate feedback is either 

positive or negative, depending on whether the lapse rate is controlled by 

baroclinic adjustment (BADJ) or convective (MALR. or PC) processes; and 4) 

the cloud cover feedback is unknown. However , as shown by Eq . ( 1) and Fig. 

2, the influence of any of these feedbacks on the response of the climate 

system depends nonlinearly on the sum of the other feedbacks . For example , 

the addition of cloud altitude feedback with f - 0.2 would increase t::..T~ by 
s 
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Table 1. Summary of ~he feedbacks f in RCM_ anc GCM simulations of CO2-
induced surface air temperature change . 

Feedback 
Mechanism RCM a 

GISS b 
GCM 

GFDL C 

Wate r Vapor 0 . 3 to 0.4 0 . 66 0 . 41 

Lapse Rate 
d 

BADJ 0.1 
MALR -0.25 to -0.4 
PC -0 . 65 
Total -0.26 0.05 

Cloud 
Altitude 0 . 15 to 0.30 
Cover Unknown 
Altitude & Cover 0.22 0.09 
Optical Depth 0 to -1.32 

Surface Albedo 0 . 14 to 0.19 0.09 0 . 13 

Total -1.5 to 0 . 71 0. 71 0.68 

a. Based on the analysis of Schles inge r (1985, 1988a) . 
b. Based on the resu1ts of Hansen et a1. ( 1?§4) . 
c . In this ana1y sis a va1ue of A胜一 4 . 3 Um is assumed . This va1ue is 

based on the change in the net radiation at the toP 。 f th? atmosphere 
given by Wetherald and Manabe (1988), 邙－ 2.28 Wm-~, and the 
differe~ce bet:'ee~. t h e 6胜 and 邙 resu1gs for this radiation mode1 

。averaged over the fiv e atmospheric profiles o f the Intercomparison of 
Radiation Codes 1.:sed in Climate Models (ICRCCM) study ( Ellis, 1987 , 
personal communication ) . 

d . BADJ , MALR and PC denote baroclinic adjustment , moist adiabatic 
adjustment and pene:tra t ive convection, respectively . 
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l.6°C if added to a system with an existing feedback of 0.5, but would 

increase !J.T'" by only O.S°C if added to a s y stem with no existing feedback. 
s 

2.3. General circulation models 

曲ile EBMs and RCMs calculate only the surface temperature and the 

vertical temperature profile, respectively, GCMs calculate the geographical 

distribution of an ensemble of climatic quantities which includes the 

vertical profiles of atmospheric temperature , water vapor and velocity, and 

the surface pressure , precipitation, soil water and snow . In addition, GCMs 

used for climatic - change simulations must calculate the geographical 

distributions of the sea surface temperature ( SST ) and sea ice extent . ( See 

Schlesinger 1984 and 1988b for further information on GCMs .) To study CO「

induced equilibrium climatic changes with a GCM requires two simulations , a 

lxCO- simulation with a CO 
2 2 

concentration generally taken to be 300-330 

ppmv, and an Nxco2 simulation with N generally taken to be 2 or 4 . Each of 

the simulations is begun from some prescribed initial conditions and is run 

until these conditions are forgotten and the simulated climate reaches its 

statistically-stationary equilibrium state. The difference between the 

NxCO., and lxCO., equilibrium climates are then taken to be the CO.,-induced 
2 2 2 

equilibrium climate changes. 

The earliest GCM simulations of CO.,-induced climatic change were 
2 

performed with so-called "swamp models" of the ocean . In such a swamp ocean 

model the ocean has zero heat capacity and no horizontal or vertical heat 

transport . Therefore, the swamp ocean is like perpetually wet land and is 

always in thermodynamic equilibrium . Consequently, the time for the Earth

atmosphere system to reach its equilibrium climate with an atmospheric 

GCM/swamp ocean model depends only. on the atmosphere and land surface, and 

generally requires about 300 days. While such models are economical of 
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computer time, they must be run without the seasonal insolation cycle to 

prevent the freezing of the ocean in the latitudes of the polar night . 

Consequently, these models simulate the CO2-induced change only f or a 

surrogate of the annual-mean climate, namely, that which is obtained for the 

annuai-mean solar insolation. More recently, atmospheric GCMs have been 

coupled to prescribed-depth mixed-laye r ocean models which have heat 

capacity and sometimes a prescribed additional oceanic heating which 

includes the effects of oceanic heat transport. These atmospheric 

GCM/prescribed-depth mixed-layer ocean models are run with the seasonal 

insolation cycle and generally require abou-::: 20 simulated years to reach 

their equilibrium climate . An additional 10 years is generally simulated to 

obtain estimates of the means and other statistics of the equilibrium 

climate. 

The annual cycles of the equilibrium climatic changes induced by a 

doubling of the co2 concentration have been simulated by the GCM/ mixed-layer 

ocean models of : 1) the Geophysical Fluid Dynamics Laboratory (GFDL, 

Wetherald and Manabe, 1986), 2) the Goddard Institute for Space Studies 

(GISS, Hansen et al . , 1984), 3) the National Center for Atmospheric Research 

(NGA..~, Washington and Meehl, 1984), 4) Oregon State University (O SU , 

Schlesinger and Zhao, 1988) , and 5) the United Kingdom Meteorological Office 

(UKMO , Wilson and Mitchell, 1987). In the following two subsections the 

CO2-induced changes in the surface air temperature and soil water simulated 

by these models are presented. 

2.3 .1. Surface air temperature change . The equilibrium changes in the 

global-mean surface air temperature t:,T_ simulated by the five models for a 
s 

doubled co2 concentration are presented in Table 2, together with the 

global-mean precipitation changes t:,P. This table shows that the simulated 

17 



Table 2. Changes in the global-mean surface air temperature ( T_ ) and 
precipitation rate- ( P ) simulated by atmospheri~ GCM/ mixed~lay er 
ocean models for a CO') doubling . 

2 

Model / Study 

GFDL八iletherald & 
Manabe (1986) 

GISS / Hansen et al . 
(1984) 

NCAR八fashington & 
Meehl (1984) 

OSU/ Schlesinger & 
Zhao (1988) 

UKMO內ilson & 
Mitchell ( 198 7) 

18 

AT 
( OC ) 

4 . 0 

4 . 2 

3 . 5 

2 . 8 

5 . 2 

AP 
( % of l x CO" 2 value ) 

8 . 7 

11. 0 

7 . 1 

7 . 8 

15 . 0 



CO,,-induced changes in the annual mean, global-mean surface air temperature 
2 

range from 2.8 to 5.2°C, and the corresponding changes in precipitation from 

7 . 1 to 15% of their lxCO,.. values. Furthermore, this table shows that the 
2 

size of t:.P is positively correlated with the size of t:.T_, this occurring as 
s 

a result of the Clausius-Clapeyron relation between the saturation vapor 

pressure of water vapor and temperature . 

A partial expla~ation for the range of t:.T_ . and thus of t:.P, is provided 
s 

by Fig. 3 which displays the CO2-induced warming plotted versus the annual-

mean, global-mean surface air temperature of the simulated lxCO,, climate. 
2 

This figure shows that the warmer the lxCO,, control climate, the smaller the 
2 

CO,,-induced warming. This is due in part to the decrease in the positive 
2 

ice-albedo feedback with increasing lxCO,, temperature as a result of there 
2 

being less sea ice and snow. From this is appears that the CO2-induced 

changes in temperature and precipitation simulated by t~ese models would be 

in better agreement if their lxCO,, global-mean surface air temperature were 
2 

in b ette r agreement. Furthermore , it i s tempting to conclude that the 

resulting common model temperature and precipitat i on sensitivities would be 

correct if the common lxCO,, surface air temperature were i n agreement with 
2 

the observed temperature, perhaps through the use of the "Flux Correction 

Method."1 However, while this i s a necessary condition for the common 

11n this method, which was employed by the GISS and UKMO models, an oceanic 
heating is determined for each calendar month at each ocean grid point from 
a lxCO,, simulation with the atmospheric GCM using the observed annual cycle 
of SS钅 as its 1ower boundary condition over 平he ocean. This heating fie1d 
is then prescribed in both the lxCO..., and 2xCO..., simulations with the 

2 GCM/mixed-1ayer ocean mode1 , thereby he1pingtae mode1 to reproduce the 
observed SST distribution in the lxCO,., simulation. However, although the 

2 prescribed oceanic heating includes the effects of the oceanic heat 
transports, it also includes a compensation for the air/sea heat flux 
errors of the atmospheric GCM in its simulation with the observed SSTs. 
Therefore, this "Flux Correction Method" is not a physically-based method. 
Furthermore, its use in both the lxCO..., and 2xCO..., simulations doe s not allow 

2 the oceanic heat transport effects to change ana contribute to the C0「
induced climatic change. 
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Fig. 3. The global-mean surface air temperature warming simulated for a CO 
doubling by five GCMs [the GFDL model (Wetherald and Manabe , 1986 )~ 2 

the GISS model (Hansen et al . , 1984) , the NCAR model (Washington 
and Meehl, 1984), the OSU model (Schlesinger and Zhao , 1988 ), and 
the UKMO model (Wilson and Mitchell, 1987)] versus their simulated 
lxCO,, global-mean surface air temperature. "Obs" indicates the 2 
observed global-mean surface air temperature based on the Data of 
Jenne (1975). (Adapted from Gess and Potter , 1988). 

20 



sensitivities of the models to be in agreement with the sensitivities of 

nature , it is not a s ufficient condition as is indicated by the vertical 

arrows labelled sensitivity uncertainty in Fig . 3. In fact, the potential 

for such a disparity is ev i denced b y Table 1 which shows that al though the 

GISS and GFDL models simulate similar values of 6T_ (Fig. 3), they do so 
s 

with feedbacks that d i ffer in both magnitude and sign, this despite the 

approximate agreement of their simulated values of T_ for the lxCO ') climate. 
s 2 

Consequently, to establish. the correctness of the models'temperature and 

precipitation sensitivities when they simulate the present climate correctly 

requ:.res the simulation of at least one climate different from that of the 

present, for e x ample , th.at of Wisconsin Ice Age 18,000 years before the 

present, and the comparison of such a simulated paleoclimate with 

observations. This requirement for model validation is a fundamental and 

inherently-difficult problem in climate modeling and simulation (Schlesinger 

and ~1itchell, 1985, 1987). This notwithstanding, it is of interest here to 

present and compare further results of the CO2-induced climatic changes 

simulated by these models. 

The time-latitude distributions of the zonal-mean surface air 

temperature changes simulated by the five models for doubled CO.., are 
2 

presented in Fig. 4. This figure shows that the CO2-induced temperature 

changes increase from the tropics, where the values range from about 2°C for 

the NCAR and OSU models to about 4°C for the GISS and UKMO models , toward 

the poles, and that the seasonal variations of the CO,.,-induced surface 
2 

temperature changes are small between 50°S and 30°N and are large in the 

regions poleward of 50° latitude in both hemispheres . In the Northern 

Hemisphere a warming minimum of about 2°C is simulated near the pole by all 

five models in swnrner. The models also simulate a warming maximum in fall 

with values that range from 8°C for the NCAR model to l6°C for the GFDL and 
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UKMO models . This maximum extends into winter in all the simulation s except 

that o f NCAR which instead exhibits a warming minimum near the pole. The 

NCAR model also simulates another polar warming minimum in spring that is 

not found in the other simulations. In t he Southern Hemisphere all five 

models simulate a maximum warming in winter and a minimum warming in .summer . 

The summer warming maximum occurs near the Antarctic coast in all five 

simulations and ranges from 8°C i n the GFDL and OSU simulations to 14°C in 

the KCAR and UKMO simulations. 

The geographical distributions of the 2xC00-lxC00 surface air 
2 2 

temperature changes simulated for December-January-February (DJF) a d June-

July-August (JJA) by the five models are presented in Figs. 5 and 6 

respectively . These figures show t hat all five models s imulate a co2-

induced surface air temperature warming v ir t ually everywhere . In general, 

the warming is a minimum in the tropics during both seasons , at least over 

the ocean, and increases toward the winter pole . The tropical maritime 

warming minimum ranges from about 2° C in the NCAR and OSU simulations to 

about 4°C in the GFDL, GISS and UKMO simulations. Maximum warming in DJF 

occurs in the Arctic in all the simulations except that of NCAR which 

instead exhibits a warming maximum near 65°N . The maximum warming in JJA 

occurs around the Antarctic coast in all five simulat i ons. The locations of 

the wintertime warming maxima in both hemispheres coincide with the 

locations where the lxCO- sea ice extent retreats in the 2xCO- simulation. 
2 2 

The magnitude of the wintertime warming maxima in t he Northern Hemisphere 

ranges from l0°C in the GISS and OSU simulations to 20°C in the UKMO 

simulat ion , and in the Southern Hemisphere it ranges from l0°C in the OSU 

simulation to 20°C in the UKMO simulation . In JJA there is a warming 

minimum in the Arctic of about 2°C in all fiv e simulations. 
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Figures 5 and 6 also show that although there are similarities in the 

CO,.,-induced regional temperature changes simulated by the models , there are 
2 

significant differences in both their magnitude and seasonality . For 

example, in North America the wintertime warming generally increases with 

latitude in the GFDL, GISS and UKMO simulations with values of 4 ° C in the 

south and l0°C in the north , while both the NCAR and OSU simulations exhibit 

a warming minimum of 2°C centered over Canada and over the Pacific 

Northwest, respectively. Also, the CO2-induced warming in summer compared 

to that in winter is simulated to be smaller by the GISS and NCAR models , to 

be comparable by the GFDL, OSU and UKMO models, and to be larger b y the NCAR 

model. Further similarities and differences can be seen for the CO- -induced 
2 

temperature changes simulated for the other continents. 

2.3.2. Soil water change. The time-latitude distributions of the zonal

mean soil water change over ice-free land simulated by the fiv e models for 

doubled co2 are presented in Fig . 7. This figure shows that all f i ve models 

simulate an increased soil water during winter in the Northern Hemisphere 

from about 45°N to 70°N. In northern hemisphere summer the GISS and NCAR 

models simulate a minimum increase in soil water, while the GFDL , OSU and 

UKMO models simulate a decreased soil water from about 30°N to 70°N. 

The geographical distributions of the CO,,-changes in soil water over 
2 

ice-free land simulated by the models for DJF and JJA are presented in Figs. 

8 and 9, respectively . As was evidenced by the zonal-mean soil water 

changes shown in Fig. 7, all five models simulate a moistening of the soil 

over much of Eurasia and North America in DJF . On the other hand , the GISS 

and NCAR models simulate both regions of increased and decreased soil water 

over Eurasia and North America in JJA, while the GFDL, OSU and UKMO models 

simulate a desiccation virtually everywhere in the Northern Hemisphere 
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Fig. 7. 
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during summer . A similar desiccation of the northern hemisphere soil was 

first obtained in the "annual-mean" simulations with atmospheric GCM/ swamp 

ocean models and with the first annual-cy cle simulation with an atmospheric 

GCM/prescribed-depth mixed-layer ocean model (see Schlesinger and Mitchell 

1985, 1987) . 

3. CO,.,-Induced Transient Climate Change 
2 

As discussed in the Introduction the CO- concentration has increased 
2 

from about 288 ppmv in 1861 to 344 ppmv in 1984 ( Siegenthaler and Oe schger , 

1987; Keeling and Boden, 1986). The equilibrium surface temperature 

increase corresponding to this CO 
2 

increase can be written b y Eq . ( 1 ) as 

~T5 - G芒Q,

where the direct radiative forcing 6Q can be scaled to that for a co2 

doubling, 6Q 
2x' 

b y (Augustsson and Ramanathan, 1977 ) 

AQ 一 AQ2x [ln[C ( 198鬨竺 (1861) ]], 

where C is the CO') concentration. Combining these equations and noting that 
2 

( t:.Ts)2x 一 G兮Q2x gives 

AT 一 (t::,.T -) 
1n[C(1984) / C(1861) ] . 

s - (t::,.Ts)2x [~] · (4) 

If we assume that (6.T) 一 4°C based on the results from the GFDL , GISS, 
s'2x 

NCAR, OSU and UKMO atmospheric GCM/mixed-layer ocean model equi librium 

simulations, then for the CO,.., concentrations above, 6.T_ = l . 0°C. However, 
2 s 

the reconstructed global-mean surface air temperature record (J ones et al ., 
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1986 ) indicates a warming from 1861 to 1984 of about 0 . 6°C. Does this 

difference mean that the gain Gf of our climate models is about twice as 

large as that of nature? The likely answer is no because the actual 

response of the climate s y stem lags the equilibrium response because of the 

thermal inertia of the ocean . This can be illustrated by the energy-balance 

model 

心Ts
c —- AQ s dt 

, 
s 

liT_c£ 

where C~ is the heat capacity of the upper ocean . 頃en equilibriwn is 
s 

achieved, 心T j dt = 0 and ( ti~) 一 C AQ f as 1.n s · · s · eq Eq . ( 1 ). 

transient solution 

However , the 

ATs (t ) 一 ( t::,.Ts)eq (1 - e-t/re] 

shows that equilibrium is approached exponentially with a characteristic "e-

folding" timer 一 C_G~, which is the time required to reach l -
e s f' 

-1 e ~ or 63% 

of the equilibrium response . In the following, the studies of this lag of 

the climate s y stem are revieved. 

3.1 . Results for an abrupt CO,, increase 
2 

The transient response of the climate system to an abrupt co2 increase 

has been investigated with planetary energy-balance, radiative-convective 

and simplified atmospheric general circulation mode ls in conjunction with 

box-diffusion, box-upwelling-diffusion and two-box ocean models. The box

diffusj usion ocean model consists of a fixed-depth mixed layer (the box) 

surmounting :::he thermocline and deep 。cean in which vertical heat transport 
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is treated as a diffusive process with a prescribed thermal diffusivity K.. 

The box-upwelling-diffusion ocean model is a box-diffusion model with a 

prescribed oceanic upwelling ve loci ty TJ . The two-box ocean model is 

co戶prised of a fixed - depth mixed-layer box and an intermediate-water box 

which exchange heat vertically with a prescribed ventilation time. A 

transient simulation wi th a global, coupled atmosphere/ocean gene ral 

circulation model has also been performed . In the following we summarize 

the results from these simple and more-comprehens ive models. 

3 . 1.1. Results from simplified 卹dels . The results from six studies of the 

transient response to abrupt heating are presented in Table 3 . Hoffert et 

al. (19 80 ) using a box-upwelling-diffusion ocean model , and Schneider and 

Thompson ( 19 81) us i ng a two-box ocean model , obtained e-folding time s of 

about 10 to 20 years . A slightly larger e-folding time of 25 years was 

obtained by Bryan et al. (1982) and Spelman and Manabe ( 1984 ) with a 

simplified coupled atmosphere-ocean general circulation model in which the 

geographical domain was restricted to a 120°-longitude sector extending from 

equator to pole, with the western half of the sector occupied by land at 

zero elevation and the eastern half by ocean with a uniform depth of 5000 m. 

On the other hand , Hansen et al. ( 1984 ) used a box -diffusion ocean model and 

obtained 27-, 55- and 102-year e-folding times corresponding to as sumed 

climate system gains G~ of 0.465, 0 . 698 and 0 . 977°C/(Wm- 2 
f ), respective l y . 

Bryan et al. (1984) used an uncoupled global oceanic general c irculation 

model and found an e-folding time of about 100 years in response to an 

imposed 0.5°C upper-ocean surface warming . Lastly, Siegenthaler and 

Oes chger (1984 ) obtained a 60-year e-folding time in the ir study using a 

box-diffusion model . 
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Table 3 . Thee-folding timer- for abrupt heating from selected climate 
e 

model studies. 

Study 

Hoffert et al. (1980) 

Schneider and 
Thompson (1981 ) 

Bryan et al . ( 1982) 
Spelman and M.anabe 
( 1984) 

Hansen et al. (1984) 

Bryan et al . ( 1984) 

Siegenthaler and 
Oeschger (1984) 

Model 

Planetary energy-balance climate 
model and a box-upwelling
diffusion ocean model 

Planetary energy-balan:::e model 
and a two-box ocean model 

Coupled atmosphere-ocean general 
circulation model with simplified 
geography and topography 

Radiative-convective climate model 
and a box-diffusion ocean model 

Global oceanic general circulation 
model 

Planetary energy-balance climate 
model and a box-diffusion ocean 
model 
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(years) 

8-20 

13 

25 

27 
55 

10 2 

100 
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The studies presented in Table 3 indicate that thee-folding timer 
e 

lies between 10 and 100 years. If T ::::::10 years, then the actual response of 
e 

the climate s y stem would be quite close to the equilibrium response a nd the 

disparity between the latter for the 1861-to-1984 warming and the 

corresponding observed warming would mean that the gain of our climate 

models is larger than that of nature. On the other hand, 迁 T :::: 100 y ears, 
e 

then the actual response of the climate system would be quite far from the 

equilibrium response, thus indicating that the gain of our climate models 

may be correct. 

The factors that contribute to the wide range in r_ have been discussed 
e 

by Wigley and Schlesinger (19 85) from their analyt ical solution fo r the 

energy-balance climate/box-diffusion ocean model. These authors found that 

r_ depends quadratically on the climate system gain G~ and linearly on the 
e f 

thermal diffusivity 氏．切en a box-upwelling-diffusion model is used 

instead, the resultant e-folding time of the numerical solution can be 

1.93 0.94 
expressed as shown in Fig. 10 by re 一 92 . 57 G K exp(-0 . 15 G 0.97 

0.09.. 0.78 
氏 w~··-). However, in view of this dependence of re on Gf , K. and W, 

e 

quantities which are prescribed in an energy-balance climate upwelling-

diffusion ocean model, the determination of whether r ::::: 10 or 1 。。 yea「 s
e 

requires a global, coupled atmosphere-ocean general circulation model in 

which these quantities are self-determined. The results from a simulation 

with such a model are described below. 

3.1.2. Results from a global, coupled atmosphere-ocean GCM . To investigate 

the transient response of the climate system, lxCO., and 2xCO., simulations 
2 2 

have been performed with the OSU coupled atmosphere-ocean general 

circulation model (Schlesinger et al., 1985; Schlesinger and Jiang, 1987) . 

The atmospheric component of the coupled model is basically the two-layer 
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AGCM described by Schlesinger and Gates (1980) and documented by Ghan et al. 

(1982). The oceanic component of the coupled model is basically the six

layer oceanic general circulation model (OGCM) developed by Han (1984 a, b) 

and extended by him to include the Arctic Ocean. The coupled model predicts 

the temperatures and velocities of the atmosphere and ocean , the atmospheric 

surface pressure and water vapor, the oceanic salinity, the land surface 

temperature and water content, the sea ice thickness , the snow mass and 

clouds, and includes both the diurnal and seasonal variations of solar 

radiation. The coupled model is global, has realistic continent/ ocean 

geography and land and ocean-bottom topographies, and is integrated 

synchronously, that is , both component models simulate the same period of 

time. The lxCO- and 2xCO- si 
2 2 

simulations differed only in their CO 
2 

concentrations (326 and 652 ppmv, respectively), both were started from the 

same initial conditions, and each was integrated for 20 years. The 

evolution of the difference between the 2xCO~ and lxCO~ simulat i ons thus 
2 2 

represents. the transient climate change induced by an abrupt CO ,, doubl ing . 
2 

The evolution of the change in global-mean temperature induced by the 

doubled CO,, concentration is shown in Fig . 11 in terms of the vertical 
2 

distribution of monthly-mean 2xCO,.,-lxCO,., temperature differences for the 
2 2 

atmosphere and ocean. The top panel of Fig. 11 shows an initially-rapid and 

v ertically-uniform warming of the atmosphere followed by a progressively

slowing atmospheric warming. The bottom panel of Fig. 11 also shows an 

initially-rapid warming of the sea surface followed by a progressively

slowing warming. Figure 11 indicates that this decrease with time in the 

warming rate of the atmosphere and sea surface is the result of a downward 

transport and sequestering of heat into the interior of the ocean . 

The temperature changes shown in Fig . 11, when normalized by the 

equilibrium temperature change, define the climate response function for the 
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Fig . 11. Latitude-vertical distribution of the 2xCO- - lxCO- difference in 
the annua1-mean, zonaLmean temperatures (°C)2 of the atmosphere 
(above) and ocean (below) for year 16. Atmospheric warming from 
0 . 8 to l.2°C and larger than l.6°C is shown by light stipple , as 
is oceanic warming larger than 0.5°C, while oceanic cooling is 
indicated by heavy stipple. (From Schlesinger et al., 1985). 
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global-mean temperature. Clearly, these coupled atmosphere / ocean GCM 

simulations were not of sufficient duration for the equilibrium change to 

have been attained. However, an estimate of the equilibrium temperature 

change and the vertical transport characteristics of the ocean have been 

obtained from a representation of the time evolution of Fig. 11 by a simple 

one-dimensional climate/ocean model (Schlesinger et al. 1985 ). An energy

balance climate / multi-box ocean model gives an excellent representation of 

the evolution shown in Fig. 11 with self-determined parameters for which the 

estimated equilibrium temperature change is 2 . 8°C. The effective ocean 

thermal diffusivity 氏 ， by which all vertical heat transport is parameterized 

2 -1 
in the simple multi-box ocean model representation, is 3.2 cm~s ~ at the 50 

2 · 1 2 - 1 m level, 3. 8 cm-s - at the 250 m level, and 1. 5 cm-s - at the 7 50 m level. 

2 -1 
The mass-averaged effective ocean thermal diffusivity of 氏一 2 .25 cm-s - is 

in agreement with ·the best estimate based on the value required b y a box

diffusion ocean model to reproduce the observed penetration of bomb-produced 

radionuclides into the ocean (Broecker et al., 1980; Siegenthaler , 1983). 

Moreover, an energy-balance climate/box-diffusion ocean model with 氏一 2 . 25-

2 • l 2.50 cm-s - is successful in reproducing the evolution of the 2xCO,.,-lxCO 
2 2 

differences in the surface air and ocean surface layer temperatures 

simulated by the coupled atmosphere/ocean GCM. Consequently, it appears 

that the coupled model transports heat from the surface downward into the 

ocean at a rate which is commensu rate with the rate observed for the 

downward transport of radionuclides. 

The climate response function obtained from the energy-balance 

climate/multi-box ocean model representation of the coupled model 2xCO...,-
2 

lxco2 temperature evolution is shown in Fig . 12 where a projection with the 

simple model has b een made to year 200 after the abrupt CO..., doubling. It is 
2 

seen that the response function is not simply 1-exp(-t/r~), as it would be 
e 

38 



1.0 

0.8 

匡Id

0 .6 
cr 

[ 
0.4 

0.2 

。

。 50 100 

Time, years 

150 200 

Fig . 12 . Energy-balance climate/multi-box ocean model projection to year 
200 of the evoluticn of the 2xCO...,-lxCO..., difference in global - mean 

2 2 surface air tempe.rature (t::,.T_) and -oceanic temperature (t::,.T 
a k - 1 , 2, 3, 4) as a fraction of the equi1ibr這 temperag函

difference (t::,.T __). The horizontal line labelled e-fold indicates 
the level at ·whigh t::,.T/t::,.T __ - 1 -1/e = 0 . 63 . (From Schlesinger et 
al. , 1985) . eq 
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if only the oceanic mixed layer warmed without transporting heat to the 

thermocline and deeper ocean. Thus, the response functio n cannot be 

characterized by a single parameter such as r~ . Nevertheless, the time to 
e 

reach 63% of the equilibrium is useful for comparison with earlier studies 

(Table 3). Figure 12 shows that such an "e-folding time" is about 50-100 

years. 

3.2 . Results for a time-dependent CO,., increase 
2 

The results presented in the preceding section have been for the 

transient response of the climate s ystem to an instantaneous doubling of the 

CO,, concentration. However, the CO,, concentration has not abruptly changed 
2 2 

in the past, nor is it likely to in the future. Instead the CO 
2 

concentration has increased more or less continuously since the dawn of the 

industrial revolution . 

Both Hansen et al. (1 984 ) and Wigley and Schlesinger (1985) estimated 

the temperature change from 1850 to 1980 induced by the increasing CO 
2 

.. concentration during this 130-year period . Figure 13, based on the study of 

Wigley and Schlesinger (1985) in which the 1850 CO . 
2 

concentration was taken 

as 270 ppmv, shows the 1850-1980 surface temperature change versus the 

equilibrium surface temperature change for a doubled CO,, concentration. 
2 

Again let us assume that the latter is 4°C. If the climate s ystem had no 

thermal inertia, the 1850-1980 surface temperature change would be in 

equilibrium with the instantaneous 1980 CO instantaneous 
2 

concentration , and the warming 

would be given by an equation similar to Eq. (4). As shown in Fig. 13, this 

instantaneous equilibrium warming would be l.3°C . Howeve r, when the heat 

capacity and vertical heat transport of the ocean are considered, as shown 

by the curves for the oceanic thermal diffusivities 氏一 1 and"'= 3 cm-s ~, 
2 -1 

the 1850-1980 warming is reduced to about 0.5 to 0.7°C, a range which does 
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not conflict with the observational record . Consequently, it appears that 

-2 
the climate system gain of about l°C/(Wm -) obtained by the most recent GCM 

equilibrium simulations may be reasonably correct . 

Figure 13 also shows that even if the CO 
2 

concentration were to 

increase no further in the future, the Earth's surface temperature would 

continue to increase by about 0 . 7°C in its approach to its new equilibrium 

value. This demonstrates the "Catch-22" nature of the co_-induced climatic-
2 

change issue: The present warming is "small" and perhaps within the natural 

variation of climate because the ocean sequesters heat within its interior , 

but , because of this, when the warming becomes demonstrably evident, 

continued future warming is inevitable, even if the CO') concentration were 
2 

prevented from increasing further. 

4. Summary 

In this paper we have reviewed the simulations of · CO2-induced 

equilibrium and transient climatic change made by energy-balance , radiative

convective and general circulation models. The equilibrium climatic-change 

simulations have been characterized in terms of the direct radiative forcing 

of the increased CO,.,, the response of the climate system in the absence of 
2 

feedback processes, and the feedbacks of the climate system. The transient 

climatic-change simulations have been characterized in terms of the e

folding time of the response of the climate system. 

For a doubling of the CO 
2 

concentration the direct radiative forcing is 

2 about 4 Wm-L- for the surface-troposphere system. In the absence of 

feedbacks the gain (output/input) of the climate system is about 

2 0.3°C/(Wm-L) and the change in the surf surface air temperature is therefore 

about l.2°C. . Surface energy-balance models (SEBMs) have given a warming 

induced by a co2 doubling of about 0.2 to l0°C. This wide range is the 

42 



result of the inherent difficulty in specifying the behavior of the 

atmosphere in SEBMs. Radiative-convective models (RCMs) have given a 

warming of about 0 .5 to 4 . 2° 1:: for a CO,., doubling. This ra:1ge is the result 
2 

of water vapor feedback, lap.5e rate feedback, surface albedo feedback, cloud 

altitude feedback, cloud ·cov迂 feedback and cloud optical depth feedback. 

General circulation models (GCMs) have given warming of about 1.3 to 5 . 2°C 

for a CO,., doubling . This al.5o is the result of the feedbacks listed above, 
2 

except that due to cloud optical depth feedback which has not yet been 

included in the GCM simulatfons of CO,.,-induced climatic change. 
2 

The most recent simulations of CO,,-induced climatic change by the GFDL, 
2 

GISS, NCAR, OSU and UKMO atm•:,spheric GCM/mixed- layer ocean models have been 

presented. The changes in the annual-mean, global-mean surface air 

temperature simulated by these models for a CO2 doubling range from 2 . 8 to 

5.2 °C, and the corresponding changes in precipitation from 7 . 1 to 15% of 

their lxCO.., values . The CO.,-induced zonal-mean surface air temperature 
2 2 

changes exhibit a seasonal v:J.riation which increases from the tropics toward 

the poles . The geographical distributions of the CO ,.,- induced temperature 
2 

change display a warming virtually everywhere in both 沮nter and swnmer. 

The warming is a maximum in the winter polar region where the lxco2 sea ice 

retreats poleward in the 2xco2 simulation, and is a minimum in the swnmer 

polar region and in the tropics during both seasons. Over the continents 

the CO,.,-induced warming simulated by the models exhibits qualitative 
2 

differences in seasonality and quantitative differences in magnitude . The 

geographical distributions of the CO,., -induced soil water change simulated by 
2 

all the models reveal a moistening of the northern hemisphere continents in 

winter. A drying of much of the northern hemisphere continents in swnmer is 

simulated by the GFDL, OSU and UKMO models, but not by the GISS and NCAR 

models. 
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The simulations of CO2 -induced transient climatic change by simplified 

models have given an e-folding t . 1.me r 
e 

of about 10-100 years for the 

increase in the CO response of the climate s ystem to an abrupt i 
2 

concentration. Simplified analytical and numerical analy ses show that this 

wide range in the estimates of r_ is the result of the dependence of r_ on 
e e 

three parameters of the climate system, namely, its gain and the oceanic 

upwelling velocity and effective thermal diffusivity. A simulation with a 

global coupled a_tmosphere / ocean general circulation model indicates that r 
e 

is 50-100 years as a result of the transport of the CO2-induced surface 

heating into the interior of the ocean. Theoretical studies for a time

dependent CO,.., increase between 1850 and 1980 demonstrate that this 
2 

sequestering of heat into the ocean's interior is responsible for the 

concomitant warming being only about half that which would have occurred in 

the absence of the ocean . These studies also reveal that the climate system 

will continue to warm towards its as-yet unrealized equilibrium temperature 

change, even if there is no further increase in the co2 concentration . 

5. Conclusion 

The five most recent simulations of the equilibrium climatic changes 

induced by a doubling of the CO 
2 

concentration have been made with 

atmospheric general circulation models coupled to prescribed-depth mixed 

layer models of the ocean. These ocean models do not include in a physical 

way the horizontal transports of heat, momentum and salinity (see footnote 

1) which are fundamental to the maintenance and change of the general 

circulation of the ocean. Such models cannot therefore correctly simulate 

the sea surface temperature (SST) distribution which is of paramount 

importance for the general circulation of the atmosphere. Therefore , such 

atmospheric GCM/mixed-layer ocean models cannot correctly simulate the 
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regional distribution of climate for either lxCO,, or 2xCO,, . Since only 
2 2 

oceanic GCMs can simulate the horizontal and vertical transport upon which 

the SST and regional climates intimately depend , it is imperative that 

future simulations of CO2-induced equilibrium climatic change be performed 

with coupled atmosphere/ocea:1 GC~s . 

A necessary condition for the acceptance of a coupled atmosphere/ocean 

model's simulation of a CO,,-induced equilibrium and/ or transient climatic 
2 

change is the validation of the model's simulation of the present (lxCO,,) 
2 

climate by comparing it with the observed present climate. A rudimentary 

model va::..idation has been performed by Schlesinger and Mitchell ( 1985 ) for 

the lxco2 simulations by the GFDL , GISS and NCAR models, and s imilar 

validations have been perfor:ned for the OSU and UKMO models by Schlesinger 

and Zhao (1988) and by -Jilson and Mitchell (1987), respectively . These 

model val idation studies sho-,; that, although the GCMs are the only type 0£ 

model in the climate model hierarchy that can simulate the climate on the 

regional scale, they do so not without error , particularly for the 

components of the hydrological cycle such as precipitation. Therefore, 

further improvement in the simulation of CO,,-induced climate change requires 
2 

the systematic analysis of the factors that contribute to the errors in the 

models'simulations of the present climate, and the subsequent correction of 

those e：：亞「s. This will likely require the improvement of the methods used 

by the models for both the explicitly-resolved and parameterized physical 

processes, the former by a comparison of the solutions of the models' 

numerical methods with both exact solutions and the results of laboratory 

studies for simplified cases, and the latter by intercomparison studies 

among the models and observations following the approach of the 

I ntercomparison of Radiation Codes in Climate Models (ICRCCM) program 

(Luther and Fouquart, 1984). 
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The successfui validation of a model's simulation of the present 

climate, while a necessary condition for the acceptance of its simulated 

CO')-induced climatic change, is not a sufficient condition for this purpose. 
2 

頃社le in all likelihood such a sufficient condition does not exist , there is 

a second necessary condition, namely, that the model correctly simulate a 

climate different from that of the present . Thus, to i ncrease confidence 

that the CO')-induced climatic changes simulated b y the mode l s are correct at 
2 

the regional scale , the model validation methodology ,described above for the 

present climate must also be applied to at least one other climate such that 

of the Wisconsin Ice Age 18 , 000 years before the present . 
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Abstract 

18 Detailed studies of profiles of 5~~0 in oceanic and glacial cores and 

of pollen deposits in bogs indicate that the terrestrial climatic s y stem , 

consisti:1g of the atmosphere , h ydrosphere, lithosphere and biosphere, is 

capable of oscillations with amplitudes , such as that of the Melisey II 

stadial o f northern France, approaching or equaling that of the glacial

interglacial cycle but on t i me scales too short for the usually envisioned 

transfer of mass between the oceans and continental glaciers. Abrupt 

oscillations or shifts to new equilibrium are well documented in the 

Bolling-Allerod warming and Younger Dryas readva~ce, the 0.4°C rise in NH 

continen;:al air temperature circa 1920 and the year-to-year oscillations in 

NH c ontinental air temperatures from 1976 to 1984. 

Such abrupt oscillations defy explanation in terms of external forcing 

functions and suggest rather internal rearrangements within the climate 

system as the driving mechanism. Suggestions are made as to mechanisms for 

possible internal rearrangements which might lead to different hemispheric 

or global mean surface temperatures . 

INTRODJICTION 

1 8 1 8 The oxy gen isotope -~o in the form H~~O has become the principal tracer 
2 

in the reconstruction of past climates . This is due basically to the lower 
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18 
vapor pressure and molecular diffusivity of the H2-o molecule compared to 

16 
the more abundant H~-o. These lead to a successively progressive depletion 

2 

of the heavier molecule in a water vapor sample, evaporated from the ocean 

and progressively condensed and precipitated as it moves to higher latitudes 

and altitudes 
18 

at a rate between 0.6 and 1.3°/ 。。 5~~0 for each degree of 

cooling of the condensation temperature . Accordingly, snow accumulating on 

18 
the Greenland ice cap has a 5--0 isotopic ratio of roughly -30 to -40° / 。 o

and that accumulating in central Antarctica up to -60° / 。 0 . With a build-up 

18 
of ice depleted in --o. the mean oceanic waters become heavier at a rate of 

about 1° / 。。 per 100 m drop in sea level. At the Pleistocene glacial maximum 

the oceans were about 1 . 2° / 。。 heavier than now and for an ice free planet 

they would be about 0 . 9° / 。。 lighter than now ( Shackleton , 198 2) . In 

addition to this effect, there is a small oxygen isotopic fractionation 

between water and calcite which at equilibrium depends only on temperature, 

18 
a mounting to about 0.25° / 。。 enrichment in --o for each l°C decrease in the 

temperature at which the calcite is biologically precipitated (Shackleton , 

1982). Thus, for an average 2.3°C warming of the ocean surface since the 

last glacial maximwn, the major portion of the variations in 5·-0 
18 .. ].n ocean].C 

cores, even for planktonic or surface dwelling nanofossils, is due to the 

fluctuations in ice volume rather than to changes in temperature . However , 

for ice cores from Greenland or Antarctica, the 5- to 10-fold larger 

18 variations in 5--0 are believed to be almost entirely due to changes in the 

temperature at which the water vapor was condensed from the atmosphere . 

18 
From the roughly 1.6°/ 。。 oscillation of 5-~o in oceanic cores and the 5 

to 11 °/。。 oscillations in polar ice cores, we have come to think of the 

Pleistocene climate as flipping between two equilibrium states, a glacial 

and an interglacial. However, as these cores have been sampled in greater 

detail, they seem to reveal two somewhat contradictory qualities; abrupt 
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short period fluctuations but great stability in the sense of returning to 

and oscillating about the preexisting mean state. These two properties 

appear typical of the terrestrial climate on all time scales. That is, 

despite the amplitude, abruptness or time scale of c limatic perturbations, 

the system appears to have a built-in memory which allows· it, most of the 

time, to return to the original mean state, although occasionally, it shifts 

to a new equilibrium. In the extremes of the glacial-interglacial cyc l e , we 

even see evidence of a long-term memory of a prior equilibrium not 

5 experienced for up to nearly 10- years . 

18 Dansgaard et al . (1972, 1982) have described a 5~-0 spike in the Camp 

Century ice core comparable to those of the glacial-interglacial transition 

( -10 ° / 。 0, see Figure 1 ) occurring almost instantaneously (within 100 years ) 

and recovering to the preexisting mean level within 1000 years. Moreover , 

the implied sudden cooling was confirmed by the Melisey II Glacial between 

the St. Germain I and II Interglacials in the Grande Pile pollen record of 

northeastern France (se e Figure 2). The Melisey II was so cold that the 

local forests completely died out and were replaced by a very open landscape 

with new plant species adapted to a dry , cold climate (Woillard, 1978). 

Dansgaard et al. (1982) also noted 5 18 
0 fl uctuations with double 

amp 1i tude s of 4 - 5 °/。。 present throughout the Wisconsin Glacial portions of 

both the Dye 3 and Camp Century ice cores (see Figure 3) . Besides their 

congruence in cores taken 1400 km apart , at least some of these spikes 

correspond with previously identified climatic events such as the Bolling

Allerod warm period and the Younger Dryas readvance recorded over wide 

geographical areas . 

Ruddiman and McIntyre (1981) conducted a detailed study of North 

Atlantic cores during the last deglaciation. They related the Bolling

Allerod (13 000-11000 BP) warming and the Younger Dryas (11000-10000 BP) 
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cooling t .o large migrations in the North Atlantic polar front and 

corresponding large changes i:1 the area of near freezing surface water north 

of the front. From the continental evidence they demonstrated that this 

temperature cycle was centered on the North Atlantic and adjacent areas of 

Europe and was not convincingly revealed in North American pollen records 

west of the Canadian maritimes. 

The point of this review is to bring out the strong indications that 

the terrestrial climatic system is capable of abrupt transitions between the 

glacial and interglacial temperature climates without the large shifts in 

continental glaciation and sea level we normc.lly associate with this 

transition. In the case of the Bolling-Allerod to Younger Dryas cycle, the 

temperature changes appear to have been controlled by wide swings in the 

position of the North Atlantic polar front althougr. the reasons for these 

swings remain unknown. Equally unknown is wr.ether the position of the 

oceanic polar front responded to the changes in the mean hemispheric 

temperature or whether it was responsible for the changes in temperature. 

First we must learn what determines the positions of these lines of 

convergence in the oceans . 

Kelly et al. (1985) and Ellsaesser et al. (1986), among others, have 

pointed out that the major part of the NH warming of the past century 

occurred in a 2-year period centered about 1920 and that since that time the 

temperature has oscil lated about a mean -0.4°C warmer than during the 

preceding 40 years (see Figure 4) . Ellsaesser et al (1986) pointed out that 

this warming also was centered on the North Atlantic and suggested that it 

might have been due to a smal l shift in the position of the North Atlantic 

polar front similar to that described by Ruddiman and McIntyre (1981). 

These observations suggest that the concept of the terrestrial climate 

system as a passive thermal reservoir of prescribed heat capacity and 
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thermal conductivity or relaxation time is unlikely to be very useful . This 

was also the conclusion of Oliver (1976) when he attempted empirically to 

model the response to volcanic clouds by this approach. Also, as Oliver 

(1976) pointed out, there are as many spikes in the mean annual temperature 

record as there are dips; \\'hile volcanoes might cause the dips, what is the 

cause of the spikes? In fact, aside from 1979-80, there was from 1972 

through 1984 a see-saw in the NH land temperature record to such an extent 

that the sign of the trend reversed each year. I cannot conceive of any 

scenario of driving mechanisms capable of explaining this or the equally 

random but much more extreme and longer period fluctuations suggested by the 

18 
5~~0 records of the Greenland ice cores throughout the Wisconsin glaciation 

shown in Figt:re 3 . Accordingly, I believe we have to conclude that the 

terrestrial climate s y stem is a dynamic entity capable of internal 

rearrangements leading to changes in mean surface temperature of the 

amplitudes and on the time scales suggested by the data I have reviewed. 

Since this report was first written , Broecker (1987) has provided strong 

support for their point of view . 

THE TERRESTRIAL CLIMATE SYSTEM 

The atmosphere , hydrosphere and biosphere essentially represent a 

planetary surface temperature control system in which radiative transport is 

the primary mechanism for transporting energy only above the moist layer . 

Within the moist layer, energy redistribution is accomplished primarily by 

the far more efficient means of advection and convection in both the 

atmosphere and hydrosphere with judicious use of latent energy for cooling 

hot spots, warming cold spots and transporting of energy from the planetary 

surface to the top of the moist layer . 
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Viewed in planetary steady state perspective, the colder the polar 

regions of the planet, the smaller the energy loss to space and the smaller 

the energy transport from lower latitudes required to maintain the existing 

temperature. Thus, the polar regions appear to be part of a negative 

feedback regulatory system for the surface temperature of the planet . If 

the planet becomes too cold , the poles cool, reducing the ejection of energy 

to space and allowing the planet to warm. If the planet becomes too warm, 

the poles warm up , increasing the rate of ejection of energy to space . The 

addition of sea ice greatly increases the amount of negative feedback . The 

ice cover drastically reduces the loss of latent and sensible heat from the 

ocean to the atmosphere and also allows the interface with the atmosphere to 

cool substantially below the freezing point of sea water, thus also reducing 

the radiative loss of IR to both the atmosphere and to space. Accompany ing 

this negative feedback on the planetary mean surface temperature there is a 

simultaneous thermostatic control applied to extremes of surface temperature 

in both high and low latitudes. This occurs in the form of local release of 

latent heat as sea ice freezes and in the formation of dense brine which 

sinks to form bottom water and provides part of the driving mechanism for 

the thermohaline circulation of the oceans . This does not merely slow 

winter cooling of the oceanic surface in high altitudes , but in combination 

with the trade wind driven divergence provides surface cold water at low 

latitudes for storage of solar energy rather than its immediate local 

release to the atmosphere by evaporation of sea water (Csanady, 1984) . The 

eventual effect of an acceleration or increase in the volume of the 

thermohaline circulation would appear to be a slight cooling and slowing of 

the hydrological cycle in low latitudes followed by a longer term increase 

in the flux of heat by the oceans from low to high latitudes, that is, a 

shift in the partitioning of solar energy absorbed by the oceans in low 
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latitudes from immediate evaporation to storage in the photic layer of the 

oceans as well as an increase in the rate of transport of the surface layer 

and its contained heat toward the poles . 

Over land we find similar , if weaker, limiting processes brought into 

play by extremes of surface temperature in the form of surface inversions 

limiting the loss of radiation to space and large-scale deserts in 

subtropical latitudes capable of radiating more energy to space than they 

receive from the Sun. Once these latter areas become established, a 

positive feedback field of subsidence is developed which permits them to 

become self-sustaining, if not self-expanding ( Charney et al. , 1975). 

Bryson ( Bryson et al ., 1964; Brys on and Baerreis , 1967) had earlier 

hypothes i zed that the dust from the desert floor increased the radiative 

divergence of the IR emission of the atmosphere , leading to subsidence which 

then maintained or amplified the desertification . I expanded the concept 

into an :.ce-age theory, in w~,ich the self-expanding subtropical deserts cool 

the planet enough to induce 3 glacial and the expanding ice caps eventually 

force the wave cyclone tra,:.k of the westerlies sufficiently equatorward to 

quench the deserts . Their return to a positive radiation b alance then heats 

the planet enough to mel t t h e ice caps and start the cycle over again 

(Ellsaesser, 1975). 

Within the free atmosphere we find another thermostatic mechanism 

brought into play in the form of the polar vortices of winter . To a 

considerable extent these insulate the energy losing winter polar caps from 

the rest of t h e atmosphere and allow them to cool to a much lower tempera

ture , thus slowing the radiative loss of energy to space . The system is 

significantly more efficient in the Antarctic than in the Arctic , in that 

the winter c ooling in the Antarctic is greater both at the surface and in 
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the stratosphere. Another thermostatic mechanism of tremendous ·thermo

capacity is the so-called outcrop regions of the polar oceans where the 

seasonal cycle of ocean surface temperature, in the SH at least, is 

comparable to that in the tropics, due to the convective overturning of 

water to great depths (van Loon, 1966). Here again, we find greater 

efficiency in the SH than in the NH in that a substantial area of the 

southern oceans between 45°S and 55°S has an annual temperature range of 

less than 3°C (Taljaard and van Loon, 1984 , p. 517) while we find only a 

small area in the North Atlantic , between Iceland and Spitzbergen, with a 

range this low. So far as I am aware, essentially no attention has been 

directed to where and how the oceans replace the huge winter losses from 

these thermal reservoirs . Considering the normal negative net radiative 

balance of higher latitudes, in situ absorption of solar radiation alone 

does not appear sufficient . 

With so many circulation dependent negative feedbacks and thermostatic 

mechanisms controlled by local and regional conditions, it is not surprising 

that the mean hemispheric and global average temperatures jump around quite 

erratically from year to year. Other than the positive feedback of 

desertification, however, none of these mechanisms appear to offer an 

explanation for relatively consistent trends in one particular direction or 

for abrupt jumps to new equilibrium states. 

CLIMATIC EFFECTS OF VOLCANOES 

I have spent considerable time reviewing the studies of the climatic 

effects of volcanoes (Ellsaesser, 1977, 1983, 1986). In this subject, as in 

others, I was again amazed at the domination of the current paradigm (Sagan , 

1987) over logical analysis. Most research studies seem to consist of a 

.. swnmarization of the . data which appear to support the prevailing paradigm 
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and a disregard of those data which contradict or fail to support tt , 

completely overlooking the fact that it is such nonconformities which most 

frequently lead to new kr.owledge . The inconsistent or nonsupportive data 

are quite ev ident in the case of the c l imatic effects of v olcanoes. As 

Rampino et al . ( 1979 ) have clear l y shown, t h e available data are more 

consistent with the· proposition that abrupt cooling is followed by volcanic 

eruptions than with the converse, that volcanic eruptions are followed by 

cooling. Yet the paradigm that volcanic aerosol layers increase the 

planetary albedo and thus lead to surface coolir.g remains firmly fixed in 

the minds of most meteoro l ogists and particularly in the minds of those 

engaged in climate modeling . 

Stan Grotch of our Laboratory has computer analy zed the NH data set of 

Jones et al . ( 1986a) for volcanic effects. For a small subset of what are 

believed to be the major eruptions, he finds support- for the finding of 

Kelly and Sear ( 1984 ) that maximum cooling sets in within about 2 months and 

becomes essentially undetectable within 6 to 12 months after the eruption . 

However, the exceptions to this for some of the presumed largest eruptions 

are such as to still leave doubt that volcanoes produce any detectable 

systemat i c effect in hemispheric mean surface temperature . And of course , 

if Kelly and Sear (1984) are correct that the maximu.,n effect in the 

hemisphere of the eruption appears within 2 months of the eruption , then 

many other studies are in error . (It should be noted that even in their 

selection of NH eruptions f::ir superposed epoch analysis, the cooling begins 

before the eruptions.) 
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CLIMATIC EFFECT OF CARBON DIOXIDE 

Looking at the compilation of global surface temperature data in 

Figure 5, it is very difficult to claim that increasing co2 has had any 

effect on temperature since 1938. The warming since 1976 has been too 

rapid, and some explanation is required as to what was happening between 

1938 and 1976. Similarly, it is difficult to attribute the warming up to 

1938 to the approximately 5 ppm increase in atmospheric co2 (Esser, 1987) 

which could have been due to the burning of fossil fuels by that date, 

particularly since the approximately 40 ppm added since that date (Esser, 

1987) hasn't done much. Thus, if any of the warming of the past century is 

to be attributed to anthropogenic co2 it has to be the roughly 100 to 200 

GtonC [gigatons carbon ] earlier released from the biosphere due to the 

forest removal and the spread of agriculture . 

A possible, and even tempting, interpretation of the available data, is 

that in the Holocene , the mean NH temperature reached its peak in the 

Climatic Optimum 4500-8000 BP and has since been drifting toward the next 

glacial. The reason for the termination of the Little Ice Age (1430-

1850 AD) and its recognition as a cold period is the additional greenhouse 

effect that was provided by the anthropogenically released biospheric CO 
2 

variously estimated to range from 62 to 260 GtonC and believed to be most 

probably in the range 90-180 GtonC (Houghton et al., 1985) . Using the 

atmospheric fraction of 58% , determined from the fossil fuel consumed during 

the period of the Mauna Loa record, this could have increased the 

atmospheric CO') content by about 25-50 ppm. But from our best estimates of 
2 

past atmospheric levels, it could have increased the atmospheric content by 

no more than from 240 to 280 ppm up to about 290 ppm, or 10-50 ppm . This 
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would also be consistent with a lower atmospheric fraction, as would be 

expected with a lower rate of release to the atmosphere. These latter 

changes represent fractional increases of 3 . 5 to 21%, and assuming a 3°C 

temperature increase for a CO,., doubling, would give an equilibrium warming 
2 

of 0 . 15 to 0.9°C. 

The numbers would fit if the preindustrial level of CO') was 260 ppm or 
2 

below, and if valid, indicate that we are already committed for at least as 

much additional warming as has occurred since the Little Ice Age because of 

the fossil fuel CO') already in the atmosphere. However, before we begin to 
2 

evacuate low-lying coastal cities, it behooves us to remember that between 

the Altithermal and the Little Ice Age, other warming and cooling periods 

have been identified, the causes for which remain unknown . And as long as 

the causes for such oscillations remain unknown, they cannot be ruled out as 

the cause of the termination of the Little Ice Age. Studies continue to 

appear (e.g., see Pachur and Kropelin , 1987) indicating substantially less 

aridity in the present subtropical desert areas during the Altithermal . The 

apparent coincidence in time of cooling following the Altitherrnal and 

expansion and intensification of the subtropical deserts suggests a cause 

and effect relationship which may indeed play a role in the initiation of 

the next glacial. The ability of the glacial cap to expand sufficiently to 

force mid-latitude precipitation systems to quench the subtropical deserts 

is less well documented . 

If the warming of the past 100-200 years is not due to the biospheric 

pulse to atmospheric co2, then there is very little reason for believing 

what our climate models are now saying about the effect of the fossil fuel 

pulse to atmospheric CO..,. Moreover, if we cannot look forward to a CO..,-
2 2 

induced warming, we might wish to give some thought to reversing the process 

of desertification before the ice caps start growing again. 
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1. Introduction 

Physical modelling of the global climate system sugges t s that 
increasing atmospheric c::,ncentrations of greenhouse gases should have had 
a nd will increasingly have a warming effect on surface temperature over the 
ear th. The models are currently ambiguous as to the regional impa ct of 
these changes, but they generally agree that temperature increases wi l l be 
greater toward higher lati::udes of both hemispheres . 

The computation of 3urface air temperature trends in North America as 
in other parts of the worlj is complicated by the urban warming bias , which 
to an unknown degree aff~cts all available observation networks . Here, we 
examine mean temperature trends within the contiguous 48 states , and compare 
maximum and minimum temperature regionally as a function of station 
popula~ion. 

2. Data 

Th e data used comes f r om the Historical Climatology Network (HCN) 
developed by Karl and co-workers at the National Climatic Data Center in 
Asheville, NC . Adjustments have been applied to the data to correct such 
non-climatic biases as time of observation changes and minor station moves . 
No correction based on population differences has been applied to the data . 

3. Analysis 

The degree of influence of urbanization in modifyi ng the mean daily 
temperature depends on a number of factors among which are the increase in 
thermal mass of the ci::y, reduction of eva?oration, waste heat, and 
geographical factors such as the immediate local terrain (i.e . , whether it 
is located on a valley floor, a plateau , in the continental interior or on 
the coast) . Furthermor:!, urban warming should affect the minimum and 
maximum temperature differently (Landsberg, 1981) . Likewise, a true climate 
drift toward higher mean temperature may differentially change the maximum 
and minimum temperatures (Karl et al., 1984; Karl et al. , 1986) . It has 
also been shown that the intensity of the urban heat islands increases with 
growth in population (Mitchell , 1953; Landsberg, 1981; Ackerman, 1985; Oke, 
1973; Oke, 1978) . 
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Figure 1 gives the distribution of stations across the contiguous 
United States used in this study. State climatic division boundaries and 
state boundaries are also outlined. Using a combination of topographic 
relief and vegetation characteristics, a set of 23 subregions were 
identified which allowed for further climate differentiation . These 23 
regions are homogeneous in terms of their annual cycle and interannual 
variance characteristics . The region boundaries are illustrated in Fig . 2 . 
We note that the difference in temperature between the current network of 
principal observing stations in the U.S. (the so-called first and second 
order stations) and the remaining set of cooperative observing stations is 
large and has been rising steadily for several decades (Fig . 3). 

The first analysis involved averaging the station annual mean 
temperatures by region according to their population. Four population 
categories were used : <2 , 000; 2,000-10,000; 10,000-100,000 and >100,000 . 
Figures 4-5 give the difference in long-term mean temperature between the 
different population groups for the mean and the average minimum tempera
ture. The graphs show the lowest, median and highest difference in mean 
temperature stratified by station population within each region. For the 
minimum temperature, for example, where the population related differences 
appear to be greatest, out of 21 regions with available data the median 
difference between means of stations with populations less than 2 , 000 and 
those with populations between 2,000 and 10,000 is about 0.25 ° C. For the 
nex t population category ( 10 , 000-100,000), based on 20 out of 23 regions , it 
is about 0.8°C ; and differences between means of stations >lOOK and <2 , 000 
is l.8°C (though derived from only 8 of the 23 regions) . For mean tempera
ture the median differences are 0 . 6, 1.2 and 0.9 for the same corresponding 
population categories (see Fig. 4). 

About 60% of the stations shown in Fig. 1 have populations less than 
10,000. Differences in temperature were calculated between successive 40-
year means according to the population categories given above; they are 
shown in Fig. 6 for the average temperature. For example, the median 
difference in temperature between 1900-41 and 1942-84 for stations with 
population greater than 100K was greater than the corresponding temperature 
change for stations with population less than 2,000 by O.OS°C . This is 
using regional averages of these stations according to Fig. 2 . However , the 
results for the other categories show 严 warming between these two periods 
for the other two population categories (-O.l°C for 2-lOK and -0 . 05 for 
10-lOOK). A look at the spatial distribution of these anomaly differences 
(not shown) reveals the presence of spatial coherence. These complex 
relationships between population, and spatial and temporal temperature 
changes are explored in Karl et al. (1987). 

Figures 7-11 show annual and seasonal temperature anomalies for the 
contiguous United States for the period 1901-84 for both the HCN dataset and 
the corresponding averages using the 5° x 10° latitude/longitude gridpoints 
described in Jones et al. (1986). Anomalies were calculated from a 
reference mean of 1951-70. 曲ile the agreement is excellent at all 
frequencies, the Jones et al. record appears to be colder in the earlier 
decades, which lead to generally greater linear warming trends (see 
Table 1). The data from the HCN indicates that since 1900, temperatures in 
the contiguous United States exhibit no significant trend, although they 
have displayed considerable variability from year to year, and in some 
instances, such as the remarkable warm period during the 1930s, extended 
periods of departures of one sign. Both sets also display the well-known 
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Mean Temperatures 
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Mini mum Temperatures 
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Annual Temperature Anomalies for the United States 
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Winter Temperature Anomalies for the United States 
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Spring Temperature Anoma 丨 ies for the United States 
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Summer Temperature Anomalies for the United States 
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Autumn Temperature Anomal ies for the United States 
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Table 1 

Linear Trend for the period 1900-84 (in °C per decade ) and statistical 
si~nif.icance ~ga~nst th~ null ~ypo.thes~s of z~r~ trer:i~ fo: th~ HCN. Net':ork 
and the equivalent time series based on a U.S . grid using data taken from 
Jones et al. (1986), referred to as the DOE data. One asterisk (*) denotes 
significance at 5% level; two asterisks (**) at the 1% level . 

Historical Climatology t-let_wQrk 

Season 

Winter (DJF) 

Spring (MAM) 

Summer (JJA) 

Fall ( SON ) 

Annual 

Slope (°C/decade) 

-- 
..... 

O13O3 
3O2O1 

000OO 

DOE Gridded U.S . __ Te血!eratures

TJinter (DJF) . 027 

Spring (MAM) .027 

Swnmer (JJA) . 068 (**) 

Fall ( SON ) .017 

Annual . 036 (*) 
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early "cool" period , middle "warm" period and the recent 2-3 decades of 
int ermediate temperatures (Diaz and Quayle, 1980) . 

The northern midsection of the contiguous U. S . is likely to e xhibit 
relatively greater amplitude of temperature variation due to its interior 
continental climate. Accordingly , the temperatures for subregions 12 , 13, 
16 , and 17 were averaged together by season and the results are shown in 
Fig. 12. 邯ile , as expected, the temperature range is much larger than for 
the HCN network as a whole, with differences as large as 6°C between warm 
and cold years, the overall trends are still near zero. 

4 . Conclusions 

The fol l owing may be concluded regarding surface mean temperatures in 
the United States . Based on averages derived from a set of 723 stations 
across the contiguous 48 states which have been adjusted to the extent 
possible to account for non-climatic biases, the seasonal and annual mean 
temperatures exhibit no statistically significant trend since 1900. The 
temperature series display mainly interannual and decadal-scale ( 10-40 
years)) variability. Based on this and other analy ses, we advance the 
following recommendations for f urther diagnostic and modelling studies. 

- Gene ral circulation models should be run with evolving boundary 
cond itions such as the observed surface tempera t ure conditions of 
the past 50 or so y ears as both a test of the model's ability to 
reproduce observed spatial and temporal variability as well as an 
a這 in trying to understand climate processes at decadal and longer 
time scales . 

- GCM experiments could be run to try to replicate such observed past 
behavior as the development and termination of quasi-stable climate 
regimes such as the North Atlantic warming in the 1920s, ENSO 
variability, the on-going African drought and the 1930s warm and dry 
U. S . regime. 

'We thank Mr . Jon Eischeid of CIRES for assistance in processing the 
voluminous data and producing the time series plots. 
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Seasonal Temperatures: Combined Regions 12,13,16, and 17 

05O5O 

.

.

. 

113 

-l 

5 

s
n
-s_a3 

05O5O 

.

..

. 

511

3 

-

- 

3 .0 

1.5 

.0 

- 1. 5 

-3.0 

3.0 

1.5 

.0 

- 1. 5 

-3.0 

Fig . 12. 

Winter 

Spring 

Summer 

05 -31 

。
- 1.5 

- 3.O 

3 .0 

1.5 

.0 

- 1. 5 

-3.0 

3 .0 

1.5 

.0 

- 1. 5 

- 3.0 

D
e
g
rees 

sa
a
JDaO 

Ce

1s
1u
s 

Autumn 

1900 1910 
' 

1920 

Combined seasonal 
1951-70 means ) for 
line in Fig. 2 ). 

19 30 

and 
the 

194O 1950 
, 

1960 。
7 Q

) 
.' 

3.0 

1. 5 

.0 

一 1. 5

- 3 .0 

198C 

annual mean temperature anomalies ( °C , from 
four regions outlined by the bolder black 

88 



Annual Temperature 

Combination of Regions 

Anomalies 

13, 12, 
from 

16, 
the 

and 17 

。
r3 

.5 
s
n-
s
-aU 

saa

J0
a
O 

。

- 1.5 

。
r3 

1. 5 

。

D
e
gr
ees 

C
e
1s
1u
s 

- 1.5 

- .3 .0 
1900 19 10 1920 

I 

193O 

i 

19 40 

丫ear

-3 .0 

1950 

I 

1960 19 70 1980 

Fi5ure 12 (cont.) 

89 



Karl, T. R., G. Kukla, and J. Gavin, 1986: Relationship between decreased 
temperature range and precipitation trends in the United States and 
Canada, 1941-80. ~. 12, 1878-1886 . 

Karl, T . R. , H. F . Diaz, and G. Kukla, 1987: Urbanization : 
and effects on the U.S. climate record (submitted). 

Its detection 

Landsberg, H. E., 1981 : ~ - Academic Press, 185 pp . 

Mitchell, J. M., Jr., 1953: On the causes of instrumentally observed 
secular temperature trends. ~.辺， 224-261.

Oke, T. R. , 1973: City size and the urban heat sialnd. ~. l, 
769-779 . 

Oke, T. R. , 19 7 8 : ~. Methuen and Co. Ltd., London, 
372 PP . 

90 



Multi-Year Fluctuations of Temperature and Precipitation: 
The Gray Area of Climate Change 

Thomas R. Karl 
Nati:,nal Climatic Data Center 

National Envirorunental Satellite Data and Information Center 
National Oceanic and Atmospheric Administration 

Federal Building 
Asheville, North Carolina 28801 

Abstract 

The issue of whether the secular climate (twent ieth century) is 

stationary or changing to some new semi-permanent state is clouded by the 

presenci= of so-called "climat:e fluctuations . " The twentieth century climate 

record of the United States reveals a substantial number of decadal fluctu-

ations -,;hich occur in al l seasons for both temperature and precipitation . 

Recent examples of such behavior include changes in winter and summer 

temperature variability anc. increases in transition season precipitation . 

Statistical evidence st:.ggests that a ~ portion of these 

fluctuations, even those which are remarkably unusual , are merely 

manifestations of a stochastic process which possesses weak y ear-to-year 

persistence as viewed from an Sc~ perspective . The implications of 

this result are particularly important with respect to the formulation of 

physical causes of the fluctuations. The results emphas ize the desirab ility 

of well-founded clearly-stated Sc llI..1.Q.I.1. theories of cl i mate change as well 

as the limited usefulness of widely used climate normals . 

1. :Sackgro\llld 

It has been well established that the secular near-surface climate 

record contains variations on many time scales ranging from week-to-week to 

decade-to-decade (Lamb and Johnson, 1961; Mitchell, 1976; Douglas et al., 
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1982 ; 'Walsh et al. , 1983; Karl and Riebsame , 1984 ) . Some researchers have 

linked these variations to changes in circulation and/ or sea surface 

temperatures ( Namias , 1978; van Loon and Williams , 1982; Rasmusson , 1983 ; 

Diaz, 1986 ) while others have attempted to relate them to the volcanic 

record, solar variations, and greenhouse gases (Hansen et al. , 1981 ; 

Gilliland and Schneider, 1984). Despite some progress , particularly with 

respect to month-to-month and season-to-season variations of climate 

(Namias, 1978; Kle i n, 1983 ) , the explanation of multi-year fluctuations in 

the climate record remains a major problem in our fundamental comprehension 

of the Earth's climate system (Gates and MacCracken , 1985 ). In particular , 

it compounds the problem of detecting the climatic effects of increasing 

atmospheric concentrations of carbon dioxide and other greenhouse trace 

gases (Madden and Ramanathan, 1980) . 

The biophysical and socio-economic impacts of recent fluctuations are 

quite noteworthy (Karl and Young, 1986 ; Changnon , 1987 ; Quinn, 1986 ; Karl 

et al. , 1984). The extreme wetness of recent decades has raised lake levels 

of the Great Salt Lake and the Great Lakes, and forced state, local , and 

federal goverrunents into a reaction mode to help ameliorate the social and 

economic impacts of these high lake levels (Kay and Kiaz, 1985; Changnon , 

1987). Moreover, the impacts of long past fluctuations have also been 

documented. The prolonged heat and dryness of the 1930s not only severely 

reduced agricultural production, but it affected the social and economic 

fabric of those living in the Great Plains ('Warrick, 1980). The decreased 

variability of the 1960s has been linked to remarkable increases in 

agricultural production during this time (Thompson, 1975 ) . Obviously , the 

importance of an adequate understanding of the nature of these and other 

multi-year climate fl uctuations is not limited to the climatological 

community, but span many disciplines (Kates, 1980). 
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Figure 1 depicts t :ie climate record of the United States for the past 

century. The data used in these time series are described by Karl e t al. 

( 1 984). Essentially they are areally averaged means of seasonal and annual 

temperature and total pr e c i pitation from 344 climate divisions i n the 

contiguous United States . Adjustments to the data include a t i me of 

observation bias for the teoperature (Karl et al . , 1986). An inspection of 

these time series reveals a number of rather abrupt transitions in the 

series, wh ich persist for up to several decades, where the mean or standard 

de v iation a ppears inconsistent with the rest of the climate record . The 

largest of these shifts or climate fluctuations are identified in the first 

f our c o lumns of Tables 1 and 2 . These tables contain a number of c l imate 

fluctuations which persist ::ram 5 to 39 years. They were identified by an 

"ad hoc" search of the time series for what appeared to be an unusual 

sequence of departures from the expected values. (Only those events later 

found to b e infrequent in recurrence, via statistical methods , are 

reported ) . No event overlap s another event for the same statis t ic of 

interest i . e . , changes in the average (or level) or variability . 

Fluctuations related to cha:iges in level are denoted in Tables l and 2 by 

"Mean" or "Thresh . " This impl ies a change in level over some specified 

period of time either in th-: form of a change in the mean (Mean) or as an 

unexpected number of years at or above/below some threshold value (Thresh). 

Changes in variability are indicated by changes in the standard deviation 

(Std) or a specified number of years (data points) in a sequence of years 

whose absolute value is above (increased variability) or below (decreased 

variability) some threshold value (Va) . Recent fluctuations include the 

change in wintertime temperature variability, wintertime precipitation 

variability, and increases in transition season precipitation. 
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binomial filter with truncated endpoints . The horizontal lines 
reflect the mean and 土 1 .2 82 standardized departures from the 
mean (upper and lower 10% of the data) . 



Table 1. Observed climate fluctuations from the normalized temperature 
climate record and the results of simulating these fluctuations in 
var i ous autoregressive moving average (ARMA) models of order 
indicated by the parenthetical expressions . BIG implies Bayesi an 
Information Criteria and AIC Akaike Informat ion Criteria. The 
first term in parenthesis after the AIC or BIC represents the AR 
order and the second the MA order . The coefficients of the ARMA 
model are also given (models of order zero have coefficients of 
zero). "Thresh" implies a series of values above or below some 
threshold value, "Std" implies the standar d deviation, and "Va" 
implies a series of values whose absolute value is above or below 
some predetermined value. Also given is t he 5 and 95% confidence 
interval of the return period of the cl i mate f luc tuation and the 
percent of simulated t i me series of leng t h 92 years which had 
fluctuations as large or larger as those observed . 

TEMPERATURE . 

SPRINC 一 BIC (0,0); AIC (0,0) 
YEARS 
SELECTED 
20 

立TIJRN PERIOD S % OF SIH!JLATIONS>LIMITS 

TYPE 
Std 
Va 

LIMITS 
)1.376 
</1.218/ 

TEARS 
1906一 25
1951-74 

BIC AIC 
531 一 57 6 5 31 一576

24 of 24 1712一 2025 1712一 2025

SU啤R 一 BIC(O,l) ． e1-o.343; AJ.C(O,3) , el-o.3OO, e2--0.O85, e3-o.4O5 
~ <-0.887 1902一 17 16 1339-1521 7 67 一843
Thresh)0.602 1930-40 ll of 11 65410-368757 22826-45064 
Va </1 . 169/ 1954-85 31 of 32 2295一2776 1662一2218

FALL 一 BIC (0,0); AIC (0,0) 
Thresh <0.7 8 4 1964一85 2.2 of 22 4009一5193 2646一 3289

｀n寸ER 一 :SIC (0,0); AIC (1 ,1) , 01•-0.827, 81 一0.981
4 5 40一6106
1385一 1619

~ </1.038/ 1954-74 21 of 21 5470-7397 
Va)/0.593/ 1975一85 11 of 11 1432一 1646

Am.1.JA:. - BIC (0,0); AIC (1,0), Cl 1•0.171 
Thresh <0.479 1895-1920 24 of 26 1105-1252 630-694 
Std)1.304 1912一41 30 729一807 700-765 
Mean)0.524 1921一59 39 7776一 11442 2 1 66一 2588

Thres h <-0.061 1960-85 20 of 26 1787一 2099 889-99 1 
14198-22954 10735一 1 5911

BIC AIC 
6.54 6.54 
2 .06 2.06 

1. 74 4. 18 
0.04 0.14 
1. 5 2 1,88 

4.92 4.92 

o. 6 2 l.14 
S.30 4.64 

3.54 7.18 
1. 8 8 2 .2 2 
o.oo 0.06 
l. 6 2 3.80 
0.14 o .2 6 Std <0.502 1955-77 23 

YEARS 
SELECTED 

BIC AIC BIC AIC 

TYPE LIMITS YEARS RETURN PERIODS % OF SIMIJLATIONS)LIMITS 
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Table 2. Same as Table 1 except for precipitation . 

PRECIPITATION 

SPRINC 一 BIC (0,0); AIC (0,1), e」一0.092

YEARS 
TYPE LIMITS 
Va)/0.580/ 
Thresh)0.294 
Thresh >-O.070 

YEARS 
1922一 39
1942-48 
1973-84 

SELEC'「ED
17 of l 8 
7 of 7 
12 of 12 

SUMMER 一 BIC (0, 0) ; AI C (0, l), 81 一0.193
~ <I0.727/ 1895一 1904 10 of 10 
Mean ＜ 一 1,367 1929一 36 8 
Va (/0.946/ 1959一74 16 of 16 

RETURN PERIODS 
BIC AIC 
6048一8287 5735-7714 
1266一 1484 829-927 
4009一5193 2646-3289 

1130一 1291 990一 1118
16895一 30479 4069一5487

2429一 2956 2010-2400 

竽－ BIC(l,O),IJ 」一o. 」 41; AIC (1,0), ~」一0. 14 」
Thresh ＜一 1.856 1952-56 3 of 5 2668-3365 2268一 3365
Mean )0.751 1970-85 16 764一857 764一857

m可'TER 一 BIC (0,0); AIC (2,0), f'1•0.045, ~2叩． 326
Thresh)0.005 1905一 15 10 of 11 466一504 1158一 1318

Std >I.953 1 976一82 7 2591 一 3184 9 10-1017 
Va )/2.006/ 1930一36 3 of 7 936一 1037 581 一637

ANNUAL 一 BIC (0,0); AIC (0,1), 81•0.131 
迤an <-l.370 1952一56 5 1130一 1157 555一609
Thresh >-0.140 1968一85 16 of 18 1226一 1388 741 一820

YEARS BIC AIC 
TYPE LIMITS YEARS SELECTED RETURN PERIODS 

9 6 

% OF SIMIJLATIONS>LIMI TS 
BIC AIC 
0.96 0.92 
5.48 8.34 
1.34 2. 18 

6.38 6.88 
0.06 o.74 
2. 38 2.7 2 

2. O 6 2.06 
4.46 4.46 

13.78 5 . 26 
I.44 4. 44 
6 .74 10.00 

4.80 10.42 
4.36 6.98 
BIC AIC 

% OF SIMUl.ATIONS>LIMITS 



There are at least three possibilities why the search for the 

explanation of multi- y ear climate fluctuations has not proven very 

satisfying. First, the fluc~uations themselves may merely be a consequence 

of searching the climate record _g ~ for an unusual sequence of 

events . In s uch a search , particularly if the clim:i.te system possesses some 

weak year-to-year persistence or memory , the clustering of anomalous years 

to form multi -year climate fluctuations may merely be a chance event, and it 

is not necessary to invoke some additional physical mechanism ( s ) linking 

these years t ogether. On the other hand, it has been suggested by 

Mandelbrot and Van Ness （二 968) and Mandelbrot and Wal::.is (1969a,b ) that 

geophysical time series possess an infinite memory, a characteristic that 

can be desc ribed and modeled by random processes such as "fractional 

Brownian noises" as well as other statistical models , i . e ., autoregressive 

integrated moving average (ARIMA) models (O'Connell, 1971) or as sums of 

broken line processes (Rodriquez-Iturbe et al. , 1972 ). These statistical 

models have been used to describe the so-called Hurst phenomenon (Hurst, 

1 
1957)-. Thirdly, the time se:ries may contain some subtle mechanism(s) or 

feedbacks , intrinsic or extrinsic to the climate system itself, which only 

became important at~ intervals. As yet these mechanisms have not 

been adequately characterizec. or discovered. It is the purpose of this work 

to weigh some of the empirical evidence in support of each of these 

possibilities. 

1 
The Hurst phenomenon defies che hypothesis that a hydrological time series 
can be c:iaracterized by a randorr. series in which o1::servations separated by 
large segments of time can be considered independer.t. 
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2. Method 

The question to be addressed with respect to all of the observed 

climate fluctuations can be formulated in the null hypothesis : "The 

observed climate fluctuations are well described by a stationary time series 

which can be described by a low-order ARMA process" . If this were the case, 

then the apparent unusual events in Tables 1 and 2 would represent nothing 

more than the result of an旦~ search of the climate record for 

unusual events. The term stationary that is used here implies that the 

mean, variance, and autocorrelation are invariant over time. The alternate 

hypothesis, in lieu of the rejected null hypothesis is: "The climate record 

is either non-stationary, cannot be described by a low order ARMA or both". 

This would probably imply that the climate record contains fluctuations that 

must in lli韭,t be explained. by some intrinsic and/or extrinsic process which 

acts to produce low-frequency variations in the mean and variance . Such 

variations may, of course , be expressable in terms of other statistical 

models such as higher-order ARMAs, low-order AR巫s with irregular 

intervention or other long-range dependence models such as those described 

earlier. 

With respect to the alternate hypothesis , Lorenz has recently run a 

400-year integration (after equilibrium) of a low-order global model 

(Lorenz , 1984; Lorenz, 1986) . The model includes viscous and thermal 

damping, evaporation and precipitation, and radiative heating and cooling. 

The cloud cover is a preassigned function of the relative humidity, and the 

albedo depends in turn upon the cloud cover. Heh as unintentionally 

produced what appears to be a sequence of climate fluctuations not unlike 

those observed in the U.S. climate record (Figure 2). Lorenz attributes 

these fluctuations to the internal dynamics in his model, namely a feedback 

between clouds and albedo. Such a mechanism may not manifest itself in the 
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Figure 2. Annual mean values of the globally-averaged temperatures during 
400 consecutive y ears in Lorenz's low- order model . The initial 
state, year zero, follows a SO-year inte6ration of the model . 
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form of simple persistence of anomalies of like sign, i . e., time invariant 

autocorrelations. That is to say, the climate system may become unstable at 

some point such that the cold (warm) anomalies associated with high (low ) 

albedo and cloud cover lead to reduced (increased) evaporation and 

subsequent decreases (increases) in cloud cover and hence warm (cold) 

anomalies. This may occur over a period of years, or perhaps rather 

suddenly . Of course, this does not imply that such a mechanism is operating 

in the Earth's climate system, but it does suggest, as Lorenz states, 

"climate fluctuations may depend on mechanisms which seem so secondary they 

are often omitted in theoretical investigations or as yet remain to be 

discovered". In contrast to such an internal mechanism , numerous extrinsic 

forcings may also be postulated. This includes changes in solar output , 

volcanic eruptions, anthropogenic effects, etc. 

In the context of the formulated null and alternate hypotheses , each 

time series of standardized temperature and precipitation ( standardized via 

the normal and gamma distributions, respectively) was modeled using an 

autoregressive moving average (ARMA) model (Box and Jenkins , 1976). The 

model can be written as : 

p q 
Y - z ¢.Y + Z O. a 

t 
i一 1

i ~t-1 .. 
J 一 1

」 t-j
+ a 

t 
(1) 

where Y. is the value of the 
t time series at time t; ef,, is the ith 

l. 

autoregressive (AR) coefficient; 8 . is the 
」

jth moving average (MA) 

coefficient; and a 
t 

is random noise (or a shock) at time t . The order of 

the model is expressed as p,q and represented as ARMA (p,q). The 

distribution of a~ is assumed normal with mean zero and standard deviation t 
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a~ . As Priestly (1981) poi oints out, most stationary processes which arise in 
a 

y 

practice can be fitted by an AR皿 model.

From Eq . 1 it can be seen that when p and q are zero the model 

represents a white noise or uncorrelated time series. Furthermore, ARMA 

(O,q) models can be characterized as having finite persistence , i . e. , the 

random noise in the model persists for exaccly q observations . By 

comparison, ARMA (p , O) models can be characterized as having infinite, but 

geometrically decaying persistence of the random noise component. 

Specifically , for an ARMA (1, 0 ) process this is simply : 

co. 
1 

Y ~ - L ¢,; a~, . t 1 t- 1 
(2) 

i_。

This implies that an AR(l) is equivalent to an MA(co) with the magnitude of 

the coefficients 8.; (Eq . 1) decaying geometrically . 
」

If efJ 1 
is large 

(approaches 1) the model verges on non-stationarity and long-range 

dependence is contained within the model . Large coefficients of efJ1 (~ 0.7) 

in the AR(l) can easily produce time series which appear non-stationary, but 

in fact are stochastic and non deterministic . 邯en </J, i 1 
is small(< 0.4), the 

memory of past observations is short. The average impact of shock a,.._1, at t t-4 

is about 2.5% of the shock at a t. For higher-order autoregressive 

processes, AR(p), the decay of the random shock is n o t a simple func tion of 

the (¢) s . 
p 

Nonetheless, even for an ARMA (2,0) when ef,,+ef,,., are small (i.e., 1 2 

less than O. 4) the impact of the random shock by a~_,. can be shown to be t-4 

rather small (2.5 毛 of the sum of the shocks a.. , a..,, a..,.,, and a..'l; t ' t-1't·2't-3' 

McCleary and Hay, 1980). On the other hand, when¢,, and¢,,, are both present 1 2 

this can lead to cyclic behavior in the time series . 曲en both ¢,1 and e1 

are present in the model and of opposite sign, but similar magnitude , the 
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ARMA (1,1) has parameter redundancy . It can be shown, if -ef,1 一。 l ' that the 

ARMA (1,1) reduces to an ARMA (0,0) . 

Given the form of the model ( Eq. 1 ) the problem remains as to the 

determination of the appropriate order of the model. Information theoretic 

concepts are used in two general information criteria in order to identify 

the appropriate order _ of the ARMA for each of the series depicted in 

Figure 1. The Akaike and Schwarz's Bayesian information criteria were used 

( Schwarz , 1978 ; Priestly, 1981 ). They can be represented by: 

2 AIC ( p , q ) = n ln ( a- ) + 2 ( p+q+l ) (3 ) 

and 

2 
BIG ( p , q ) 一 n ln (o- ) + ln ( n ) ( p+q+l ), ( 4 ) 

2 where n is the number of observations in the time sertes and o- is the-

residual mean sum of s quares of the one-step ahead f orecast for Y 
t 

( Priestly , 1981; Harvey, 1981 ) , j 
2... i . e ., a~ is the variance of a . 

t 
The most 

appropriate order of the model is found when the AIC (p , q) or BIG (p , q) are 

at a minimwn. It should be noted that the AIC tends to overestimate the 

true order of an AR model (Priestly, 1981), but the BIC procedure is more 

parsimonious for n ~ 8 , i . e ., BIC (p+q) ~ AIC (p+q) . 

Th e maximum order allowed is constrained by: p ~ 2, q ~ 4, and p+q ~ 4. 

This assumption is consistent with the hypothesis of a low-order ARMA 

process. Higher-order models could (and will later) be fitted, but their 

physical interpretation is often difficult. As Katz (1982) points out , the 

choice of the appropriate order for Eqs. 3 and 4 can be interpreted as 

weighing two pieces of information. The first term to the right of the 

equality measures how well the ARMA model fits the observed data, and the 

second term is a penalty function for the number of terms in the model plus 
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the re瓚oval of the mean . The coefficients of the AR皿 model (rp and 8) are 

determined iteratively by minimizing the residuals of the model. This 

requires es t imation of each a.. using observed data. Forward recursions and c 

a backcasting method are used to calculate a.. ( Box and Jenkins, 1976) 
t 

thereby finding the coefficients which minimize the errors of predicting Y... 
t 

Once the model is selected in accordance with an information criterion, 

it is then possible to evaluate whether the ident i fied climate fluctuations 

are consistent with the null hypothesis, i . e., the apparent cluster ing of 

anomalous years to form multi-year climate fluctuations is an artifact of an 

~~search of the climate record which can be modeled by a low

order ARMA . This is accomplished in two separate Honte Carlo experiments . 

The first experiment has two parts . First, the average return period 

of each of the identified climate fluctuations is estimated us ing the 

appropriate ARMA model . This is found by generating 100 realizations of a 

time series of length n - 10 , 000 . Next, the frequencies of occurrence of 

the vari:::ius t ypes of climate fluctuations are calculated over the specified 

period o f years (time steps) as listed in Tables 1 and 2, i.e., changes in 

level or variability . Ninety-five percent confidence intervals of the 

average return period are estimated by use of the expression: 

S 一 s／瓜N 
(5) 

where s is the standard deviation of the total number of events across the 

100 simulations (N) and s,., is an estimate of the uncertainty of the mean 
N 

frequency of occurrence of the events as determined from the 100 simulations 

(Pan ofsky and Brier, 1968). This method is also described in earlier work 

(Karl et al., 1984). The rationale of this approach is simply that if many 
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of the climate fluctuations have long return periods this 声 be

inconsistent with the null hypothesis, and it also serves to indicate the 

unlikelihood of many of these fluctuations . Next , the percent frequency of 

simulated time series which contained climate fluctuations which met or 

exceeded the observed climate fluctuations listed in Tables 1 and 2 were 

calculated in the second portion of the first Monte Carlo e xperiment . In 

this experiment N = 5,000 ( simulations) and each simulated series had length 

n 一 92 (at least as many years of data as contained in each season in 

Figure 1). Again , the appropriate AR巫 model was used based on the AIC and 

BIC . 

If the Monte Carlo simulations were based on£ lliQ.ll information then 

two times the calculated percent of time series which contain the observed 

climate fluctuations could be viewed as a two-tailed critical significance 

level for use 
2 

in the acceptance- or rejection of the null hypothesis. As 

the simulations are _g ~ the fact that f ew s].mulations contain the 

observed climate fluctuation merely indicates that the null hypothesis 旦

誣 inconsistent with the observations. That is, it is a necessary but not a 

sufficient condition to reject the null hypothesis. This is because when 

searching for unusual events from an s! ~ perspective, if given 

enough degrees of freedom, it may often be possible to find some unlikely 

event, even from a purely stochastic process. 

For example, in 92 throws of a six-sided die , if many degrees of 

freedom are allowed with respect to identifying some unusual sequence it may 

be quite easy to find some strange sequence such as a highly unlikely 

sequence of one's and six's embedded in the -92 tosses or various 

2 
The term acceptance is used loosely to imply that the null h ypothesis is 
not inconsistent with the observed data. 
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combinations of other numbers. So, before the null r_ypothesis can be 

regarded as inconsistent with the observed data, it is necessary to 

determine how often such unlikely events can be found frorr. purely stochastic 

processes. The second Monte Carlo experiment addresses this problem. 

Twenty stochastic time series, each of length n = 92, were generated 

(Figures 3 and 4) using the 20 ARMA models (10 using the BIC and 10 using 

the AIC) developed from the observed time series of temperature and 

precipitc..tion. The outputs of these time series models were treated e x actly 

as if they were the obsen•ed data, and the second portion of the first Monte 

Carlo experiment was repeated using these stochastic time series. The only 

difference was that the number of Monte Carlo simulations, N, v aried from 

1,000 to 10,000, the exact number proportional to the unusualness of the 

observed event . If many of the stochastically generated time series contain 

unusual events, i.e., climate fluctuations , then this~ 誣 consistent

with the null hypothesis, despite what may have been implied based on the 

first Monte Carlo experiment. 

3. Results 

The results of the first Monte Carlo experiment are given in Tables 1 

and 2. They suggest that th~ climate record does, indeed, contain a large 

number of "unusual events." Of the 10 time series modeled, unusual climate 

fluctuations occurred in every season. A total of 26 fluctuations were 

found. In each of these fluctuations at least one of the two information 

criteria indicated that the fluctuation was expected to recur in less than 

10 percent of the simulations. These fluctuations were about equally 

divided between changes in level and changes in variability . The fluctu

ations are just as frequen::with respect to precipitation as they are with 

respect to temperature. Given the number of unusual clirna:e fluctuations it 
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is quite obvious why the terminology "climate fluctuation" was officially 

introduced into the climate community b y the World Meteorological 

Organizaton (Mitchell et al., 1966). 

At this point it is very tempting to infer that the null hypothesi s is 

invalid, and in order to adequately describe the observed phenomena in the 

time series in a conci~e manner some high-order model or some type of 

intervention analysis would be desirable . For example, the character of the 

time series could change at some time, t , and then change again at some 

time, t+i; where i is the length of the fluctuation. There is no reason why 

these fluctuations must be periodic. 

This would invite many theories of climate forcings particularly those 

proposed years ago by Lorenz ( 1963) ( cf . Figure 2 ). The ev idence from the 

second Monte Carlo experiment, however, indicates that this viewpoint must 

be tempered with caution. 

The results of the second Monte Carlo experiment are provided in 

Tables 3 and 4. In these tables the percent of simulations exceeding 

specific threshold values were based on 1,000 simulations when reported to 

tenths and 10,000 simulations were reported to hundredths : There are 

numerous fluctuations depicted in Tables 3 and 4 which are rather unusual, 

and one such fluctuation was found to be very rare . Specifically, the high 

variability of the temperature, related to the white noise process 

corresponding to the fall season, was found in only 2 of 10,000 simulations . 

Table 5 provides a comparison of the frequency of climate fluctuations for 

the stochastically generated data compared to the observed data. It is 

immediately apparent that despite the large number of climate fluctuations 

identified for the observed series many such fluctuations can be generated 

from a purely stochastic low-order model with weak or no persistence 

whatsoever. 
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Table 3. Same as Table 1 e.xcept the climate fluctuations are stochastically 
generated . 

TE!-!P ERA TU RE 

SPRInc - BIC (0,0); AIC (0,J) 
B I C A I 

TIME l OF TIHE % OF 
TIME STEPS SI印LATIONS TIME STEPS 

TYPE LIMITS STEPS SELE7「ED >LIHITS Ll!1ITS STEPS SELECTED 
Std)1.879 23 一 30 8 I. 2 > 1 .8 79 23-30 8 
Thresh <-0.058 67-75 B of 9 4 .6 I <-0.058 67 一 85 8 of 9 

SL吶ER 一 BIC (0,1), 81 一Q.343; AIC (0,3), 81 一0.300, 82 一－O ． 085, e3叩．405
Thre~h ~-0.182 62一83 20 of 22).4 I ~-0 .18 0 62 一83 20 of 22 

FALL 一 BIC (0 ,0) ; AIC (0, 0 ) 
Std <0.548 3一 20 18 s.8 I ~o.s4a 3一 20 18 
Va)/1.104/ 21 一 51 20 o: 30 0.02 I ~11.1041 21 一 51 20 of 30 

mNTER 一 BIC (0,0); AIC (1,1 ·1, ~l 一－0.827, 81•0.981 

C 

SI印LATIONS

>LIMITS 
1. 2 
4.6 

5.6 

5. 8 
0.02 

Va 2/0,949/ 68-90 13 o: 23 12.6 辺 1.061/ 68-90 13of23 4.6 

ANNUAL 一 BIC (0,0); AIC (l,O>, fl1 一－0. I 7 I 
迤an >o.8 2A A2一 Sl 10 10.o I )0.912 42一 5l 10 15.2 
Mean <-0.701 59一79 2 ; 0.2 <-0.783 59 一 79 21 0.4 
TYPE LIMITS TIME TIME % OF I LI江TS TIXE TIME % OF 

STEPS STEPS SI皿ATIONS · STEPS STEPS SI皿ATIONS

SELECTED >LIMITS SELEC「ED >LlmTS 
B I C A I C 
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Table 4. Same as Table 2 except the climate fluctuations are stochastically 
generated. 

PRECIPITATION 

SPRINC －一 BIC ( 0 , 0) ; AIC ( 0, 1), 8 1 一0.092
B I C A I C 

TIME % OF TIHE % OF 
TIME STEPS SIMULATI0NS | 

TYPE LIMITS STEPS SELECTED)LIMITS I LIMITS 
Va)/ l.044/ l 一 41 20 of 30 1.a :) / 0.971 / 
StdZo.557 42一62 21 · 2.4 I 藝 ·55O

TIHE STEPS SIMULATIONS 
STEPS SELECTED )LIMITS 

l 一41 20 of 41 8.6 
42一62 21 3.8 

SU磾R 一 BIC (0,0) ; AIC (0,1), 81•0.193 
NU LL 

竽－ BIC (I,0 ) , 柘叩． 1 4 1 ; AI C (I, 0) , ~ 1•0.141 
Thresh >-0.748 52-80 29 of 29 0.8 >-0.748 52一80 29 of 29 o.a 

UINTER 一 BIC ( 0 ,0); AlC ( 2 , 0 ), (ll 一0.045, ~2•0.326 
Thresh ) -0.118 l 一 13 12 Of 13 9.8 I )-0.181 
Va >/ 0.9O9/ 66一 74 8of 9 5.8 i >/ o.85 l / 

硒AL 一 BIC (0 ,0 ) ; AIC (0 , 1), 0 1 一0.l J l I · <0.042 Thresh <0.212 5 5一66 12 of 12 4.8 
Va ) / 0.848/ 5一 15 9 of 11 13.8 >/0 .899/ 
TYPE LIMITS TIHE TIHE % OF I LIMITS 

STEPS STEPS SI皿ATIONS

SELECTED >LIHITS 丨
B I C 

1 一 13
66-74 

55一67
5一 15

TIHE 
STEPS 

A 

11 of 13 
8 of 9 

13 of 13 
9 of 11 

TIHE 
STEPS 
SELECTED 

I 

50 .6 
15 .4 

l.2 
9.0 

: OF 
SI立ATIONS

>LIM1TS 
C 

Table 5. Number of fluctuations which were identified in the observed and 
stochastically generated data which are expected to occur in less 
than 10%, 5%, 1%, or O.1% of the time series of length , n - 92 , 
based on both the AIC and BIG. 

<lOZ 
<5% 
< l Z 
<o.lZ 

OBSERVED DATA 

24 
18 

6 
1 
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STOCHASTICALLY GENERATED DATA 

10 
7 
3 
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Th.a question was pursued regarding whether high-order ARMA models would 

more readily reproduce the observed climate fluctuations. For this purpose, 

the maximum order of the models which 虹ther the BIG or AIC would evaluate 

was increased top :S 20 if q 一。， q :S 20 if p 一 0, and p + q :S 10 . Tables 6 

and 7 indicate that in five of the 10 seasons a higher-order ARMA was 

selected based on the AIC, but using the BIG a high-order model was selected 

in only two of the 10 seasons. As indicated in the tables, the use of high

order 迁'.MAmodels cannot readily explain the observed climate fluctuations. 

Some fluctuations do appear to recur with increased :requency, but some 

fluctuations are found less often . 

4. Discussion and Conclusions 

Several points need to be addressed regarding the results and the 

implications of the results. - -Toese include: 

1) Should any significance be attached to the fact that more than 

twice as many fluctuations were identified in the observed data 

compared to the stochastic data? 

2) If no significance is attached to the differences, does this imply 

that all the climate fluctuations identified in the observed data 

are likely to be the result of a purely stochastic process? 

3) 頃at are the implications of these results in detecting semi

permanent climate change? 

4) Do these results have any bearing on the use of climate normals? 

The first two points are related and they will be treated together. It 

is difficult to ascribe much significance to the fact that the observed data 

contain more fluctuations than the stochastic data for several reasons. 

First, the models themselves may not be perfectly identified. For example, 

the order of the model may be too low or too high for the observed data, but 
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Table 6 Comparison of the frequency of observed climate fluctuations as simulated by time 
series generated using high-order AR出s versus low-order ARMAs. Mode 1 
coefficients are the high-order model identified by AIC or BIC. Abbreviations are 
the same as in Table I, NA implies not applicable. 

SPRING －一 AIC (2,7) 

TYPE 
Std 
Va 

LIMITS 
)1 .376 
(/1 .218 / 

TEMPERATURE 

; ~1... 2 • -0.834, - 0.582 
81... 7 • 0 . 658, 0.553, -0.448, -0.124, 0.237, -0.087, -0.23 1 

% OF SIMIJLATIONS) LIMITS 

yE.ARS 
1906一 25
1951 一74

YEARS 
SELECTED 

20 
24 of 24 

LOW ORDER HIGH ORDER 
BIC AIC BIC AIC 
NA 6 . 54 NA 13.76 
NA 2.06 NA 4.37 

SU啤R －一 BIC (1,5); AIC (1,5 ); ~I = -0.640 
e1. ． ． 5 一 0.946, 0.132, 0.381, 0.457, 0 . 357 

Mean <-0.887 1902一 17 16 J.74 4.18 9.92 9.92 
Thresh >0 .602 1930-40 11 of 11 0.0 4 0.14 0 .35 0.35 
Va (/1 .169 / 1954一85 31 of 32 1.52 1.88 2.23 2.23 

ANNUAL 一一 BIC (5,4); AIC (5,4); ¢1. .. 4 • 0.255, -0.16 2, -0.059, 0.756 

Thresh <0 .479 
Std)1.304 
Mean)0.521. 
Thresh <-0.061 
Std <0 .502 
TYPE LI HITS 

1895-1920 
1912-41 
1921 一 59
1960一85

1955一 77
YEARS 

01... s - -o.a11, o.432, o.356, - o.949 , -0.167 
24 of 26 3.54 7.18 1.61 1 .61 

30 1.88 2.22 29.21 29.21 
39 o . oo 0 . 06 o.oo o . oo 

20 of 26 1-62 3.80 0.07 0 . 07 
23 0. 」 4 0.26 5.16 5 . 16 

YEARS BIC AIC BIC AIC 
SELECTED LO\./ ORDER HIGH ORDER 

% OF SIMULATIONS)LIMITS 

Table 7 Same as Table 6 except for precipitation. 

PRECIPITATION 

早－－ AIC (4,3); 01... 4 • 0.391, -0.216, -0.866, 0.177 
91... 3 • -0.416, 0.358, 0.900 

YEARS 
T「PE LIMITS YEARS SELECTED BIC 
Thresh ＜一1.856 1952一56 3 of 5 NA 
Mean >O . 7 51 l 970-85 16 NA 

UINTER 一－ AIC (2,3); 叭． ．． 2 • -0.647, -0.796 

Thresh)0.005 
Std)1.953 
Va)/2.006/ 
TYPE LIMITS 

e1... 3 - 0.103, o.679, -0.262 
1905一 15 10 of 11 NA 
1976一82 7 NA 
1930一86 3 of 7 NA 
YEARS YEARS BI C 

SELEC「ZD
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% OF SIMULATIONS)LIMITS 
LOW ORDER 

AIC BIC 
2.06 NA 
4.46 NA 

S,26 NA 
4.44 NA 

10.00 NA 
AIC BIC 

HIGH ORDER 

LOW ORDER HIGH ORDER 
% OF SIMULATIONS>LIMITS 

AIC 
0.13 
o.oo 

5.86 
8.63 

13.22 
AIC 



it is perfec t l y specified for the stochastic data . Second , the coefficients 

of each model are not known exactly , but they 卑迨 known exactly in the 

stochastic model . Third, the observed data are transformed and standardized 

by the normal (temperature ) and gamma ( precipitation) distributions . The 

observed data are not likely to be perfectly represented by these 

distributions despite the fact that tests of normality of the standardized 

data (Skewness and Kurtos i s tests ) cannot reject such an assumption ; but the 

stochastic data 卑;:g perfectly represented by the normal distribution as they 

are generatec. from such a distribution. All of these differences lead to 

some of the uncertainty associated with any one model , and therefore enhance 

the chance of finding more unusual multi -year fluctuations in the observed 

data than would otherwise occur . On the other hand , the fact that r ather 

large di=ferences occur leaves open the possibility that some t ype of 

intervention model may be more appropriate or that the climate system 

contains long-range dependency . This suggests that some of the observed 

fluctuat i ons have arisen due to any number of external or internal climate 

forcings . In fact, it could be argued with respect to changes in level that 

most o f the contribution to the weak autocorrelat ions arise because of the 

climate fluctuations themselves. That is, the actual change in level leads 

to an apparent persistence in the full period of record. This is similar to 

the problem Klemes (1974) discusses in connection with the use of the 

infinite memory of the fractional Brownian model to explain Hurst's 

phenomenon . He uses the example of a perfectly stationary 10,000-year 

record of lake levels which at year 10,001 water begins to be secretly 

siphoned off the lake. In such a time series an analyst with a 20,000 -year 

record would suspect, based on the spectral density of the time series , that 

the processes affecting lake levels have an infinite memory. Of course, 

such an assertion would be totally false . A more appropriate representation 
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of the process would include an intervention component at time, t = 10 , 001. 

In this regard the infinite memory of the process would vanish. 

Unfortunately, in practice without knowledge of such interv entions the blind 

search for such breaks, as has been conducted in this artic l e , produces so 

many discontinuities that the separation of deterministic from stochastic 

discontinuities is impossible with 早 illQll information. The recent work of 

Lorenz (1984) and the results presented here , however, suggest that the 

challenge of developing methods and a model to test for feedbacks such as 

suggested by Lorenz ( 1984) may prove quite important. 

The most important and robust conclusion that can be drawn from this 

analysis is in the form of a warning aimed at those who may be tempted to 

project ongoing climate fluctuations or those who propose phy sical explana

tions of climate fl f uctuations from an~~ view . Specifically , many 

(but not necessarily all) of the observed climate fluctuations , even the 

highly unusual events, are the result of a unique sequence of seasonal 

climate anomalies which need only be explained on a season-by -season basis 

with perhaps some physically-based weak year-to-year persistence of 

anomalies . 

The implications of these results with respect to the detection of 

climate change are clear. During an ongoing unusual climate event , even one 

persisting for decades, it is extremely difficult to convincingly demon

strate through statistics that a climate change, i . e. , a new mean or 

variance, is or has taken place without strong and clearly defined.a !2.L1.QLi 

reasons for suggesting that such a change is expected. Ellsaesser et al. 

(1986) have recently described this problem in context with the current 

effort to detect the effects of co2 and other greenhouse gases on the 

surface temperatur·e record. Epstein (1982) also discusses this problem from 
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a Bayesian and Classical Statistics viewpoint with respect to a prior 

specification of the functional form of any expecte d climate change. 

Finally , the results emphasize the limite d usefulness of 30-year 

climate normals . This ha.s been pointed out by many in the contex t of 

predicting n ext year's climate (Sabin and Shulman, 1985; Lamb and Changnon, 

1981 ; Craddock, 1981; Court, 1967-68). But in addition, practically 

significant decadal fluctuations are often embedded within 30-year time 

averages. I f, for example , climate normals are redefined every decade ( as 

recommended by the World Me ceorological Organization ) it would be v ery 

desirable to model the historical data, perhaps using ARMA techniques, and 

simulate the probability of 2, 3, 4 . . . 30-year means and/ or v ariances above 

or belo'-· var i ous threshold va lues . Ev en if the cl imate s y stem is non

stationary ov er periods of decades, these AR皿 derived "normals" would prove 

much more useful for long-range operations and planning than the traditional 

30-year means . 
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Abstract 

We present a temperature proxy for the United States, southern Canada, 
and the surrounding oceans for 1885-1985 that does not suffer from station 
biases inherent in thermometric records. Calculated annual mean 
tempe ratures rose over the region approximately 1. 7°C from 1895 to 1955 , and 
tnen fell b y 0.7°C from 1955 to 1975 . By 1985, calculated temperatures were 
0 . 3°C above the mean for the last 100 years. In the absence of other 
compen.satir.g factors , the results indicate secular temperature variability 
is approximately twice the thermometrically meast.:.red value. 

A companion analysis of north Alaskan temperatures, where proxy records 
~uggest major warmi12g so1:1: , :im~ in.th~ -~~st century , shows no secular trend 
in mean temperature from 1948 through 1985. 

The temperature proxy is based upon the 1000-500 mb thickness . 500 mb 
heights prior to 1948 were statistically estimated with cyclone frequency 
eigenvectors. Because the Alaskan cyclone data has not been tabulated, 
analysis there was only from 1948 through 1985. 

1 Introduction 

Kukla et al. ( 1986 ) recently noted a substantial warming of some United 
States temperature records resulting from local changes at stations with 
populations previously thought to be too small to promote "urban" warming. 
Ove r the last forty years they calculated that the U.S. first order station 
temperatures are progressively overestimated by approximately 0 .12 °C per 
decade. Jones et al. (1986) attempted to remove urban and site-change 
biases in hemispheric records, but the number of stations showing urban 
warming was proportionally very small when compared to that in Kukla et al. 
(1986 ) . Nonetheless, Ellsaesser et al. (1986) compared virtually all 
available long-term records of hemispheric temperature including those of 
Jones et al. (1986) and found correlations averaging approximately 0 .8 5 
between various thermometric summaries. 

There are several ongoing attempts to remove station bias from the 
thermometric records using population data, but recent ones, by Karl et al . 
(1987, in press) and Hansen ( 1987, in press) give conflicting results . In 
this paper, we report a temperature proxy for the last 100 y ears , over the 
United States and southern Canada, that does not suffer from site effects 
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and has very low instrumental bias. A companion analysis over Alaska 
extends back to 1948 . 

2. ~ United States and Southern Canada 

We first calculated mean annual 500 mb heights based on the 23 stations 
that regularly report from 55 to 125 West and 22.5 to 55 North - -roughly the 
United States, southern Canada , and the surrounding oceans (Figure 1 ) . The 
length of record was from 1948-1980, which is the period of digitized data 
availability for the combined U. S. and Canadian regions; the Canadian data 
is not sumrnarized after 19?° · Ue found no rePorts in the refereed 
literature concerning systematic temporal biases in height figures over the 
region we studied . 

The mean annual heights were then statistically related to eigenvectors 
of cyclone frequency over the region . The methodology for calculation of 
the eigenvectors is given in Hayden (1981). Temperate c y clones form and 
move along thickness gradients, so 500 mb height fields would be expec t ed to 
r elate to changes in cy clone frequenc y eigenvectors . Note that these 
eigenvectors describe large and persistent patterns of c yclone distribution, 
which should be associated with changes in the thickness field of similar 
dimension . The first five were entered as possible predictors of the mean 
500 mb height over the region , but only two ( the second and th i rd ; see 
Hay den ( 1981 ) for a map of weightings ) were retained in the final equation 
with the inclusion limits set at a 一． 05 . Multiple correlation between the 
two fields was . 73, and the relationship was significant at the . 0001 level 
(F 

2,30 一 11.73).

The Hayden data does not include cyclone frequenc y counts over 
mountainous regions of the western U. S . during the period 1 958- 76 ; we 
empirically estimated these values from the existing eastern data prior to 
the regression between cyclone eigenvectors and 500 mb heights. We then 
used the empirical cyclone eigenvector/500 mb height equation to calculate 
mean annual 500 mb heights over the region from 1885 to 1985. Results are 
shown in Figure 2. 

1 卫e_r_ature Reconstructions 

The height curve bears considerable superficial resemblance to 
hemispheric and regional temperature histories, such as those of Diaz and 
Quayle (1980) or Jones et al. (1986). Perhaps coincidentally , 1895 , the 
year of furthest south deep snow cover in North America (see Ludlam , 1982), 
also has the lowest calculated mean 500 mb height . 

Using the calculated 500 mb heights and the observed mean surface 
pressure from the 5 X 5 degree historical record from the National Center 
for Atmospheric Research (1899-1980) we calculated the mean thickness (Z) of 
the lower half of the atmosphere over the study region . The hypsometric 
equation, relating thickness and temperature (see, for example, Barry and 
Perry, 1973) can then be used to calculate regional mea.n annual 
temperatures. These are shown in Figure 3 . 

Figure 4 shows a scatterplot between mean daily surface temperature and 
thickness departure from normal for over 350 randomly selected day s in the 
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U.S. As would be expectec. from the hypsometric equation , the relationship 
is linear with a slope of 0.049°C/meter change in thickness . 

We found the mean wc.rming over entire area between 1899 and 1955 was 
approximately l.7°C and the subsequent cooling between 1 955 and 19 75 was 
0 . 7°. By 1980 , temperature:s were approximately 0 . 3° above the mean for the 
last 85 vears . 

The gr i dded surface pressure record is currently unavailable for 1885-
1898 and 1981-1985. However , mean annual temperature calculations can be 
made for the entire 101-year period by not adjusting for surface pressure 
changes; as shown in Figure 5, through the period of record , the amount of 
temperature change forced by surface pressure change alone is almost an 
order of magnitude less than that resulting from changes in 500 mb heights . 
Ten year running-mean values of the calculated temperature curve for 1885-
1985 is shown in Figure 6 , along with the gridded mean temperatures (ten 
year running means) from the same subregion that were used to construct the 
hemispheric means of Jones et a l . (1986). Note that the secular changes 
from 1899 t:o 1980 that include the surface pressure adjustment (Figure 3) 
are not appreciably different from those that formed the running means in 
Figure 6 . 

4. Extension to Alaska 

Lachenbruch and Marshall (1986) reported evidence that permafrost 
changes in Alaska might co=roborate expected trace gas warming. Their 
methodology did not allow for discrimination between recent climatic changes 
and those that might have occurred over the last 10 0 years. 

Our methodology allows for such a discrimination, without t he problems 
normally associated with thermometric measurements . However, the lack of 
documented cyclone freque:icy data requires that our analysis be restricted 
to the observed period of c ombined surface pressure and 500 mb heights. 
This extends back only to U48. 

Figure 7 shows thickness-derived mean surface temperatures over the 
northern half of Alaska fro::n1948 through 1980; 500 mb station density there 
is not appreciably different than that in the lower 48 states, and consists 
of stations at Barrow, Kotzebue , Nome and Fairbanks. Figure 8 extends that 
analysis through 1985, but:ioes not allow for the small adjustment in 
temperatures resulting from changes in surface pressure . An inspection of 
the two curves reveals that, as was the case for the coterminous U.S . and 
southern Canada, the temperature response to surface pressure adjustment is 
very small . 

Both results show no systematic or significant warming since 1948. The 
apparent conclusion is that the warming shown in the Lachenbruch and 
Marshall report took place at a prior time, which is generally conceded to 
be before important trace-gas related changes would be expected to occur. 
This is particularly important in light of the high Northern latitude 
temperature changes predicted by all of the GCM simulations of trace-gas 
related warming . 
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5. Discussion 

The linear correlation coefficient between the 10-year smoothed 
thickness proxy temperature history, over the coterminous U. S. and southern 
Canada, and that of Jones et al. for the same period is.87; (Figure 9). 
This high value results mainly from coincident timing of the major warrnup 
from 1900-1950, the rapid cooling that followed to the 1960 ' s, and the 
recovery of temperatures through the 1980's. The most significant 
differences in the curves appear in the late-19th century, when Jones'data 
set begins to degrade and our regression approach is slightly beyond its 
calibration range . It is therefore impossible to presently state the reason 
for that difference. 

However, the common perception that statistical models are valid only 
within their calibration range is not necessarily true; rather this only 
strictly holds if the boundary conditions determining such a model change as 
the independent variable exceeds the calibration region. There is no 
evidence that is true here. 

The slope between Jones'smoothed data and our estimates was 0 . 48 for 
the period 1885-1985 in the model that neglects the effect of surface 
pressure change . 邯en the surface pressure data can be used (1899-1980) 
neithe r the slope nor the correlation change significantly , with values of 
0.49 and 0.85, respectively . 

One might argue that these consistent differences result primarily 
because the two cyclone eigenvectors explain only slightly more than one
half of the variance in the 33-year record of mean 500 mb heights. However, 
in that case the model would be considered underfit and would tend to 
predict interannual temperature changes of less than those observed. 
Conversely, it is hard to accuse a model with a predictor/predictand ratio 
of 0 .06 of being overfit. 

The Alaskan results, which only extend from 1948 through 1985, argue 
that warming related to permafrost changes noted by Lachenbruch and Marshall 
(1986), occurred prior to 1948. This is earlier than what would be expected 
from anthropogenic trace gases. 

HitigatingFactors 

Changes in cloudiness can affect the thickness-temperature relation by 
raising nighttime temperatures and lowering daytime readings . Our use of 
daily means partially compensates for this behavior. 

Two recent studies of U.S. cloudiness by Henderson-Sellers (1986) and 
Seaver and Lee (1987) do not support the proposition that either the history 
of Jones et al. (1986) or our derived curve is being affected by cloudiness. 
Henderson-Sellers found rather monotonic increases in U. S. cloud cover from 
1900 through 1954, and Seaver and Lee found, on the aggregate, that this 
trend does not reverse through 1982 , although they only compared the 1950-
1982 period to a 1930-1936 base. This combination of findings is not 
consistent with the decline in smoothed mean temperature from 1950 to 1980 
that appears in both curves. 

Additional modifications to thickness-derived temperatures can occur 
because of increasing wind speed or surface moisture, but no recent findings 
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correlate well with either curve . Bradley et al. ( 1987 ) note a secular rise 
in U. S. precipitation that is concurrent with a slight decrease in mean 
temperature, but note no other compensating secular trend through the major 
warmup of the first hal f of the twentieth century in this region . 

Our results allow only a tentative conclusion that thermometr i c-based 
lar climati measurement underestimates secular climatic v ariability by a factor of two . 

Such a conclusion would be strengthened by inclusion of missing data c y clone 
data from the mountainous regions for 1958-76, rather than b y their 
empirical estimation from eigenvectors over the remaining area . More 
convincing evidence would be reproducibility over other regions , such as 
Europe, much of Alaska , and a portion of the Far East , where suitable height 
and cyclone data e x ist . Our Alaskan analyses , which currently e x tend only 
back to 1948 , also argue against any detectable anthropogenic trace-gas 
signal to date. 

Our findings primarily corroborate the recent report b y Wigley ( 1987 ) 
that indicates that GCM estimates of trace-gas related warming are either 
too high or suffer from oceanic thermal storage that cannot be accounted for 
by current theoretical estimates . 

If i t indeed turns out that obse rved variabil i t y rema i ns t wice the 
thermometrical l y measured v alue , there are sev eral important ramificat i ons : 

Our estimates of the "natural variability " of temperature will have to 
be doubled, as the major warmup was prior to most of the rise in trace 
gases . Further , the predicted climatic change in these regions from trace 
gases may actually turn out to not be appreciably different in magnitude to 
one already experienced in the twentieth century . Determinat i on of the 
causes of such climatic excursions rema i ns a scientific challenge . 

Secular variation of such magnitude may have considerable ecological 
effects. For example, assuming that a warmup of l.7°C in the first half of 
the century over the U. S. and southern Canada was equally distributed 
throughout the seasons , the change in growing degree days in forest 
simulation models of Shugart (1984) would be sufficient to simulate a 
decline in eastern North American forests similar to ones currently ascribed 
to acid precipitation. Muller-Dombois (1987) recently argued that a 
substantial portion of the recent "dieback" of large forest regions is 
related to climatic variability of unknown magnitude and extent operating on 
mature even-aged stands . 

Finally, a thickness-based temperature may prove to be more 
representative of the output of circulation model simulations of the present 
and future climate than the ground-based thermometric record , as local site 
effects and diurnal temperature redistributions are currently not specified 
because of computational limitations . 
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INTRODUCTION 

Observed Variations in Cloudiness, Precipitation and 
Temperature in Colorado during the P罕t Century 
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Rea::..or perceived changes ( or potential changes ) in the earth's climate 
resulting from Man's activities is a legitimate topic for research and 
scientific discussion on a global and international scale . Unlike many 
scientific concerns, the issue of potential climate change from increasing 
greenhouse gases is of great interest to a significant segment of the 
general public. The frequent and widespread attention given this topic by 
the news media in combination with the ever present public interest in 
weather and climate has made this topic one of special public concern. 
Within the past five years, it has become almost impossible to speak about 
climate to a lay audience without being subjected to many questions on the 
subject of the greenhouse effect and what it means for us here in Colorado . 

曲en scientific issues become public issues, the role of public 
perception takes on special importance . In this case, if the public 
perceives the climate to be changing, and if greenhouse gases are perceived 
to be the most likely cause, then public support for research on these 
topics::ends to be great. Si milarly, when public interest is high, results 
from research efforts will likely be "front page" material and will lead to 
wider di s semination of results and greater public awareness and acceptance . 

曲y ar:_we in~eres~ed in_ ~ublic p:rc:ption of this_issue, _an~ _why. are 
we using this to introduce this paper? From our experiences in Colorado we 
find that many people do have definitive perceptions about climate and 
climate change. Most believe that the climate is changing . These 
perceptions are based on information derived from a limited number of 
sources: local media and broadcast meteorologists, national media , and 
local personal observations and experience. Our off i ce and others like us 
in other states enjoy a close relationship with the general public i n our 
state. "ile often work closely with news media and broadcast meteorologists. 
As a result, we carry a substantial burden of responsibility since the 
information we provide can shape the perceptions of thousands of people 
within the state. 邯at we observe here in Colorado, how we interpret what 
we observe, and how we re l ate that information to popular explanations such 
as the "greenhouse effect" can have a great impact on how the entire problem 
is viewed and perceived on the state and local level. Sure, maybe the 
northern hemisphere is warming 2 degrees Celsius, but what people here care 
about is what is happening right here in Colorado and how that may affect 
our future. 
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In this paper we will look at some of the long-term sources of climate 
data in Colorado. Observed trends and variations will be discussed in the 
context of the increasing greenhouse gases issue . 

Long-term climate data in Colorado 

Consistent sets of climatological observations in Colorado date back 
approximately 100 years into the late 18001s . Data on temperature and 
precipitation are available for a number of stations scattered across the 
state . Other types of data such as wind, pressure, humidity and cloudiness 
are available on a much more limited basis for a very small number of sites . 
The consistency of the temperature and precipitation data is quite good 
since the same type of instruments and observational procedures were used 
throughout the period of record. Station moves and observations times that 
could affect data consistency are usually traceable. Consistency of the 
observations of some of the other elements is harder to confirm. Over the 
long period of record there have been changes in instrumentation and there 
may have been changes in observational procedures that are not easy to 
identify . 

Analysis 

In this study the time series of three climatic elements are examined : 
mean temperature , precipitation and cloudiness. Only selected stations with 
good quality long-term records are analyzed. The locations of these 
stations are identified in Figure 1 . Simple statistics are performed and 
visual comparisons among these separate time series are made in hopes of 
identifying any consistent indications of climatic change. 

The number of cloudy days observed each year in Denver since 1873 are 
shown in Figure 2. A day is defined as "cloudy" when the average 
cloudcover, based on "frequent" observations is 8/10 or greater . The 
resulting time series has a dramatic and remarkable upward trend with a 
slope, based on linear regression, of +0.80 days/year. There are no obvious 
discontinuities in the graph which might suggest a change in cloudiness 
definition or observational practice during the period of record . Similar 
data were analyzed for Cheyenne, Wyoming and the results are shown in 
Figure 3. The slope of the trend at Cheyenne, +0 . 78, is only slightly less 
than Denver's although Cheyenne has been consistently cloudier than Denver 
throughout the 114-year period of record. Trends were also analyzed at 
Colorado Springs and Grand Junction, Colorado. Each of these stations has 
only approximately 40 years of cloudiness data. The results are not shown 
here graphically, but both stations have experienced significant increases 
over the past 40 years. Analyzed slopes were +0 . 81 cays/year at Colorado 
Springs and +0.49 days/year at Grand Junction. 

If this incredible increase in cloudiness over the past century is 
true, some sort of climate change seems to be taking place . With such a 
dramatic trend in cloudiness, it is logical to expect some related trends in 
other basic climate elements. Time series of precipitation data were 
examined at several locations in Colorado. Unfortunately, due to 
significant station moves, records at Denver and Colorado Springs could not 
be used for comparison. Time series for six locations in Colorado; Montrose 
and Grand Junction in west central Colorado, Fort Collins and Cheesman on 
the eastern slope of the Rockies, and Burlington and Cheyenne Wells on the 
eastern plains; are shown together in Figure 4. SIT2oothing was applied to 
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the traditiona l ly noisy precipitation time series using an 8-year running 
mean. Trends are not appar ent in these smoothed time series and 
correlations with the cloudiness time series are fairly poor . The possible 
ex ception is Cheesman where steady increases i n precipitation have been 
observed over the past 40 years . There are a number of interesting 
features, howev er, that are worthy of note. For e x ample, the cy clic 
behavior t hat prompted theories of the double-s unspot correlation with 
precipitation (Mitchell, et al., 1979) i-s very visible in the precipitation 
records on the Colorado eastern plains . This charac teristic is not observed 
in other portions of Colorado . One feature that h as been noted at all six 
stations has b een the sharp upturn in precipitation in the past decade . 
Doesken and McKee (1987 ) reported that the 1982-1986 period was the wettest 
in Colorado f o r the state as a whole since the 1920's . 

The lack of~ap~arent _cor~:~a~ion ~et':een p:ec~pitation_and cloudiness 
at f irst seems confusing and unlikely . In fact, it is tempting to assume 
that there may be some sort of a problem in one or both of the data sets. 
But wi th a be t ter understanding of the climate of this region it is possible 
to get comfortable with the idea that precipitation and cloudiness may, in 
fac e , be near ly uncorrelated for the s t ations used in this analysis. 
Figure 5 shows average monthly precipitation and av erage number of cloudy 
day s for Denve r. They , i n a crude sen se , are negatively correlated. Most 
prec ipitat i on east of the mountain s in Colorado falls during the growing 
seas on . The greatest number of cloudy day s occurs during the winter months 
when precipitation is typically low. Large percentages of the annual 
precipitation fall in just a few hours of the year from intense local summer 
thunderstorms . Therefore, there is really no reason to assume that 
increased cloudiness should cause a significant and detectable increase in 
precipitation in this part of the country . More comprehensive analy ses of 
the relationships between precipitation and cloudiness on a seasonal basis 
would be necessary to draw more meaningful conclusions. 

曲ile the relationship between cloudiness and precipitation is perhaps 
obs cure, increased cloudiness should have a noticeable effect on 
temperatures (Schneider , 1972 ; Stephens and Webster , 1981) . Time series of 
mean annual maximum and mini mum temperatures for Burlington , Fort Co l lins, 
Montrose, and Durango are assembled in Figure 6. Figure 7 combines 
information on maximum and minimums for the same four stations to show the 
mean annual diurnal range. Looking first at maximum temperatures, linear 
regression suggests that all four stations have experienced at least a 
slight warming during the past century. But, with the poss ible exception of 
Fort Collins, the upward trend has not been consistent. Records from the 
other three locations all suggest a d i scernible warming up until the 1930's 
(at Durango the warming seemed to continue into the early 1950's ) followed 
by a noticeable and consistent cooling of about 2°F over the past three 
decades. The Fort Col l ins maximum temperature time series does suggest a 
warming tendency from the early teens into the 19 30's. Little change is 
apparent since then except for some reduction in variability. Of the four 
stations shown here , Fort Collins has experienced the greatest urban growth 
in the past three decades . It appears likely that a developing urban heat 
island may be responsible for the observed differences in temperature 
characteri stics . 

Looking at the minimum temperature time series, three of the four 
stations have seen an increase in minimum temperatures during the past 
cen tury, whi l e Durango , until recently, had been on a steady decline. The 
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Figure 7 . Time series of me an annual diurnal range of temperature with 
best - fit linear regression lines for four locations in Colorado: 
Burlington, Fort Collins, Montrose, and Durango . 



rate of incre ase is much more significant at Fort Collins than at any other 
station. The mean annual minimum temperature has increased by 3°F during 
the past cen tury. At Burlington and Montrose there is some indication of 
the same patte rn that was observed in the maximum temperatures; a slight 
increase up until the 1930's followed by a decline up until about 1960. 
Since the early 1960's all stations except Burlington show a rather obvious 
increase in mi nimum temperatures . 

The time series of diurnal range (Figure 7) presents a composite 
approach for examining possible relationships between increased cloudiness 
and temperature. Considering only radiative processes, increased cloudiness 
woul d be expected to produce a decrease in daily high t emperatures while 
also producing an increase in nighttime minimum temperatures. These would 
combine to produce a decrease in diurnal range which would likely be of a 
greater magnitude than any changes in either maximums or minimums. Indeed, 
at three of the four stations analyzed, decreases in diurnal range were 
observed. Montrose, Fort Collins , and Burlington have all exhibited similar 
characteristics during the 20th Century although Fort Collins has 
e xperienced the greatest decrease. Durango, which has a higher average 
diur nal range than the other cities, has exhibited different behavior. 
Substant i al increases in the diurnal range occurred up until the 1950 's . 
Si nce the 1950's all four stations have shown decreases in diurnal range . 
Durango's unique behavior is not explained at this time. Data from a larger 
number of stations would be useful in determining if this same 
characteristic was wider spread or just a local phenomenon. Fairly complex 
changes in temperatures in mountain valleys could be expected under an 
assumed increase in cloudiness, since cloudiness greatly alters wind 
patterns and inversion formation in these regions of complex terrain. 

Di iscussions and Conclusions 

Ava i lable data on the number of cloudy days each year show that 
cloudiness has increased dramatically during the past century in Colorado. 
However, except for just the past few years, there has been no apparent 
increase in precipitation . Temperature data appear to support the increased 
clou diness time series . Stations have generally experienced an increase in 
mean temperature and a decrease in diurnal range, particularly during the 
past 30 years . 

There are enough uncertainties and local variations in the results 
shown above to cast some doubt on the results. The increase in apparent 
cloudiness is so great that, if true , more obvious changes in other climatic 
elements, particularly temperature, would be expected. There is no evidence 
that a change in definition of cloudy days occurred during the period of 
analysis, but some changes in operational procedures are known. Early in 
the record the assessment of cloudy days was likely based on only three 
point observations of cloudcover per day. This later increased to hourly 
observations with the advent of the aviation weather observation program. 
There is also some question about the interpretation of thin and opaque 
clouds t :,at is not easily resolvable from available documentation . The lack 
of obvious discontinuities in the cloudiness time series suggests that no 
abrupt ch anges in definition or policy were implemented during the period of 
record. This does not discount the possibility of a gradual change of 
interpretation over a period of time. Data do appear to be verifiably 
consistent during the past 40 years. During this period the slope of the 
increasing cloudiness trend has continued at about the same rate as in the 
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earlier years. Related temperature records, which do appear to be 
consistent over the period of record , have changed enough to add some 
credence to the cloudy day analysis. However , factors other than clouds , 
such as the urban effect apparent at Fort Collins, could e xplain some of the 
observed variations . 

Throughout this climat ological anal ysis we have div orced ourselves from 
the issue of increased greenhouse gases and potential climate change . We 
hav e simply tried to determine what, if any , evidence for climate change we 
see from basic climate records within our state borders . Since there are 
some apparent changes , it is appropriate to discuss possible cause-effect 
relationships . 

Cirrus clouds from ever-increasing jet aircraft operations are believed 
to be on the increase resulting in greater cloudy day frequencies in parts 
of the United States ( Changnon, 1981). This explanation may seem 
reasonable, as much of Colorado is under a major east-west transportation 
f l yway . But i t can not possibly apply to the entire period of record since 
the observed increase was well underway long before jets had been inv ented . 
Any tie to changes in greenhouse gases is also obscure . Many scientists 
feel cl i mate change from increased carbon dioxide should be a relativ ely 
recent phenomenon associated with the increased rate of change of greenhouse 
gases within the past three decades . However , gradual increases in carbon 
dioxide have likely been taking place over a longer period. Defining a 
cause-effect relationship is beyond the scope of this work, but the time 
scales of these two changes are sufficiently consistent to allow for some 
possible association . 

There is inadequate coherence or consistency i n the observed 
precipitation records analyzed as a part of this study to make any 
substantive statements about climate change. Temperature records , however, 
do seem to suggest a possible warming and also a reducing diurnal range 
consistent with increased cloudiness. Decreased diurnal ranges have also 
been observed over much broader regions (Karl et al., 1984). More than 
likely, changes in temperature are a reflection of increased cloudiness as 
opposed to cloudiness increasing in response to increased local 
temperatures. But again, such quantification is beyond the intended scope 
of this review . 

The prevailing public perception in Colorado in recent years has been 
that we are not as sunny as we used to be. This is consistent with the data 
we have shown. Perceptions concerning temperature and precipitation have 
been more ambiguous. What we have shown here suggests that there is reason 
for concern on the local scale about possible climate change in our 
lifetimes . But cause-effect relationships are weak enough that care should 
be taken in relating all observed changes in temperature and cloudiness in 
Colorado to increased greenhouse gases. It is important that organizations 
like ours, with good public contact, stay well informed of advances in 
research on the greenhouse-climate change issue on a national and 
international scale. It would be easy to overreact to observed trends , such 
as the cloudiness data we have shown, and lead the public into a bold 
perception of visible and dramatic climate change when, in fact , nothing of 
the sort is occurring. At the same time, it is folly to give the impression 
that the climate system is in static equilibrium and can compensate for 
everything that Man can to do it. The climate has changed in the past and 
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wil l change in the future . The closer we ob serve and monitor its 
fluctuations, the better equipped we should be for the future . 
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HYDROGLIMATIG DATA ERRORS AND THEIR EFFECTS ON THE 
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ABSTRACT 

On e of t;he basic premises of hydroclimatic investigations is that the 
data are accurate and representative. There are some hydroclimatic data 
that contain significant errors. These errors also may be biased. Extremes 
of hydroclimatic data commonly contain large and sometimes biased errors ; 
these errors are of great concern because they commonly are a major factor 
in a hydroc limatic investigation. Before a hydroclimatic investigation is 
started, it is essential to ascertain that the data or the methods (and 
equations) to be used are applicable and valid to a study area. It is 
important to identify erroneous hydroclimatic data b ecause use of these data 
~ay. res:1lt in. inv~lid. con~lusio12s in s :1~sequen~. hyd~o~lim~tic 
investigations, such as investigations of water quality , acid precipitation, 
precipitation- runoff modeling, geochemistry, sediment transport, 
avai lability of streamflow for river compacts and energy development, and 
climate change. An understanding of the source , types, and magnitude of 
hydroc limatic - data errors is essential to mitigate the effect on these 
investigations . 

INTRODUCTION 

One of the basic premises of hydroclimatic investigations is that the 
data are accurate and representative . An evaluation of the accuracy of 
hydroclimatic data is needed before accurate assessment of subsequent 
hyd：：。climatic investigations can be made . Certain questions need to be 
answered before starting a hydroc limatic investigation: 

1. Were data-measuring d~vices and data-collection techniques used 
properly? 

2 . How accurate are the data? 

3. How representative are the data? 

Extreme-value data generally are of greatest concern in subsequent 
hydroc l imatic investigations and interpretations because these data commonly 
are a major factor in these investigations ; however , these extreme data 
commonl y have the greatest errors . 

A number of studies have been done on the accuracy of hydroclimatic 
data. For example, Winter (1981) presented an excellent overview of the 
uncertainties in estimating water balance in lakes. Generally hydroclimatic 
data have small errors ; however, some data contain significant and biased 
errors. It is important to identify these erroneous hydroclimatic data and 
to determine if the data can be corrected and used in subsequent analyses . 
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Ma?y , if not most, hy droc1imatic investigations today are based on the 
assumption of stationarity ( a v ariable remains relatively constant with 
time) . Climate change is difficult to determine given the natural climatic 
v ariability. Natural climatic variations occur throughout an extensive 
spectrum of time, from days to hundreds of thousands of years; hence, 
determining that a climate change has occurred rather than natural climatic 
v ariability is difficult. Climate-change studies encompass an ex tensive 
range of hydroclimatic characteristics, such as changes in temperature , 
precipitation, mean annual streamflow, and the occurrence of floods for a 
specified time . Relevant questions about climate change are: (1) Is there 
a local or global warming or cooling trend? and (2) Are there more floods or 
droughts today than in the recent past? Detection of cl i mate changes 
requires accurate data before trend analyses can be made. Analyses of 
erroneous data may lead to invalid conclusions of hydroclimatic variations. 
The purposes of this paper are to identify several sources of error in 
hydroclimatic data, to indicate the importance of reviewing data for errors, 
and to present methods of data review. This paper focuses attention on 
errors and their effects on hydroclimatic investigations. Through an 
understanding of the errors and of the ways erroneous data are collected , 
future data errors can be minimized. 

DETECTING ERRORS IN HYDROCLIHATIC DATA 

One of the basic needs of good data collection and interpretation is an 
understanding of basic hy droclimatic principles. This is important in 
establishing and operating a data network and in subsequent hydroclimatic 
investigations . Another source of potential error in hydroclimatic 
investigations is from the inappropriate transfer of methods or equations 
beyond the area or range of· data from which they were calibrated. For 
example see Williams'(1983) discussion on improper use of regression 
equations in earth sciences . 

This section presents several examples of identified sources of error 
in climatic and hydrologic and hydraulic data and investigations of these 
data. These examples are not all encompassing; rather, they indicate the 
need for error analyses of hydroclimatic data. These errors, in most, if 
not all, examples, resulted from collecting data using the then state-of
the-art equipment, collection methods, and analyses. This paper is not a 
criticism of any study; rather it is to indicate types of errors and the 
need to review data for their accuracy. Generally, data are collected under 
the assumption (or philosophy) that some data are better than no data. 

Climatic Data 

There are several sources of error in climatic data. Because of 
limited space for this paper, only errors in precipitation data are 
discussed here . These errors in precipitation data include: (1) Equipment 
errors, (2) measurement errors, (3) analysis errors, and (4) a combination 
of these errors. 

Precipitation-gage data are subject to various types of errors. These 
errors generally are small; their tendency is to result in values that are 
too small . The most serious equipment error is the inaccuracy of 
precipitation measurement because of wind effects ; this is especially true 
for falling snow. Brooks (1938) reported that an unshielded gage may be 
75 percent or more deficient in snow catch, or 5 to 10 percent deficient in 
rain catch. The earliest documented attempt to decrease the adverse effects 
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of wind on precipitation gages was by Thomas Stevenson in Scotland in 1842 
(Brooks, 1938). Subsequently, many different devices were attached to the 
gages prior to the adoption of the Alter shield in 1937. 

About 1908 (Warnick, 1956), C.F. Marvin, then Chief of the 
Instrumentation Division of the U.S. Weather Bureau , fabricated a cone
shaped, solid-metal windshield with a top diameter of about 1 meter that 
could be attached to the top of a precipitation gage ( Fig. 1) . 
Unfortunately , this windshield had the effect of "funneling" hail and 
rainsplash into the precipitation gage. Use of the Marvin windshield 
resulted in substantially~ summer precipitation (when hail is 
common) in Leadville, Colorado, during 1919-38. Analysis of these 
precipitation data indicated that the monthly precipitation for these years 
was overregistered by as much as 157 percent of the long-term monthly 
precipitation at Leadville (Jarrett and Crow, in press) . 

The Marvin windshield was used on the official U. S. Weather Bureau gage 
in Leadville, Colorado fro:n 1919 to 1938 (Jarrett and Crow , in press ). It 
is unknovn at this time (198 7) how many other precipitation gages were 
equipped with the experimental Marvin windshield; it is unlikely that it was 
used only on one gage . Analyses of the precipitation records for the gage 
at Leadville and four neat"by precipitation gages, streamflow records , and 
paleohydrologic investigatio:is were done by Jarrett and Crow (in press). 

The precipitation rec:,rd at Leadville is an unusual and significant 
data set because it dates back to 1888 and is from a high elevation 
(3 , 100 meters) . The precipitation record at Leadville has been used in many 
hydrocli rocli□atic investigations because of this long record. Some 
investigators have interp 「,eted the "increase" in precipitation regime from 
1919 to 1938 as an indicator of a climate change . 

The precipitation records at Leadville include the largest (and record 
breaking ) higher elevation (above 2,300 meters) rainstorm (110 millimeters 
in about 1 hour) recorded in Colorado . However, this storm occurred on July 
27 , 1937 , which was during the period the Marvin windshield was used. There 
was an extraordinary quantity of hail associated with this storm (Jarrett 
and Crow , in press); their i:ivestigations indicated a more probable storm 
total of about 43 millimeters. Climatologists and hydrologists have used 
this storm for the developme:it of design rainfall . Because this storm is 
the largest and only officially recorded large rainstorm in the mountains of 
Colorado, it has a large effect on design rainfall. The results of the use 
of the Leadville data in other hydroclimatic studies are unknown. Because 
of the importance of the precipitation record at Leadville, a Marvin 
windshield has been reconstructed, installed on a precipitation gage , and 
operated next to a standard precipitation gage in Leadville since June 1987. 

There are two types of the second category of precipitation error, 
measurement error and errors associated with unsubstantiated measurements . 
Curry (1966) reported tha-: 290 millj imeters of rain fell in 24 hours in 
Mayfl ower Gulch (elevation 3,551 meters) near Frisco, Colorado, on July 31, 
1961, and that 245 millimeters of rainfall occurred in 24 hours in the same 
location on August 18, 1961. He collected these precipitation records in a 
standard ·u.s. Weather Bureau nonrecording gage from June through September 
1961. Rainstorms of this magnitude (290 and 245 millimeters in 24 hours) 
are unprecedented at higher elevations of Colorado (even one such storm) and 
in other areas have resulted in catastrophic flooding. 
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1. - -Northeast view of precipitation gages in Leadville, Colorado, 
June 1948 . Marvin-shielded gage is on the left; Alter-shielded 
gage is in the center. Photograph courtesy of the Colorado 
Climate Center, Colorado State University, Fort Collins, 
Colorado . 
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Because of these large quantities of reported rainfall, the site was 
visited to determine the extent of flooding (Jarrett , 1987). Onsite 
paleohydrologic investigations, analyses of records for nearby precipitation 
data, and inspection of nearby downstream strearnflow-gaging station records 
did not indicate that large flooding had occurred . Rather, small-magnitude 
snowmelt runoff accounted for the peak flow for the year on May 31. 
Streamflow increased slightly above base flow on August 1 . This indicated 
that the precipitation data collected by Curry (1966) were erroneously 
recorded, probably by an order of magnitude because of misreading the gage 
(Jarrett and Crow, in press) . 

The other type of measurement error seems to be attributed to reported, 
but unsubstantiated, rainfall quantities . A number of these have been 
reported. For example, Larry Lang (Colorado Water Conservation Board, 
written cornmun., 1986) reported that a 254-millimeter rainfall had occurred 
in about 4 hours during June 1984 on Wolf Creek Pass, Colorado. If this 
quantity of rain actually fell, it would have been indicated in streamflow 
records ( and as a major flood). The officia::. national Weather Service 
precipitation gage at Wolf Creek Pass recorded a maximum 24 hour 
precipitation amount of 43 mill i meters for June 1984. Streamflow records of 
streams that drain Wolf Creek Pass in the San Juan River and Rio Grande 
basins do not indicate any significant rainfall runoff during June 1984 
(Jarrett , 19 87). This reported storm is erroneous , yet it has been cited as 
a major flood-producing storm. 

The third type of precipitation error , analysis error, generally is the 
most difficult to detect because users generally are unfamiliar with the 
data or the reconstructed data . In mountainous areas or other areas where 
precipitation records are few, storm data have been reconstructed from 
streamflow data. Miller and oth ers (1978) reconstructed flood peaks of the 
Big Thompson River flood in 1976 based on rainfall -runoff analyses to 
evaluate the storm precipitation . Their objective was to enhance the 
availab l e, but sparse, precipitation data for the 1976 storm . They 
determined that it was difficult or impossible to reconcile slope - area peak 
discharges with rainfall measurements. However, point-rainfall data are not 
good indicators of basinwide rainfall for localized storms. Reconstructed 
peak discharges based on rainfall-runoff analyses generally were 25 to 50 
percent smaller than the peak discharges determined by the slope-area 
method. However, they chose to accept that the larger peak discharges were 
correct (this incorrect assumption is discussed later) and increased the 
rainfall (intensities and volume) for the storm. 

Mears (1979) used rainfall-runoff analyses to reconstruct storm 
rainfall of a 1977 "flood" in the East River tributary near Crested Butte, 
Colorado. He reconstructed a world-record-breaking rainfall that ranged 
from 168 to 207 millimeters in 10 minutes . The 1977 "flood" was a debris 
flow and the computed peak discharge of 108 to 134 cubic meters per second 
was erroneous (Costa and Jarrett, 1981). Their geomorphologic and hydraulic 
investigations of the site indicated that there was no supporting evidence 
of a large flood. They reconstructed a 1977 waterflood discharge of about 
6 cubic meters per second and a 10-minute rainf all amount of about 10 
millimeters. Debris flows and waterfloods can be identified from onsite 
investigations of the channels and the basin (Costa and Jarrett , 1981 ; 
Jarrett , 1987). 

A further problem with precipitation data may occur with point-
precipitation data. Development of regional (storm) estimates from point 
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precipitation is difficult (Winter, 1981 ) and can result •i n large errors . 
These errors result from insufficiently dense precipitation- gage network and 
from the methods used to estimate the regional precipitation (such as 
discussed above). In general, sampling errors tend to increase with 
increasing areal mean precipitation and to decrease with inc r e asing network 
density, duration of precipitation, and size of area (Winter, 1 981 ) . In one 
study, an investigator , unaware that an earlier investigator had enhanced 
( increased) the July 27, 1937 Leadville, precipitation data , enhanced the 
previously enhanced data so that the magnitude of the original data values 
was almost doubled. 

Erroneous precipitation data, regionalized precipitat i on estimates , and 
r e constructed precipitation from flood data have been u s e d in subsequent 
hy droclimatic investigations , generally without the invest i gator knowing of 
these errors or the methods used to obtain the data. This may produce 
inaccurate estimates of rainfall and flood discharges that are used in 
h y droclimatic studies . 

Hydrologic and Hydraulic Data 

There is a great potential for errors in hydrologic a nd h ydraulic data 
because of the diversity of variables. As with cl i ma tic e rrors , only 
s e lected errors are discussed. Changes in the precipitation regime wou ld be 
de tected in streamflow; hence, these changes are interre l ated . Streamflow 
v ariables investigated in climate-change studies are me a n annual flow and 
flood discharge ._ 

In the discussion of precipitation, errors in peak discharges and their 
use in reconstructing precipitation were discussed . Peak discha rges are 
computed indirectly after floods for which direct dischar ge measurements 
cannot be made because of adverse conditions. The method most commonly used 
in the United States is the slope-area method. In the slope-area method , 
discharge is computed on the basis of equations that involve channel 
characteristics , water-surface profiles, and a roughness coefficient for use 
in the Manning equation (Chow , 1959). This method requires that certain 
h y draulic conditions be met. In some streams, not all these conditions can 
be met and various assumptions are made. For example, are the stream 
conditions similar to those that were used to verify the Ma nning's roughness 
coefficient n? 

Most users of the data assume . that peak-discharge accuracy is within 
25 percent of the true discharge, and many measurements have that accuracy 
or better. However, because of problems associated with making the slope
area measurements during certain conditions, peak-discharge values may 
consistently indicate positive bias--values greater than the true discharge. 
During an evaluation of 70 slop e-area measurements in higher gradient 
streams (stream slopes greater than 0.002 meter per meter) from throughout 
the United States, peak discharges were determined to be affected by n
values, scour, expansion and contraction losses, viscosity ( including 
debris-flow problems), unsteady flow, number of cross sections , state of 
flow, and stream slope (Jarrett, 1986) . Problems due to measurement error 
commonly can be as great as or can exceed 100 percent; these can cause 
overestimation of the actual peak discharge. These problems are most common 
in higher gradient , small drainage basins; generally the errors become 
greater as stream slope increases . 
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Generally, the most erroneous peak-discharge estimates have been used 
to reconstruc t rainfall data. Their use can result in misleading max imum 
precipitation and flood discharge, erroneous flood-frequency analy ses, and 
misinterpretation of climate change. The use of these overestimated peak
discharge values (generally the cause of a flood being identified as a high 
outlier in flood-frequenc y analysis ) will result in overestimated discharges 
for a given f r equency. 

These large peak-discharge estimates also have been used to revise 
envelope curves of maximum recorded discharge for various sizes of drainage 
area . :he Committee on Geology and Public Policy (1978) has reported that 
larger f ~oods have been recorded since 1890, particularly for drainage 
basins l ess than 130 s quare kilometers . Increased maximum peak discharge 
with time has been interpreted as a climate change or the result of 
additional data collection. A number of the peak discharges that define the_ 
upper or increased envelope curve were overestimated by 50 to 100 percent or 
more (Jarrett, 1986 ). These overestimated flood discharges are the reason 
for much of the increase in the envelope curves and interpretation of 
possible climate change of increased peak discharges in certain streams. 

More and more hydroclimatic investigations, such as investigations of 
wa t er qual i t y, acid precip i tation , precipitation-runoff modeling studies , 
geochemi s try, sediment transport, availability of streamflow for river-basin 
compacts and energy development, and climate change are being done in 
mountainous regions . These investigations rely on and require accurate 
streamflow data. Most of the work done to establish methods to determine 
streamflow were done in lower gradient stream environments, generally in the 
eastern United States. Before an investigation is done, it is essential to 
ascertain that the data or the methods (and equations ) used are applicable 
and vali:i~o a study area . 

Streamflow can be measured directly by current meter or indirectly 
using hydraulic equations such as those of Manning ann Bernoulli . 頃en

making a current-meter measurement of streamflow, one of the basic 
conditions is that the velocity profile is approximately logarithmic (Chow, 
1959) . 邯en the velocity profile is logarithmic , a single-point velocity 
obtained at 0 . 6 the depth of flow is the mean flow velocity; hence, this and 
the cross-sectional area of flow are multiplied to compute streamflow . A 
logarit區ic velocity profile has b y profile has been met for most streamflow conditions 
(Chow, 1959). However, in higher gradient mountain streams, the velocity 
profile is nonlogarithmic or S-shaped (Fig. 2); velocities are less near the 
streambed and greater near the water surface than for a logarithmic velocity 
profile (Jarrett, 1985). Mean velocity in the vertical, determined by 
measuring the velocity at 0.6 the depth, consistently is too small; hence , 
discharge is too small. 

Most indirect determinations of streamflow in open channels require an 
evaluation o f the roughness coefficient, usually Manning's n. The selection 
of n values f or channels is subjective, even though there are a number of 
guidelines available (Chow, 1959; Barnes , 1967). The U. S . Geological Survey 
has done many n -verification studies to assist in the selection of n values . 
Most of this work has been in lower gradient streams . Recent investigations 
have indicated that n values in higher gradient cobble and boulder bed 
channels have been underestimated, t刃'ically by about 60 percent (Jarrett , 
1986). In some streams for normal conditions, n values have been 
underestimated by several hundred percent. This underestimation primarily 
is because there are additional energy losses ins咩eper streams than for 
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hydraulic ally similar lower gradient streams . If n values are too small, 
then discharges that are computed by using hydrat.:lic equations will be too 
large. 

SUMMARY AND DISCUSSION 

There are a number o f sources of error in hydroclimatic data. Errors 
can develop from us ing methods ( or equations) in areas for which the methods 
were not develope d or by using v alues bey ond the range of conditions of the 
original data. An understanding of these errors and the basic hydrocl i matic 
or physical principles is essential to mitigate the effect on subsequent 
h ydroclima tic i nvestigations . Erroneous data may cause erroneous 
interpretations and conc lusions in numerous hydroclimati c investigations . 
In most hydroclimatic i nvest iga tions , it is t he extreme-value data that 
generally are the major factor in the study; hence , these data need to be 
closely evaluated . 

Large errors, though cause for concern, probably are no t as important 
and significant as biased errors. With knowledge of the accuracy of the 
data, the data can be weighted on the basis of their accuracy and used 
accordingly in an investigation . Is quali t y control lacking in the 
collection of hydrocl imatic data? My evaluation of hydroclimatic data would 
indicate that there is not a lack of adequate quality control in most 
instances ; rather, certain data that are outs i de the normal range o f data 
collected need to be scrutinized more carefully. For example, the accuracy 
o f the thousands of U.S. Geological Survey peak-discharge measurements 
generally is within 25 pe::cent . However , when evaluating the largest floods 
in the United States, errors commonly are greater than 25 percent are are 
biased (consistent ly overestimated) . Accurate and representative 
hy droclimatic data are needed f or correct interpretations of subsequent 
hydroclimatic investiga::ions, including the knowledge of the correct 
stre amflow for investigations of water quality, acid precipitation , 
precipitation-runoff modeling, sediment transport , geochemistry , 
availability of streamflow for river-basin compacts and energy development, 
and climate change . 

User s of hydroclimatic data first need to review the data for 
inconsiscenc i es and pos s ible errors. Data can be checked against data for 
ne a rby sices . One method of checking data is to compare the data with other 
sources of data . An example would be if precipitation data indicate a 
trend, compare against other nearby precipitation-gage and streamflow-gage 
data. A comparison of the methods and equations based on the data in order 
to establish the range of applicability will help minimize erroneous results 
from extrapo l ation . 

Finally , and particularly for extreme-value data , it would be desirable 
to review che original source of data for qualification statements on the 
accuracy of t he data. In some i nstances the original source of the data 
indicate that the data are so erroneous that they should not be used . 
However these data are in use in the literature . Are significantly 
erroneous data worth publishi ng? Th is question can be used for further 
dj 1scuss1on. 
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1 Abstract 

Th i s short paper discuss e s two approaches to permit the interpolation 
o f GCM model results down t o l ocal scales . The first approach uses a 
s ynoptic classification of GCM output to cons s:ruct dominant large scale 
we a ther scenarios from which loc al scale model simulations can be performed. 
The second approach links t h e GCM model output to t wo-way mul t i ple 
i n terac :: ive nume 「 ical model grids which telescoped。｀n t。七he local sca le . 
Th e local scale models in both cases include deta i led terrain , and 
vegetation an d soil represen tations of the area . Vegetat i on changes due t o 
c limate change can assist in the estimation as to •,1hether alterations i n the 
biosphere can mitigate climate change perturbations ( i . e . , the Lovelock Gaia 
hypothes is) . 

2 I nt:roduction 

Climate global circulation models (GCMs) have been effect ive at 
focusing attention on potent i al long-term changes in global climate ( e . g . , 
s ee the Schlesinger et al ., 1985 excellent review). Unfortunately , however, 
these models have not yet attained sufficient spatial resolution to target 
specific geographic areas , nor have they included a number of important 
physical feedback mechanisms . 

Thi s short paper discusses two approaches to permit the interpolation 
of GCM model results down to local scales . The first approach uses a 
s ynoptic classification of GCM output to construct dominant large scale 
we ather scenarios from which l ocal scale model simulations can be perf ormed. 
Th e second approach links the GCM model output to two-way mult i ple 
interac t ive numerical model grids which telescope down to the local scale. 
The local scale models in both cases include detailed terra i n , and 
vegetation and soil representations of the area. Vegetation changes due to 
c l imate change obtained from ecosystem models can assist in the est i mation 
as to whether alterations in the biosphere can mitigate climate change 
perturbations (i.e ., the Lovelock Gaia hypothesis; Lovelock, 1979) . 

在e final section of the paper lists several physical mechanisms which 
need to be added to GCM simulations before the model results could be 
accepted as definitive . Also discussed are additional tests which need to 
be performed to demonstrate the credibility of the GCMs . 

3 Synoptic Classification Using GCM Output 

Pielke et al . (1987) discussed a procedure to type synoptic wea t he r 
u s ing conventional large scale weather analyses . Illustrated in Figure 1 1, 

1Figure 1 and Tables 1 and 2 a r e reproduced from Pielke et al. (1987) . 
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Figure 1. Synoptic classification scheme illustrating typical (a) summer 
and (b) winter patterns . 
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the do□inant zones within major midlatitude weather systems are identified. 
Table l1 and 姸 summarize major attributes of each synoptic category. 
Several investigations have used this synoptic categorization to analyze 
local climatology. In Yu and Pielke (1986), for example, the frequency and 
duration of these synoptic classes for a five-year period between October 
and May in southern Utah were determined as part o f an air quality study. 
Pielke et al. (1986) have used these synoptic categories, and subclasses 
related to surface synoptic geostrophic wind speed and direction within each 
category, to estimate worst case air pollution dispersion situations over 
sou thern Florida. Garstang et al. (1980), and Lindsey (1980), where this 
synoptic classification procedure was first introduced, determined the daily 
frequency of the different synoptic categories for a 10-year period along 
the Atlantic and Gulf coasts of the United Scates. Lindsey and Glantz 
(1984, 1986) used this approach to characterize 1oca1 meteoro1ogy at nuc1ear 
~acili~ies. Snow (~981) applie~ . the . synoptic c~assificat~on _sc~eme.t? 
determine representative cases to integrate a mesoscale meteorological model 
in order to estimate wind energy potential for regions along the Gulf of 
Mexico and Atlantic coasts of the United States. It was found for that 
study that only three integrations for each site of the mesoscale model were 
needed to characterize the wind energy available . Recently Stocker and 
Pielke (1987) have added two categories (corresponding to the monsoon trough 
and eastern side of the subtropical ridge) for application to the western 
United States. 

Pielke et al. (1987) discussed the applic ation of this synoptic 
classification scheme to define frequency of oc currence of major weather 
features as related to the polar front, and to use the frequency of times a 
location is poleward of the front to meteorologically define seasons. An 
example of the use of this technique was presented using 10 years of data 
from the Atlantic and Gulf coasts of the United States. 邯ile the frequency 
of the specific types of major synoptic weather features vary with latitude, 
the meteorological definitions of season was found to be comparatively 
invariant with latitude (differing by no more than a month) for this 
geographic area. Using a meteorological definition, the average winter 
occurs from late October or early November to late March or early April 
in the geographic region studied. Summer is from late May to early June 
until late August or late September. Changes in climatic conditions do not 
occur as just a gradual change in temperature or in the amount of 
precipitation but rather in the frequency with which a given region is 
subjected to the dominant synoptic systems. The net result of the 
aggregation of synoptic systems yields climate. If the aggregation changes, 
climate changes. Thus by using GCM model ou亞ut and typing the weather 
categories in a climate change scenario, representative cases within each 
scenario can be used to integrate a numerical mesoscale model in order to 
assess~ changes due to GCM simulated large scale 
climate changes. 

With the finest spatial resolution of about 2° x 2° (222 km x 222 km) 
in GCM models, it is impossible to adequately resolve features with a scale 
of 4t::,.x or smaller (i.e., 888 km x 888 km), as discussed in Pielke (1984, 
Chapter 10) and elsewhere. Therefore, it will be impossible to properly 
simulate local climate effects due to only information from a GCM simulation 
of a change in climace. Using the synoptic classification approach, 
however , it will be possible to integrate down to local scales using the 

1Figure 1 and Tables 1 and 2 are reproduced from Pielke et al. (1987). 
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Table 1. Synoptic classification scheme (from Pielke, 1982; modified from 
Lindsey, 1980). 

Category Air mass Reason for categorization• 

mT 

2 
mT/cP. mT/cA, mP/cA 

3 
cP : cA 

4 
cP; cA 

5 
mT 

In the warm sector of an exrratropica/ cyclone. In this region the thickness and 
vorticity advection is weak with little curvature to the surface isobars. There is 
limited low level convergence with an upper level ridge tending to produce 
subsidence. Southerly low-level winds are typical 

Ahead of the warm front in the region of cyclonic curvature to rhe surface isobars 
Warm air advecting upslope over the cold air stabilizes the thermal stratifica tion. 
while positive vorticity advection and low-level frictional convergence can add to 
the vertical lifting. Because of the warm advectio n. the geostrophic winds veer with 
height. Low-level winds are generally north-easterly through south-easterly 

Behind the cold front in the region 司 cyclonic curvarure to the surface isobars 
Positive vorticity advection and negative thermal advection dominate. with the 
resultant cooling causing strong boundary layer mixing. The resulting thermal 
~ratifica_tio_n in the lo~er troposph~re _i~ n:~tral, or ev:n slightly, superadiabatic. 
Gusty winds are usually associated with this sector of an extra tropical cyclone. 
Because of the cold advection, the geostrophic wi.nds back with height. Low-level 
winds are generally from the north-east through south-west 

Under a polar high in a region 司 anticyclonic curva/1/re to the surface isobars 
Negative vorticity advection. weak negative thermal advection and low-level 
frictional divergence usually occur. producing boundary layer subsidence. 
Because of relatively cool air aloft, the thermal stratification is only slightly 
stabilized during the day, despite the subsidence. At night. however, the relatively 
weak surface pressure gradient associated with this category causes very stable 
layers near the ground on clear nights due to long-wave radiational cooling. The 
low-level geostrophic winds are usually light to moderate varying slowly from 
north-westerly to south-easterly as the ridge progresses eastward past a fixed 
location 

In the 1•icinity of a subtropical ridge where the vorticity and thickness advecuon. 
and the horizontal pressure gradient at all levels are weak. The large upper- level 
ridge, along with the anticyclonically curved low level pressure field . produces 
weak but persistent subsidence. This sinking causes a stabilization of the 
atmosphere throughout the troposphere. Low-level winds over the eastern Uni ted 
States associated with these systems tend to blow from the south-east thro ugh 
south-west 

• This discussion applies to northern hemisphere. 
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Table 2. Overview of meteorological aspects of the 5 synoptic categories 
illustrated in Figure 1 which can be directly obtained from 
synoptic surface analysis (northern hemisphere) (adapted from 
Forbes and Pielke, 1985 and Pielke et al., 1986). 

Category 
Characteristics Cate`°, I 4 

Category mT. mT/cP.mT/cA,mP 'cA. cP.cA. cP.cA. mT 
Cla` ln the warm sector of an Ahead of the wann front Behind 1hc cold front in Under• polar high in a In the vicinity and west 

c:xtratrop1cal cyclone in 1hc region of cyclonic 1hc n:gion or cyclonoc region of anticyclonic of a subtropical ridge 
curvature at the surf ace curvature to the surface O』N:lturc at the surf at::e 

,soban 

Surfac wi ' ds 8,nk SW surface wind> Light to moderate SE to Sorong NE 10 SW surface Light and vanable Light SE to SW winds 
ENE surfaa: winds winds w,nc..s 

Vcrt,cal raot1ons Weakening synoptic Synoptic ascent due lo S~nopuc a.scent due to Synoptic descent 1duc: to Synoptic subsidence 
descent as the cold front warm advccuon a.nd posu1ve vortic,ty warm advccuon and1or (dese<nding branch of 
approaches negalwe vo rt iC1[y advecuon aloft (in this ncgau vc vorticity the Hadley cell) Descent 

advccuon aloft becomes region 1his asccnl more advcct1on aloft) becomes stronger as you 
函iuve vonicity than compcn1.1tcs for approach the ndge axis 
advcct1on alon closer J̀C descent due lo cold 
to low center. re1ultm1 3dvccuon) 
'n enhano~ ``UcaI 
motion 

Tcmperarurc LiIIle tcmpcmlUre Warm adv«uon above C,;,ld advcctioo at the Weak temperature Weak temperature 
aJ` ùon 出｀｀IOna, lhc mrfacc !he frontal mvcn1on surt·acc advc:uon at the surface advcction at the surface 
lnvcn1on Weak synoptte Boundary layer c;ippcd ` pIanc`' 

Synoptic sul»1dcnce Synoptic subsidence 
u bs1dcncc 1nvcrs1on by 「rontal inversion boundary layer mvcn1on and/or wann Invem1on 
Cilps plancury advcct1on aloft create an 
boundary layer ,nvcmon whicb caps Ihe 

planetary boundary 
layo 

Diurnal vJnauon Moderate diurnal L111lc diurml variab1li1y Little diurnal vanabllity In 1tc a如nee of snow Modcr:itc J1umal 
1n boundary- onab,li,y In Ihe m boundary-layer in the boundary-layer cover．远au` of clcar va nability in boundary• 
layer stability boundary-layer slab1hty stab1hty because o( stability because of skie, and hghl wands. layer stab血y

cloud cover strong winds and there 1s large di urna l 
dnlab1hzing of van3 bility 1n boundary-
boundary layer by cold layer s1ab1hty 
ac\·ecuon 

O,umal vanation Moderately unstabk SUbly SImufied surfao Near neutral surface Wc`1y Io modcmIcIy Modcr.11cly 10 SlrongJy 
\n surfaccbym surface layer dunng the la)'Cr day and rugltt layer day and n1gh1 uns~b~ surface layer unsL.able surface layer 
stab1hty dav dun■& the day unless dunng the day 

Moderately s,able !now cover p亞nt or Moderately to strongly 
surface layer during the low Sun angle. 1n which stable surface layer 

`ghl case surface layer 1encs dunng lhc night 
to be stably stratified. 
Very stable surf au layer 
aIn心1

Hum心ty Ortcn humid 1n relauvc Often dry 1n a如Jute 0可 1n the abso1u` Dry in the absolute Humid in n:lauvc and 

｀刁rthe s`f3O: andabsolu` `n` `r.SC. buIhum` lD sense, usually dry 1n the `n止． humid in the absolute sense 
mIa1we `n` rc lauvc`函 tlaL` `n` ` 

mghUdm,n reIauve 
`n`dunn` the day 
uttpl when ground i> 
sno``°vemd 

Cloud CO\'er Clear to 內nly cloudy Mostly cloudy 10 cloudy 函l0scattad or Cleat uccpt tendency Day· scattered fair 
止」o c`cplncar `u.aII broken shallow 「or r,g al night weather cumulus 
lines to medium dcptb N,ghI clear 

convec:uve clouds (except near the mc,o5Ca.1c 
systems lis ted below) 

Oommanl Squall li nes E"'bedded lines o 「 Fore這 airflow over Mountain•vallcy nowl. Mount:un-valley flows. 
mO0SCaJe convccuon rough tcmlin systems. land•sca breezes. urban land•sca breezes. urban 
systems Ia`e eITc`"。rm` circulations llhermall)• orculauons (thermally-

fo亟 sys1em" fon:cd sySlcms) 

Pffl:tpilallOn Orgam亡 1ino of OOen stable clouc typn Medium lo s比IIo` No pr<cipitauon Shallow low convccove 
types convective precipitALion and pr<cip1tation. dcpch convcccivc clouds. clouds with deeper 

°`m訌t in general showery pr<C1pitation convective clouds and 
P~可ntation organi.zcd 
by 1hcrmally 「orecd

moo`ale systems sucb 
as listed above 

Ventilation Modcratc to good Poor ventilation of lo冑 E`=1Ic:nt venI1lation Night or snow<ovc潯 Day moderate to good 
vcnulauon l<><:1 (i e below 「rontal ground. poor ventilation vcnulation 

imemion) emi`ioDS Day poor to modcraie Night· moderate to poor 
ventilation ventilation 

｀中叩tion Dry dcposilion cxccpl Dom1na1cd by wet Dry deposition e,cept in Dry deposition Dry deposition CXC%pt 
we< deposilion in deposi tion sbowm` wet dcpos1 t1on m 
showcn showers and 

thundcmlOnns 

Transpon Long range Lon畠「anae above Lon` ran霨 More local as you Mo~ local..you 
1n't·en1on approach the ccnlre oi approach the centre of 

I七 polar high the subtropical high 
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synoptic categories and a physically sophisticated mesoscale meteorological 
model . Such a modeling approach has the advantage of being able to 
represent terrain feature which do not currently occur in a region, such as 
glaciers, snowfields, and different types of vegetation . In addition , GCM 
predictions of ,prevailing wind flows different from those found currently 
could be realistically represented since the model is based on fundamental 
physical concepts . Greenhouse gas effects could similarly be included. 

In summary, GCM model output can be quantitatively evaluated in terms 
of synoptic categories. Using grid point data from the GCMs the following 
quantities can be used to define categories (illustrated here for 
midlatitudes): 

• Category 1: 

- cyclonic 1000 mb height curvature; negligible 500 mb vorticity 
advection ; and negligible 700 and 850 mb temperature advection; 
equatorward of polar front 

• Category 2a : 

- cyclonic 1000 mb height curvature; positive 700 and 850 mb 
temperature advection; negative 500 mb vorticity advection; 
poleward of polar front 

• Category 2b : 

- cyclonic 1000 mb height curvature; positive 700 and 850 mb 
temperature advection; positive 500 mb vorticity advection; 
poleward of polar front 

• Category 3: 

- cyclonic 1000 mb height curvature; negative 700 and 850 mb 
temperature advection; positive 500 mb vorticity advection; 
poleward of polar front 

• Category 4a : 

- anticyclonic 1000 mb height curvature; negative 700 and 850 mb 
temperature advection; negative 500 mb vorticity advection ; 
poleward of polar front 

• Category 4b: 

- anticyclonic 1000 mb height curvature; positive 700 mb and 800 mb 
temperature advection; negative 500 mb vorticity advection; 
poleward of polar front 

• Category 5: 

- anticyclonic 1000 mb height curvature; equatorward of polar front ; 
west side of a subtropical ridge's north-south axis 
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• Category 6: 

- anticyclonic 1000 rnb height curvature; equatorward of polar front; 
east side of a subtropical ridge's north-south axis 

• Category 7: 

- cyclonic 1000 rnb height curvature; equatorward of polar front 

Within each category, average wind speed and direction, average 
temperature and moisture soundings, and their standard deviations would be 
used to set up the initial conditions for the mesoscale meteorological 
model . 

To obtain the synoptic categories, the GCM models must be integrated 
with seasonal cycles in order to provide the most accurate climate 
estimates. The integration of GCM models for many days with frozen external 
forcing in order to obtain "equilibrium conditions" is unrealistic. The 
real atmosphere is not in equilibrium since che solar input changes 
continuously throughout the year. 

4 Telescoping Nested Grids 

The use of GCM model output to provide boundary conditions for a 
regional-mesoscale nested grid model is an effective technique to link 
climate changes from a global model to what is expected to occur on a local 
scale. Such nested models are becoming state-of-the-art. One such example 
is the Regional Atmosphere Mesoscale Model (RAMS) reported most recently in 
Cotton et al. (1987) where the nested approach was applied on the large eddy 
simulation scale. Cram and Pielke (1987) describe a one-way nested version 
of RAMS used to link National Meteorological Center (NMC) analyses on a 
large scale to a regional-mesoscale nested grid simulation of a major 
snowstorm in Colorado. 

This approach has the advantage of being able to include detailed 
terrain, vegetation characteristics, and details of glaciation, if present, 
which are necessarily lacking in the GCM model because of its lack of 
resolution. The mesoscale model can even be linked to an ecosystem model in 
order to investigate the interaction between local climate and the 
biosphere . Local summer snowfield effects on the surface energy budget can 
also be included if they develop in the local scale model. Such snowfields 
will have a major effect on local climate because of changes in albedo that 
result. 

The cost of a nested model simulation for several hundred years is 
greater than that of the GCM alone but is feasible with state-of-the-art 
supercomputers. An example of a grid which could be applied to simulate the 
grassland-forest boundary in the central United States is presented as 
Figure 2. 

A statistical model correlation between GCM output and local weather 
cannot be applied for general climatic change since a regression model can 
only be expected to be accurate for the same range of input-output 
conditions for which it was developed. Even for that case, the model should 
be tested against an independent data set. When the input parameters fall 
outside of the data used to construct the regression, nonlinear effects can 
cause the regression estimate to be in serious error. Thus for future 
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Figure 2 . Illustration of telescoping interactive grid nests used to 
simulate prairie-deciduous forest boundary in the central United 
States. Boundary conditions for coarse grid A comes from a GCM 
simulation . 
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climate scenarios since no data, of course , exists such a model is likely to 
be insufficient since no analog is available to correctly construct such a 
tool . 

Similarly, objective analysis models which obtain output from a GCM 
model are able to provide efficient estimates of the effect of complex 
topography on winds only for very restricted atmospheric conditions (see 
Pielke, 1985). Only a dynamically complete meteorological model such as 
RAMS is able to represent the complex interactions between the surface and 
the overlying atmosphere. 

5 Missing Physical Feedback Mechanisms in GCMs 

The influence of a number of physical processes in GCMs makes 
interpretation of their resul ts tentative . Such models, for example, do not 
represent changes in the average earth's albedo due to anthropogenic aerosol 
pollution which can alter the albedo of the atmosphere directly, or when the 
aerosols are entrained into cloud droplets . A greater concentration of 
aerosols which serve as cloud condensation nuclei can make the clouds 
colloidally more stable, thereby allowing the clouds to persist longer, thus 
contributing to a larger planetary albedo for short wave radiation. 

The dynamic accuracy of GCM models have not been adequately tested. 
Such models need to be used to predict short-term weather changes since 
skill at such forecasts is essential if the models are to demonstrate a 
numerical fidelity in simulating wave-wave interactions. If GCMs have 
insufficient spatial resolution or physics to forecast weather as accurately 
as current operational weather numerical weather prediction models, what 
confidence should be placed on their skill at predicting long'-term climate 
change? Long-term climate is made up of a cumulation of day-to-day weather. 

6 Summary 

This short paper discusses two approaches to permit the interpolation 
of GCM model results down to local scales . The first approach uses a 
synoptic classification of GCM output to construct dominant large scale 
weather scenarios from which local scale model simulations can be performed. 
The second approach links the GCM model output to two-way multiple 
interactive numerical model grids which telescope down to the local scale. 
The local scale models in both cases include detailed terrain, and 
vegetation and soil representations of the area. Vegetation changes due to 
climate change can assist in the estimation as to whether alterations in the 
biosphere can mitigate climate change perturbations (i.e., the Lovelock Gaia 
hypothesis). 
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PREDICTION OF REGIONAL AND LOCAL ECOLOGICAL CHANGE FR.OK 
GLOBAL CLIMATE MODEL RESULTS: A HIERARCHIAL MODELING APPROACH 

1 2 2 Timothy G. F . Kittel~,- and Michael B. Coughenour 

1 . Introduction 

Ecological impacts of increasing levels of greenhouse gases are likely 

to be far - reaching and multifaceted . Both the climatic effects of rising 

concent rat i ons of greenhouse gases and the direct physiological effects of 

e levated co2 are ant icipated to have plant through ecosystem level 

c onsequences (Lemon 1983 , Bazzaz 1986, Oechel ari.d Riechers 1986, Solomon 

1986, Bolin et al . 1986, Shands and Hoffman 1987, Pastor and Post 1988, 

Schimel et al. 1988) . Such ecological changes are expected in turn to have 

feedbacks to climate through their effect on biophysical properties of the 

l and s u rface (Dickinson 1983, 1985) and on biogeochemical processes that 

generate greenhouse gases (Bolin 1984) . 

The modeling of e c osystem processes will play a central role in 

prediction of such eco logical change. Simulation of ecological change can 

i dentify t he response of key ecosystem processes to novel climatic 

conditions and atmospheric chemistry. Key processes include those with the 

potential for (1) extra-regional to global ecological impacts (e . g. , through 

changes in drainage basin nutrient effluxes or changes in the distribution 

of biomes) , (2) socio - economic impacts (e . g ., through changing forest, 

r ange , and crop production), and for (3) feedbacks to climate (e . g., through 

changes in albedo, transpiration , and trace gas production) . Identification 

of ecological processes with high sensitivity to CO') and climate change will 
2 

aid in designing strategies for change detection . 

1 
Cooperative Institute for Research in the Atmosphere , Colorado State 
University, Ft. Collins, CO 80523 
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Prediction of ecological response to CO,, and climate change will 
2 

require (1) simulation of the interaction of different ecological processes 

at multiple temporal scales and (2) translation of climatic and ecological 

responses to finer or coarser spatial scales . The first requirement i s 

dictated by differences in response times of physiological, community , and 

ecosystem processes . The second requirement arises from the need to both 

scale down global climate model results to reflect biologically important 

geographical variation in surface climate and to scale up ecological 

simulations to assess socio-economic impacts and biological feedbacks to 

climate on regional and global scales . 

In this paper, we present a hierarchial modeling approach for meeting 

these requirements in which information is passed between models of 

different spatial and temporal resolutions . A hierarchial approach allows 

for processes simulated at one scale to be limited by processes modelled at 

coarser scales while being sensitive to processes modelled at f i ner scales 

( Simon 1962, Rosen 1971, Allen and Starr 1982, O'Neill et al. 1986) . Figure 

1 shows examples of models that can be used in a hierarchial framework to 

model climatic and ecological dynamics of the North American Central 

Grasslands. Such a framework can be used to address questions of change 

over a range of scales , e.g . subcontinental , regional , or site scales and 

century , annual, or daily response times . We present an overview of this 

approach in the next section and discuss its application in Sections 3 and 

4. 

2. Hierarchial Modeling 

a . Background 

Mechanistic plant physiological models with enough detail to represent 

plant response through several life cycles , for several biomes , have been 
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HIERARCHICAL LEVELS AND MODEL DOMAINS 

DOMAIN 
ATMOSPHERIC 

MODELS 

GLOBAL GENERAL 

CENTRAL GRASSLAND REGION 

SHORTGRASS STEPPE 

CENTRAL PLAINS 
EXPERIMENTAL RANGE 

CATENA 

PATCH 
OR STANO 

SINGLE 
PLANT 

CIRCULATION 
MODEL 

REGIONAL 
ATMOSPHERIC 
MODELING 
SYSTEM (RAMS) 

MESOSCALE 
VERSION 
OF RAMS 

ECOLOGICAL 
MODELS 

ECOSYSTEM 
MOOEL , 

CENTURY 

COMMUNITY 
MODEL : 

STEPPE 

PHYSIOLOGICAL 
MODEL : 

GRASS 

Figure 1 . Hierarchial levels and spatial domains of atmospheric and 
ecological models discussed in the text . 
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suggested as forming the core of the needed tool for predicting the 

ecological impacts of co2 and climate change (Strain and Bazzaz 1983). 

Other suggestions include a "generic" or universally applicable model of 

plant growth (Reynolds and Acock 1985) and a model that starts out with a 

detailed analysis of the physiological responses of two species, then 

subsequently becomes a model of a multispecies community through stepwise 

model extension, validation, and refinement (Bazzaz et al. 1985). However, 

serious attention needs to be given to problems of scaling up physiological 

responses at small scales to ecosyst~m level responses (Shugart and Emanuel 

1985). 

Existing models can be modified to address the problem of ecosystem CO 
2 

and climate change responses individually. This fragmented approach would 

probably provide an inconsistent or confusing set of predictions because 

individual models are constructed for different purposes and consequently 

cannot be expected to give comparable predictions for all situations. 

Individual models are also constructed at widely differing spatial and 

temporal scales. Failure to consider scale differences sometimes results in 

different predictions of the same apparent phenomena (e.g., Clark 1985, 

Jarvis and McNaughton 1986, Belsky 1987). 

T,,Je know of no modeling systems available at present that explicitly 

synthesize predictions at scales of leaves, plants, communities, ecosystems, 

and regions, although paradigms have been proposed (Senft et al. 1987, Urban 

et al. 1987, French 1986, Clark 1985). Reiners (1986) recently expressed a 

similar need for multiple complementary models of energy, nutrient, and 

community level phenomena. Urban et al. (1986) suggested that a 

hierarchical model is the best vehicle to reconcile traditional bottom- up 

and top-down approaches to systems analysis. Olson (1986) similarly 

proposed a nested array of large-scale models which begins with middle -
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number systems, scal i ng upwards by looking at populations of landscape 

subunits or downwards for finer analysis . The idea of developing a modeling 

paradigm in systems ecology analogous to the compound or zoom microscope, 

zooming in and out of different scales, is particularly intriguing (Shugart 

and Smith 1986) . 

b. Approach 

The time step of a model must be scaled to the t urnover rate of its 

state variables. If, however, a model contains state variables wi t h a wide 

range of turnover rates, the model might be most appropriately represented 

as a hierarchy of interacting submodels having different time steps . - In 

s uch a hierarchial model , coarse and fine scale processes interact : slowly 

changi ng variables constrain rapidly changing variab les, while filtered 

variations in rapidl y changing variables modify slowly changing variables 

(Fig . 2a) . 

For example, in the plant physiological model GRASS (Coughenour et al. 

1984a, 1984b, Coughenour 1984) , leaf mass is a state variable that changes 

every day . This slowly changing variable is entered as a constant into 

hourly calculations of photosynthesis and minutely calculations of transpir

ation . Thus, leaf mass constrains total photosynthesis and transpiration. 

Conversely , minute-scale variations in stomatal conductance are averaged 

(i . e . filtered) to calculate hour - scale variations in photosynthesis. 

Hourly photosynthetic uptake is in turn summed to calculate daily 

assimilation, translocation, and growth, affecting leaf mass . In this 

manner, leaf mass is sensitive to variations in stomatal conductance. 

In a model hierarchy, information exchange between models operating at 

diff erent scales can be facilitated by using a model at a given level to 

parameterize a coar ser scaled model or to drive a finer scaled model. 

Output from a fine-scale model can be filtere d to fonn parameters used in a 
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A. 

三I COARSEM55ttLUTI0N I| ——可
MODEL PARAMETERS SLOWLY-CHANGING VARIABLE | °UTPUTS 

LARGE SCALE PROCESSES ---－－－－－仁享］－－－－－－－－磁四Ai這磾薴－－－－－－－一一－－－十－－－－－－－－－－
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Figure 2 . Hierarchial linking of models . a , Exchange of information 
between two differently scaled models: Scaling down is 
facilitated by using a coarse resolution model to generate 
conditions to drive a fine resolution model, and scaling up is 
achieved by filtering output from a fine resolution model to 

coarse resolution model. b , parameterize a coarse resolution model. b , Zooming in and 
zooming out: Periodic invoking of a fine resolution model and 
reparameterization of a coarse resolution model. 
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coarse-scale model. Filters can be simple, such as sums or averages, or 

compl ex transformations of high resolution data (Allen and Starr 1982). A 

coarse-scale model can in turn be used to generate an environment or a set 

of initial conditions for a fine-scale model. For example, a plant 

community dynamics model with an annual time step can be run for five 

hundred years to generate a canopy structure that is used as initial 

conditions for a daily time step model of individual plant photosynthesis. 

Such downscaling (or zooming in) is apparently a far less common technique 

than upscaling (zooming out) in systems modeling. 

Information exchange between two differently scaled models can be fully 

interactive, as illustrated in Figure 2a. In simulating a multiscale 

response over very long time periods, such interactive coupling need only be 

invoked periodically (i.e . with a long time step) if parameters in the 

coarse scale model are expected to change slowly (Fig. 2b). For example, in 

a simulation run of plant community change under changing CO,, and climate 
2 

conditions, growth rate modifiers in the community model can be 

reparameterized every 50 or so years by zooming in to the plant scale, 

running a plant physiological model to generate new modifiers, and then zoom 

back out to the community level. 

The hierarchial modeling approach can be applied to simulating the 

ecological impact of global climate change and of atmospheric co,, enrichment 
2 

in two stages: (1) modeling regional climate response to global climate 

change and (2) modeling ecosystem response to elevated co,, and regional 
2 

climate change. 
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3. Modeling Regional Climate Response to Global Climate Change 

A major problem with using of GCM results as inputs to ecological 

models is in translating the coarse spatial resolution climate model output 

(e.g., 3.9° latitude x 5° longitude grid, -400 km square in the mid

latitudes) to a finer resolution closer to the scales of ecologically 

significant spatial variation in surface climate. Interpolation (e.g., by 

kriging) of GCM surface climate results to finer scales is limited by 

subgrid-scale heterogeneity in topography, vegetation, and other 

envirorunental factors that modify regional climate. Alternatively, GCM 

output fields of upper air circulation , pressure, temperature, and moisture 

can be used to drive a regional or mesoscale atmospheric model that can 

generate a higher resolution view of temperature and precipitation 

distribution (see Figs. 1 and 3). Such models include the Pennsy~vania 

State University/NCAR Mesoscale Model (Anthes and Warner 1978) and the 

Colorado State University Regional Atmospheric Modeling System (RAMS) 

(Cotton et al. 1987, Pielke 1974). This method, involving the nesting of 

GCM and finer scaled atmospheric models, is discussed by Pielke (1988) in 

this volume. 

The higher resolution models have the ability to interpret coarse 

resolution atmospheric fields at finer spatial scales by accounting for the 

effects of sub-GCM grid scale atmospheric and land surface processes. These 

include the effects of subregional topography on synoptic circulation (Cram 

and Pielke 1987) and on the development of mesoscale circulations (Abbs and 

Pielke 1986). Surface contrasts in evapotranspiration, albedo, and 

roughness arising from vegetation distribution patterns also have important 

effects on mesoscale circulation and are simulated by these models (Segal et 

al. 1988). 
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scales needej for the prediction of regional ecological response 
to climatic effects of rising concentrations of greenhouse gases 
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In the nesting of these models, the GCM data required to drive 

regional/mesoscale models must have a high temporal resolution (e . g. , hourly 

or twice-daily). This is because longer term data of circulation parameters 

(e.g., monthly means) do not have the temporal information needed to 

determine monthly precipitation . High temporal resolution climate data (or 

derived frequency statistics) are additionally of value because they can be 

used by some fine-scale ecological models. 

Together, GCMs and regional and mesoscale models form a hierarchial 

framework within which climate change can be examined at a range of scales . 

Regional (e . g ., 50-100 km) through mesoscale (e . g ., 5 - 20 km) resolution 

climatologies can be developed for GCM lxCO,., and 2xCO,., equilibrium climate 
2 2 

simulations (e . g., Hansen et al. 1984, Washington and Meehl 1984, Wetherald 

and Manabe 1986) or for simulations of transient climate change (e . g . , 

Schlesinger 1988, this volume). These high spatial resolution climatologies 

can be used to drive ecological models for the prediction of the impacts of 

climate change across regions such as the North American Central Grasslands 

(see Section 4.b) . The hierarchial nesting of atmospheric models is also 

being used by Dickinson and colleagues (Dickinson et al. 1987) in a study of 

past, present, and future hydrology of the Intermountain West. 

4. Hierarchial Modeling of Ecological Response 

a. Overview 

A hierarchial ecological modeling system that can simulate response to 

co2 and climate change must have a set of levels (Fig. 3) ranging from those 

that can utilize regional/mesoscale climate inputs to those that can account 

for changes in physiological responses . Models of ecosystem nutrient 

dynamics that focus on the role of climatic and other envirorunental 

variables with large scale (e.g . regional) gradients are well suited for the 
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study of the impacts of regional/mesoscale climate change (Schimel et al. 

1988). In such models, physiological and other rapidly changing processes 

are commonly treated empirically rather than mechanistically. Consequently, 

major changes in environmental conditions with time , such as ambient CO 
2 

concentration and communi ty structure, may dictate model reparameterization. 

Reparameterization can be accomplished by running a plant physiological 

mode l and other fine-scale models at periodic intervals . A community 

dynamics model can be run in parallel to ecosystem model simulations to 

change community makeu? and density used in the ecosystem model and/or the 

physiological model . Th-e hierarchial linking of a regional ecosystem with 

the longer time step community and shorter time step physiological models 

will facilitate the predict i on of ecological change over a range of spatial 

and temporal scales . 

b. Example 

Figures 1 and 3 show a set of ecological models that can be 

hierarchically linked to predict the impacts of global atmospheric CO,., and 
2 

climate change across the North American Central Grasslands . CENTURY 

(Parton et al. 1987) is a regional grassland ecosystem model. The model 

successfully simulates biogeochemical cycling of C, N, and other nutrients 

through plant, litter, and soil reservoirs (Parton et al . 1987, 1988). 

These processes are modeled with a monthly t這e step with inputs of monthly 

temperature and precipitation. For different soil types and land management 

practices, CENTURY has the potential ability to make predictions of future 

regional changes in ecosystem dynamics, includi ng (1) primary production, 

(2) decomposition and mineralization rates, (3) soil carbon (addressing the 

question whether the soil becomes a source or sink for C), and (4) biogenic 

trace gas production (such as NO and other important greenhouse gases) 

(Schimel et al. 1988). However, the application of CENTURY to CO,., and 
2 
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climate change is partially limited by its simplicity. For example, primary 

production is empirically predicted from monthly rainfall and available 

nitrogen and is not directly affected by co2 or temperature. In addition , 

model parameters for plant processes are generalized for the plant 

community. 

CENTURY's formulation can be refined and its domain expanded to 

encompass future envirorunental conditions (such as elevated CO')) by basing 2 

its parameters on filtered results of multiple simulations of a fine scale 

plant physiological model, such as GRASS (Coughenour et al. 1984a ,b, 

Coughenour 1984) (Fig. 3). Described in part in Section 2, GRASS is a high 

resolution plant stand model suitable for examination of short-term , 

mechanistic plant responses to CO') and climate (McNaughton et al. 1986) . 
2 

Simulations with GRASS to parameterize CENTURY can include factorial runs 

for the effects of varying co2, temperature, rainfall, grazing , etc . 

GRASS must be initialized for a stand's species and plant density . A 

community model, such as STEPPE, can be run under changed or changing 

climate and CO') levels and under different grazing intensities to yield 
2 

initial conditions for the physiological model (Fig. 3) . STEPPE is a gap 

dynamics model developed for the shortgrass steppe by Coffin and Lauenroth 

(Coffin 1988, Coffin and Lauenroth 1986, 1987). It is analogous to widely 

used forest gap models (Shugart 1984, Solomon 1986 , Pastor and Post 1986) 

and is being expanded for other grassland types (W . Lauenroth, personal 

communication). This model simulates recruitment, growth, and mortality of 

individual plants on small plots through time on an annual time step . Seed 

germination and establishment are affected by temporal patterns of 

temperature and moisture, while subsequent growth is dependent on 

precipitation, temperature, and nutrients. 
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曲ile STEPPE can generate constraints for the plant physiological 

model, GRASS can in turn be used to parameterize the community model (Fig. 

3). Estimates of annual growth response to precipitation, temperature, 

grazing, seasonality of moisture, and CO,, used in STEPPE can be generated 
2 

from mult i ple runs of 噩ss.

Driven by regional or mesoscale climate change scenarios and operating 

within a hierarchial framework (Fig. 3) , CENTURY can predict the regional 

response of grassland ecosystems to changing CO,, and climate . CENTURY's 
2 

domain in ecosystem res ponse space is expanded, because many of its 

parameters and constraints , responding to processes at other scales, are 

able to change with changing co2 and climate. In addition to plant 

physiological processes, other fine-scale processes affecting nutrient 

cycling can be upscaled and incorporated in CENTURY by using corresponding 

models, such as those for rapidly changing soil processes (e.g. PHOENIX, 

McGill et al. 1981) and ruminant nitrogen metabolism (e . g., Swift 1983). 

The hierarchial l i nking of these models can be used to address 

questions regarding ecological change across many spatial and temporal 

scales in addition to the ecosystem impacts modeled by CENTURY alone 

(mentioned above) . The : inked models can predict (1) short vs. long-term 

responses of productivity to elevated co2, (2) shoot vs . root allocation of 

biomass, (3) transpiration and water use effic i ency, (4) tissue C:N and 

nutrient use efficiency, ( 5) plant-plant interactions (e.g., relative 

competitiveness of plants wi t h C 
4 

vs. C'l photosynthetic pathways), 
3 

(6) 

community composition and ecosystem distribution, and (7) plant-herbivore 

interactions (e . g., forage quality) . 
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5. Other Considerations 

Predictions of ecological change over large areas are presently limited 

by a number of conceptual and methodological difficulties in addition to the 

interaction of processes across scales and the low spatial resolution of GCM 

simulations. These include: (1) model data requirements, (2) subregional 

spatial heterogeneity, (3) uncertainty in climate predictions , (4) the 

nature of equilibrium vs . transient responses, and (5) biospheric feedbacks 

to climate. 

Model data re~. Parameterization of physiological and 

community level models for all major species in a region such as the Central 

Grasslands is unpractical. This problem can be approached in two ways : (i) 

species can be modeled as plant functional groups (such as c3 short and 

tallgrasses), and (ii) model experiments can "zoom in" from larger domains 

(e . g . subcontinental) to smaller domains where parameterizations are well 

known (e . g., study sites). 

Sub~. Climate and other geographical 

model inputs , such as soil texture and land use, can have high spatial 

heterogeneity at the scale of regional/mesoscale atmospheric model grids. 

Running ecological models for all subareas (e.g ., atmospheric model grid 

points) in a region can be computationally prohibitive. Alternatively , 

response surfaces of ecological model outputs can be generated over the 

range of climatic and other model input factors. Interpolation on these 

response surfaces can then be used to produce maps of ecological change in 

combination with maps of factor data held in a geographical information 

system. In this manner, the number of model runs is reduced, while the 

spatial resolution of the regional response to co2 and climate change is 

preserved. 
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Uncertaint~. Limitations in climate models and 

the role of currently unpredictable climate forcing mechanisms (such as 

changes in solar output and volcanic activity) indicate that GCM scenarios 

of climate change are not likely to be exactly realized . In spite of these 

uncertainties, studies using such predictions are worthwhile because they 

can explore the potential for ecological change under plausible climate 

change scenarios . 

E~ . To reveal changes in the next 50-

100 years, studies of transient climatic and eco l ogical response to 

increasing levels of greenhou se gases are more appropr i ate than equilibrium 

studies. This is because greenhouse gas levels are likely to continue 

increasing into the next century (Ramanathan et al. 1985). In addition, 

lags i n climate, nutrient dynamics, and communi ty dynamics will require 

substantial time periods (on the order of a hundred to a thousand or more 

years ) for new steady staces to arise (Cole 1985). However, most GCM 

simulations to date are for lx and 2xCO,., equil :.brium climates (e.g . Hansen 
2 

et al. 1984, 'Washington and Meehl 1984,'Wetherald and Manabe 1986). The 

simulation of transient climatic response by GCMs is computationally 

intensive, requiring representation of lagged oceanic responses (see 

Schlesinger 1988 , this volume) and of biospher i c feedbacks to climate 

(discussed below) . Simulations of ecological change will improve as more 

transient c limate experiment results become available. 

BiQs~. Dickinson and Henderson-Sellers 

(1987), Meehl and'Washington (1987), Sud and Molod (1986), Rind (1984), and 

others have demonstrated the sensitivity of GCMs to land surface processes . 

However , at present, most GCM climate simulations do not include climate

i nduced changes in land surface properties which can in turn influence 

climate . Some schemes currently exist to model changes in biophysical 
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properties within GCMs, e.g., the Simple Biosphere Model (SiB) (Sellers et 

al. 1986) and the Biosphere-Atmosphere Transfer Scheme (BATS) (Dickinson et 

al. 1986). However, simulation of long-term changes in ecosystem and 

community dynamics that will affect land surface-climate interactions are 

not included (Schimel and Kittel 1988) . A hierarchial modeling approach may 

facilitate the incorporation of ecological processes by providing a means to 

synthesize at GCM scales the multiscaled interactions of climate and the 

biosphere . 

6. Summary 

Prediction of ecological response to global climate change and elevated 

atmospheric CO,., requires translation of global climate model results to 
2 

finer spatial scales and simulation of the interaction of different 

ecological processes at multiple scales. To solve these scaling problems , a 

hierarchial modeling approach permits information to be passed between 

models of different spatial and temporal scales . Using this approach, 

regional and mesoscale atmospheric models can be driven by GCM simulation 

output to generate a higher spatial resolution view of climate change . The 

hierarchial linking of community, ecosystem, and physiological models 

enables simulations of ecosystem change to account for long-term changes in 

community structure while being sensitive to filtered changes in rapidly 

varying physiological processes. Such a hierarchial approach will permit us 

to address questions regarding the regional response of community struct~re, 

biogeochemical cycles, and biophysical processes to the direct physiological 

effects of elevated co2 and the effects of greenhouse gas-induced global 

climate change as predicted by GCMs . 
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