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ABSTRACT OF DISSERTATION 

MESOSCALE ANALYSIS BY NUMERICAL MODELING COUPLED WITH 

SATELLITE-BASED SOUNDING 

丶

This dissertation deals with the development of a system for time-continuous mesoscale 

analysis and its use in studying the mesoscale distribution of surrunertime convective cloud 

development in the Northeastern Colorado region. There were two basic components of 

the system —a version of the CSU Regional Atmospheric Modeling System (RAMS) and 

an algorithm for retrieving temperatures and water vapor concentrations from VISSR At­

mospheric Sonnder _(VAS) data. The system was designed to avoid some of the problems 

that researchers have enco皿tered when satellite-retrieved parameters have been input to 

models. The primary distinguishing feature of the new method is that there is an intimate 

coupling of the retrieval and modeling processes. Water vapor concentr~tions and ground 

surface temperatures were the foci of the analyses. 

In preparation for analysis experiments we tested the sensitivity of a two-dimensional 

version of the model to various controls on the behavior of water vapor concentrations and 

surface temperatures. For water vapor mixing ratios, variations that might be caused by 

analysis errors had very little impact on the dyn¥面cs of circulations in the pre-convective 

stage. In contrast, ground surface temperature variations were shown to have a large impact 

on circulations, so analysis errors are very relevant to pre-convective dynamics. 

The first comparisons of the coupled analysis method with other, related, methods was 

by means of two-dimensional simulations. Analyses in which surface temperatures were 

derived from satellite-retrievals were compared with the alternative of relying on energy 

balance computations. The energy balance computations were so sensitive to soil charac­

teristics, which were simulated as unknown, that the satellite retrieval method gave better 

results even with cloud contamination. In water vapor analysis comparisons no single 

.1 .1l .1 

·'l-
OORAOOSTATE UIn:̀ `" 
｀頂TCOlUNS COlORADO諷



method was superior in every respect, but the coupled method performed relatively well. 

Vertical gradients and horizontal gradients were well represented, and the method was rel­

atively insensitive to a common problem in pre-convective analysis —contamination of 

satellite data by increasing amounts of small convective clouds. 

Analysis methods were further compared in a three-dimensional case study for 21 August 

1983. The horizontal and time variations of satellite-retrieved surface temperatures closely 

corresponded to the conventional shelter temperature observations, but had much greater 

detail. In contrast, the energy balance-based temperatures tended to increase too quickly 

during the morning and lacked some of the observed gr祉ients. According to the retrievals, 

there can be very large mesoscale gradients in temperatures at the ground surface even on 

the relatively flat plains . In the case study water vapor analyses there were substantial 

皿erences among the results of the several methods that were intercompared. The study 

demonstrated that, when the first set of satellite data is less reliable than the later sets, 

some of the contamination lingers throughout the time-continuous coupled analysis results . 

However, the coupled method generally appeared to be the most valuable of the methods 

considered in this study because it exploited the major strengths of th~ numerical model 

and the satellite data while m函ng it relatively easy to recognize any impacts of their 

weaknesses. 

The results of this dissertation support the hypothesis that both ground surface tem­

peratures and terrain variations can play important roles in pre-convective water vapor 

kinematics through their influences on vertical and horizontal winds. The development of 

convective clouds corresponded largely, but not exclusively, with convergence and deepening 

oflow-level water vapor. The analysis system proved to be valuable for forecasting through 

the close correspondence between derived stability indices and later convective development. 

The new method is a step in the expan血g capability of meteorologists to combine tools 

and sources of data for understanding and forecasting mesoscale phenomena. 

iv 
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1.0 INTRODUCTION 

This dissertation deals with the development and application of a system for time­

continuous mesoscale analysis. The new method is an advancement in the intensively re­

searched topic of combining analysis tools to better understand and forecast mesoscale 

meteorological phenomena. A mesoscale numerical model and an algorithm for retrieving 

temperatures and water vapor concentrations from satellite sounder data comprise the basic 

components of the system. The primary distinguishing feature is that these two components 

are intimately coupled. The method has been applied to the initiation and mesoscale distri­

bution of summertime convection in the Northeastern Colorado region in two-dimensional 

(in space) simulations and a three-dimensional case study. 

1.1 Background 

1.1.1 Conditions Favoring Deep Convection 

This discussion focuses on the thermodynamic conditions that favor deep convective 

cloud formation and how those conditions arise. The essential condition is a large enough 

temperature lapse rate and sufficient water vapor that a lifted parcel of air will accelerate 

upward - realization of potential convective instability. Particularly favorable conditions 

occur when the necessary lifting is small and the acceleration is large (Darkow, 1986). 

If the low-level air that feeds lifted parcels has high humidity then saturation occurs 

relatively close to the ground and latent heat release makes a large cont ribution to parcel 

buoyancy. One result is that the nature and intensity of convective development is sensitive 

to varying water vapor concentrations (Modahl, 1979; Mahrt, 1977). Water vapor is a par­

ticularly important factor in localizing cloud development since water vapor concentrations 

tend to vary greatly over small scales of space and time (Barnes and Lilly, 1975). 



2 

Local increases in water vapor concentrations and temperature lapse rates can be readily 

achieved by the lifting that results from low-level convergence (Beebe and Bates, 1955). In 

the absence of strong differential advection, convergence appears to discriminate mesoscale 

regions of weak and strong convective development. Ulanski and Garstang (1978) found 

that convective rainfall was virtually always preceeded by mesoscale convergence during the 

Florida Area Cumulus Experiment. Chen and Orville {1980) shed some light on the role of 

convergence via numerical modeling. They found that in the presence of convergence there 

was a greater upward moisture flux by eddies and clouds tended to be broader and deeper. 

An important aspect of a convergent mesoscale circulation is that it tends to deepen the 

layer of high hwnidity adjacent to the ground. This is especially relevant to the development 

of deep cumulus as they are growing and entraining air from their enviromnent. When 

the entrained air has a low hwnidity there is a reduction of buoyancy and cloud growth 

is hindered {Austin, 1948). This has been shown to be a particularly important factor 

in tropical easterly waves, where convergence-induced deepening of moisture distinguishes 

between regions of shallow and deep cumulus (Cho and Ogura, 1974). 

1.1.2 Terrain-Forced Mesoscale Circulations 

Variations in terrain characteristics can have a substantial impact on circulations at the 

mesoscale. The following is a brief review of the terrain-forced circulations that are most 

relevant to convective cloud development near the Rocky Mountains in summer. 

Thermal effects of varying terrain height can be so strong as to dominate circulations 

in local areas, as pointed out by Def ant (1951) in his review of local winds. Wagner (1938) 

recognized that the observed mountain/valley wind systems arise from related forcing mech­

anisms that act on a range of scales. On the smallest scale is the basic gravity current that 

results from the heating or cooling of air overlying sloping surfaces. These upslope and 

drainage flows force larger scale flows through the evacuation or pooling of mass in enclosed 

valleys, while nearby plains are relatively undisturbed. The theory of the interaction of the 

slope flow with the valley/plains flow was advanced by Defant (1949), who also provided 

an illuminating graphical depiction of this phenomenon. 
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庫craft observations (Braham and Draginis, 1960) verified that slope flows can be 

intense enough to initiate cumclus clouds above mountain peaks. Orville (1964, 1965, 

1968) expanded on the information available from observations by numerically modeling 

how varying characteristics of the terrain and the atmosphere affect the intensity of slope 

flows and the initiation of clou迤 Later observations and_ modeling (Banta, 1982) revealed 

a mechanism by which these cumulus clouds can grow and propagate after initiation. 

The thermally-induced effects of varying terrain elevation extend far beyond mountain 

peaks and valleys. Over broad sloping surfaces a mesoscale component of the geostrophic 

wind is induced that interacts with turbulent mixing effects to give a diurnal variation in 

the wind. Holton (1967) provided the basic theory of this phenomenon as an explanation 

for the observed nocturnal low-Jevel jet over the Great Plains. The theory was advanced 

by Bonner and Paegle (1970) and further insight was derived through numerical modeling 

(McNider and Pielke, 1981). 

Either in the presence or a區ence of sloping terrain there can be forcing of mesoscale 

circulations by variations in soil wetness, vegetation, or cloudiness. Pielke and Segal (1986) 

called these "nonclassical mesoscale circulations" to distinguish them from circulations 

whose forcing is related to mountains, water bodies, or cities. 

Soil wetness has a greater impact than any other soil characteristic on ground surface 

t emperatures (McCumber and Piellce, 1981). It plays the dual roles of regulating soil ther­

mal conductivity and the flux af latent heat to the atmosphere, with the latter generally 

being more important. Zhang and Anthes (1982) evaluated the effects of several surface 

characteristics on boundary layer development in a one-蛔ensional model and found that 

soil wetness had the greatest impact and surface roughness was secondary. Ookouchi, et al. 

(1984) modeled the effects of contrasts in soil wetness in two 曲nensions . Mesoscale winds 

of a few meters per second were typical under a variety of contrast magnitudes and terrain 

geometries. Later two-dimensional modeling demonstrated that this type of circulation can 

give rise to clouds and rain (Yan and Anthes, 1988). For a moist band surrounded by dry 

soil, a wider band corresponded to a stronger circulation and more rain, up to the maximum 

width of 216 km. There were no clouds or rain for band widths of 48 km or less. 
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Vegetation affects the transfer of both heat and momentum between the ground and the 

atmosphere. Anthes (1984) reviewed the physical basis and some observational evidence 

for the effects of varying vegetation on precipitation at the mesoscale. Segal, et al. (1988a) 

used a numerical model to evaluate vegetation effects on the generation and modification of 

mesoscale circulations. They concluded that, under favorable conditions, circulations with 

an intensity close to that of a sea breeze can develop when very dense vegetation is adjacent 

to a region with bare soil. Direct observations of vegetation-related mesoscale forcing were 

made by Segal, et al,. (1988b) with aircraft flights over northeastern Colorado in July. At 

180 m above ground they observed substantial contrasts in temperature (~5 K) and water 

vapor mixing ratio (~5 g/kg) over a distance of 25 km between irrigated cropland and dry 

gr邸sland. Wind effects were evident but appeared to be distorted by other terrain- induced 

mesoscale circulations. 

Stratiform clouds can have a large impact on surface temperatures by altering shortwave 

and longwave radiative fluxes. In Purdom (1982) is a dramatic example of how thunderstorm 

locations and intensities can be effected by cloud cover-related differential heating and its 

induced circulation. 

The growth of deep convective clouds can also be affected by mountain-forced gravity 

waves . In Tripoli's (1986) numerical simulation, a mountain wave was an important factor in 

the growth of a convective cloud system over the Rocky Mountains. Durran (1986) reviewed 

the theo可 of mountain waves at the mesoscale, giving examples of their effect on cloudi­

ness. According to linear theory waves may be either vertically propagating or trapped, 

depending on atmospheric stability and the variation of wind with height (Scorer, 1949). 

For vertically propagating waves the disturbance does not extend far from the mountain 

and the wavelength tends to be longer (>25 km). Durran points out that wide mountain 

「anges, such as the Front Range of the Rockies in Colorado, tend to force vertically prop­

agating waves. Mountain waves may achieve large amplitudes at times, with one possible 

reason being the reflection of wave energy in the presence of varying stability (Klemp and 

Lilly, 1975). Another possibility is that breaking of a mountain wave induces a critical layer, 

which traps wave energy and gives rise to strong winds at the surface (Clark and Peltier, 

1977; Peltier and Clark, 1979) . 
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1.1.3 Stunmer Convection in Northeast Colorado 

There has been a particular focus of mesoscale analysis on the northeastern Colorado 

region, where terrain plays an important role in the mesoscale organization of weather 

events. Dirks et aL (1967, 1969) deduced from early satellite pictures that there are sig­

nificant variations in cloudiness at the mesoscale. He reported that there is commonly a 

cloud-free band about 100 km wide along the highest plains, with extensive cloudiness to 

either side. Toth and Johnson (1985) documented an upslope/downslope diurnal circula­

tion cycle that dominates the surface flow in summer. They found that the locations of 

convergence maxima correlate well with areas favored for deep convective development, as 

revealed by satellite (Klitch, et al., 1985) and radar (Renz, 1974) data. Abbs and Pielke 

(1986) shed light on this relationship with a climatologically-oriented modeling study that 

focused on low-level convergence and destabilization patterns. The study of Segal, et al. 

(1988b) indicated that, in addition to terrain slopes, contrasts ofland use are very relevant 

in this region. Large variations of water vapor concentrations are common and play an 

important role in determining the nature of convective development (Modahl, 1979; Mahrt, 

1977). These studies did not address how synoptic and mesoscale gradients of atmospheric 

and surface characteristics interact with terrain features to organize convective activity on 

any given day. 

1.2 Purpose and Objectives 

The effects of varying terrain elevation are relatively easily accounted for in mesoscale 

analysis and forecasting because elevations do not change (within time scales of interest) 

and are readily observed. Propagating or cloud-related forcings , however, are transient 

and spatially irregular and generally have not been well observed or documented. There is 

a need for improved understanding of their importance within the contexts of a variety of 

meteorological settings. For short-range forecasting, procedures are needed to quantitatively 

incorporate these factors into forecast systems (Piellce and Segal, 1986) . 

Few mesoscale observations of either surface or atmospheric characteristics currently 

impact operational forecasting, and lack of data is only part of the problem. Forecasters 
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are already bombarded with information, so it is essential that mesoscale observations reach 

the forecasters in a readily useable form. Since numerical models are a primary forecasting 

tool it is particularly valuable for data to be accessible as a model initialization (Smith, et 

al,,, 1986). 

Satellite sounders have been turned to as a source of mesoscale data because of the poor 

temporal and spatial resolution of radiosonde soundings. Hillger and Vonder Haar (1981) 

and Mostek, et al. (1986) showed that infrared sounder data can be used to detect variations 

in low-level water vapor concentrations and consequently they are useful for assessing the 

potential for deep convection over the Great Plains. The use of sounders for observing 

surface characteristics has been focused on the monitoring of sea surface temperatures 

(Njoku, et al,,, 1985; Bates and Smith, 1985). The VISSR Atmospheric Sounder (VAS) can 

be operated at high resolution in horizontal space and in time (Menzel, et al., 1983), so it has 

particular potential as a mesoscale analysis tool. However, the VAS (and other present-day 

satellite sounders) is limited in that the retrieved profiles are of mediocre absolute accuracy 

and poor vertical resolution. In addition, clouds are a major obstacle to retrievals from 

infrared data. Microwave sounders are much less sensitive to clouds: but they have other 

limitations. 

Mesoscale numerical models are useful for analyzing and forecasting regions of destabi­

lization, and are particularly well suited to situations in which terrain variations strongly 

force atmospheric circulations (Pielke, 1984). When used for analysis, the model comple­

ments the observational data by filling in gaps between observations (in space and time) and 

providing estimates of parameters that were not measured. Synoptically forced (Anthes, 

et al., 1983) and ground-surface forced (Segal and Pielke, 1981) weather events have been 

studies by these means. 

Data for initialization and updating of models can be retrieved from satellite sources 

provided that clouds do not give rise to large data gaps and that the retrieved data are 

consistent with other characteristics of the model atmosphere (Cram and Kaplan, 1985). 

In four-dimensional initialization and forecast experiments (Cram and Kaplan, 1985; Aune, 
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et al., 1987) VAS data were used to retrieve profiles of atmospheric parameters, and the 

retrievals were input to the models. This approach constitutes a one-way flow of information 

from the satellite to the models. 

The author believes that there are significant disadvantages to the approaches that 

have been used to apply satellite soundings to mesoscale numerical modeling, in which the 

retrieval operation has been largely separate from the modeling. One problem is that the 

constraints on the retrievals are not optimal for the particular times and locations at which 

the retrievals are performed. Baker et al. (1987, as attributed t o J. Susskind) discussed why 

it is advantageous to use model output in the constraints, within the context of a synoptic 

scale assimilation problem. Input from a model can enhance the vertical resolution of 

satellite soundings, and error reduction in terms of vertical structure leads to reduction of 

errors in the horizontal structure at any given altitude. A second problem is that there is a 

tendency for some of the modeled a tmospheric features to be needlessly and detrimentally 

altered in the process of introducing retrieved data. Gal-Chen et al. (1986) addressed one 

aspect of this problem using variational analysis. 

The research reported in this dissertation was motivated in part by the prospect of 

enhancing mesoscale analysis capabilities by alleviating these problems to the maximum 

possible extent. The chosen approach was to intimately couple the numerical interpretation 

of satellite sounder data with numerical modeling. Hayden (1973) and Kreitzberg (1976) 

proposed a merger of technologies such as this for synoptic and mesoscale applications, 

respectively. 

The principal objectives of the research reported in this dissertation were to demon­

strate the feasibility and value of using a coupled satellite/ model approach to mesoscale 

analysis, and to explore the kinematics of the mesoscale pre-convective environment over 

the Northeastern Colorado region in sUillIIler. Two par血1eters were the foci of this study 一

water vapor concentrations and ground surface temperatures . Air temperatures could also 

be included in coupled analysis, but an elaborate initialization procedure would be needed 

to avoid exciting spurious gravity waves in the model. It was preferable, at this stage of the 

research, to work with parameters that only slowly influence the modeled dynamics. 



2.0 TOOLS AND TECHNIQUES 

2.1 VAS Characteristics 

The VAS radiometers on the GOES geostationary platforms are used for both imaging 

and sounding of the atmosphere and ground surface. Each instrument includes one visible 

channel with a ground resolution of about 1 km and twelve channels that detect radiation 

in filter-selected bands between 3.7 and 15 µm with 7- or 14-km resolution. Spin scanning 

provides spatial coverage, and in the dwell sounding mode each field of view can be viewed 

repeatedly to allow for averagii1g out a portion of the measurement noise. In addition, it is 

intended that some spatial averaging of adjacent fields of view be done to bring noise levels 

down sufficiently that profiles of atmospheric temperature and water vapor can be retrieved 

(Menzel, et al., 1983). 

Several characteristics of the VAS sounder channels are surrunarized in Table 2.1, and 

weighting functions computed for the U.S. Standard Atmosphere (1976) are shown in Fig. 

2.1 (Chesters and Robinson, 1983). 

2.2 Retrieval/Radiative Transfer Computation Methods 

VAS data were used to simultaneously retrieve three par訌neters: ground surface temper­

ature, atmospheric temperature profile, and water vapor mixing ratio profile. The solutions 

for all par訌neters were mutually dependent. The retrieval procedure was iterative, starting 

with initial guess values of the parameters and altering them systematically so th at the ra乩

ances computed from the parameterized atmosphere would approach the radiances observed 

by the VAS system. For retrieval it was necessary to have methods for computing atmo­

spheric transmittances and integrating the radiative transfer equation. The same methods 

also were used for simulating VAS data within idealized analysis experiments. The required 

transmittances and Plank radiance integrals were computed by an efficient scheme based 
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Table 2.1 VAS Instrument Characteristics (VAS-E) 

Channel Central Principal lnfilght Single Specified Acceptable 
Wavelength Purpose Sample Noise Noise for Sounding 

(µm) (mW m-2 sr-1 cm) CL 1 er 2 

1 14.7 Temperature 2.8 0.25 0.3 

2 14.5 " 1.5 0.25 0.3 

3 14.3 " 1.1 0.25 0.3 

4 14.0 " 0.9 0.25 0.2 

5 13.3 
,, 

0.8 0.25 0.2 

6 4.5 " 0.023 0.004 0.1 

7 12.7 H2。 0.8 0.25 0.2 

8 11.2 S画ace 0.2 0.25 0.2 

9 7.3 H2。 0.6 0.15 0.4 

10 6.7 H2。 0.2 0.10 0.5 

11 4.4 Temperature 0.027 0.004 0.3 

12 3.9 Surface 0.007 0.004 0.1 

1EL - radiance units (mW m-2 s尸 cm)

2可－ brightness temperature units (K) 
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on empirical modeling (Smith, et al., 1974; Weinreb and Neuendorffer, 1973; McMillin and 

Fleming, 1976; and Fleming and McMillin, 1977). 

In Appendix A the formulae used to adjust the retrieved parameters are described and 

the retrieval procedure is outlined. The procedure included an option to retrieve only surface 

temperature by assuming that the atmospheric component of surface channel radiances 

could be accounted for adequately via the initial guess profiles. This will be referred to as 

"quick" surface temperature retrieval. Also, there was an option to either iterate until the 

water vapor profile appeared to converge, or to stop iterating when the computed radiances 

(or equivalent blackbody temperatures) agreed with the VAS-observed values within the 

expected instrument noise. 

2.3 Objective Analysis 

Horizontal interpolation was needed in the case study to transfer data between the 

model grid and the satellite so\Illding locations . The Lipton and Hillger (1982) method 

was tailored specifically to use 祏th satellite data, but a few modifications were made for 

application to this research project. 

To avoid tight packing of gradients between widely spaced data points the interpolation 

weighting function was altered to decrease less rapidly at great distances. The new function 

Wis 

W = ｛ exp(－aS勺， W2 0.1; 
bS汽 W ~ 0.1; 

where Sis distance, a is determined by least squares (as before), and bis chosen such that 

the function is continuous at W = 0.1. In addition, a max.imllIIl was put on a to avoid 

problems when data are noisy. 

The criterion for identifying data gaps was altered so that a gap is present if the radius 

of consideration is greater than Um, where dm is the median distance from each data point 

to its closest neighboring data point. For this study, the radius of consideration remained 

circular even in data gaps. 
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2.4 Numerical Model Formulation 

Atmospheric processes were modeled with a version of the Colorado State University 

Regional Atmospheric Modeling System. The formulation was hydrostatic and incompress­

ible, with a rectangular, staggered grid in the horizontal and a terrain following, staggered 

grid in the vertical (Pielke, 1974; Mal正er and Pielke, 1977). The lateral boundary con­

ditions specified zero gradients perpendicular to the boundaries for all parameters except 

the vertical velocity, which was diagnosed from the horizontal wind. The upper boundary 

included a momentum-absorbing layer to control wave reflection (Mahrer and Pielke, 1978; 

Klemp and Lilly, 1978). Water vapor concentrations were computed, but no phase changes 

were included within the atmosphere and clouds were not represented explicitly. Boundary 

layer processes (McNider and Pielke, 1981) and solar and longwave radiation (Mahrer and 

Pielke, 1977) were parameterized. 

At the ground surface, the modeled fluxes of momentum, sensible heat, water, and 

radiation depended on the surface temperature. One method used to determine the surface 

temperature was solution of an energy balance equation, which depended on specified values 

of soil characteristics (Mahrer and Pielke, 1977). An alternative was to use retrievals from 

VAS data to prescribe the surface temperature at each grid point at every time step. An 

option allowed computing surface fluxes from a weighted average of the energy-balance and 

satellite-derived temperatures, recognizing that both values are subject to errors. W皿e

both surface temperatures were carried separately in the computer, the energy-balance 

value was somewhat dependent on the satellite value (when one was used) since some tenns 

of the energy equation included atmospheric parameters that are sensitive to the history of 

surface temperatures. For example, air temperatures depend on forcing by the surface and 

they feed back into energy balance computations, since sensible heat fluxes depend in part 

on air/surface temperature contrasts. 

An option was built into the model to allow for updating the water vapor concentrations 

at any stage of the model 血1. This made it possible to directly insert satellite-retrieved data 

at each VAS observation time. No elaborate initialization procedure was needed because 

alteration of water vapor had such a slow and small effect on modeled winds that gravity 



13 

wave excitation was of no concern. Experiments on model sensitivity to water vapor are 

discussed in Chapter 3. 

Atmospheric temperatures and winds were initialized by starting with horizontally ho­

mogeneous fields and then allowing the flow to interact with the terrain until approximate 

balance was reached. During this dynamic initialization period radiative forcing and ground 

temperatures were held constant. Soil temperatures were initialized with the same profile 

at every grid point. Values were specified in terms of differences from temperatures of 

the air just above the terrain strrface, so they varied with terrain elevation whenever the 

atmosphere was not isothermal. 

2.5 Mesoscale Water Y~I>O! J\.nalysis Methods 

Satellite-based sounders and mesoscale models can be used in a variety of ways to 

produce water vapor analyses. The possible methods range from using the two technologies 

separately to an intimate coupling of the two, while several intermediate options exist. Four 

schemes are introduced below, with results presented in Chapters 4 and 5. 

2.5.1 Method 1: Stand-Alone Retrieval 

The initial guess sounding for iterative retrieval methods generally is obtained from 

nearby radiosondes (Hillger, 19泅）， a climatology, or operational synoptic-scale model out­

put (Smith, 1983). The guess reflects little, if any, mesoscale information in terms of space 

and time variation. Retrieval results at consecutive observation times are largely indepen­

dent of one another. Figure 2.2a diagrams an example in which VAS data at four observation 

times are used to retrieve mesoscale water vapor fields, each based on an initial guess field. 

The small arrows depict the flow of information, which is vertical. The initial guess can 

have a large or small impact on the final retrieval depending on the iterative adjustment 

procedure. In the stand-alone approach the impact should be relatively small since little 

mesoscale information can be lost in deviating from the initial guess, while the mesoscale 

information in the VAS data should be fully utilized. 
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2.5.2 Method 2: Initialized Model Run 

The traditional approach to using mesoscale models in weather analysis is shown in 

Figure 2.2b. In this case VAS retrievals provide the initial model field and the flow of 

information is primarily horizor_tal (over time). Each analysis depends entirely on the 

previous analysis along with the model's simulation of intervening atmospheric processes. 

2.5.3 Method 3: Modeled Initial Guess 

Figure 2.2c depicts the use of mesoscale model output to provide initial gt1esses for 

retrieval. This analysis scheme has the advantage that the initial guesses contain some 

mesoscale information, and should therefore be closer to the true atmospheric profiles than 

the ones in scheme 1. The modeled fields reflect variations in boundary layer development 

and its influence on vertical sou_-i.ding structure. Also, the model can simulate the effect 

of mesoscale flows on the synoptic scale features present in the original analysis (Zo, Fig. 

2.2c). 

2.5.4 Method 4: Coupled 

The coupled analysis scheme (Fig. 2.2d) is a cross between methods 2 and 3. The 

final analysis (B9) contains information from three short model runs and four sets of VAS 

data. The coupled approach includes the advantages of method 3, but also allows for the 

interaction of VAS-detected mesoscale features with mesoscale circulations. In coupled 

retrieval the initial guess should have a substantial impact on the retrieved profiles so that 

mesoscale modeled information is retained. In practice, iteration was halted as soon as 

the computed brightness temperatures agreed with the observed values within the expected 

noise levels at each of times 3, 6: and 9 (Fig. 2.2d). At time O, iteration was continued to 

convergence. 

Coupling offers the potential to minimize problelllS caused by small areas of missing 

VAS data (for example, data transmission failures or interference by clouds). The re­

trieval/adjustment process might be done only where VAS data are present, while in data 
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gaps the intial guess may be retained unaltered. There would be little detrimental effect on 

the analysis as long as the gap does not persist through every set of VAS data. 

The transfer of water vapor analyses between the retrieval program and the model is 

a potential source of problems whenever the satellite provides model input at more than 

one time. There is a danger that any strong horizontal or vertical gradients produced by 

the model could be smoothed out during interpolation from satellite retrieval points to the 

model grid. For example, Cram and Kaplan (1985) found VAS water vapor data assimilation 

to be detrimental to their model forecasts because of a smoothing problem. Gal-Chen et 

al. (1986) dealt with smoothing in the vertical dimension by adjusting forecast temperature 

profiles according to deep-layer average temperatures from VAS instead of adjusting to the 

smooth VAS-retrieved profiles that comprised their data set. 

This study employed an interpolation procedure that does no unwanted smoothing of 

model-generated gradients during a retrieval step, but still in_corporates virtually all of the 

vertical and horizontal structure that can be resolved in VAS soundings. First , data were 

interpolated linearly in the vertical from model 窋id levels to VAS retrieval levels. Then (in 

3-dimensional analyses) the data were interpolated horizontally to VAS sounding locations . 

Retrievals were done using the interpolated data as initial guesses . At this point some 

smoothing had taken place, but it had little effect on retrieval accuracy since the model 

resolution was finer than the retrieval resolution. The retrieval results were not directly 

interpolated back to the model grid. Instead, the difference between the retrieval and the 

intial guess was interpolated vertically, and then horizontally back to the model grid. Then 

the difference was added to the original model output values. The result is an updated 

analysis that is just an adjustment of the model field to bring it into closer agreement with 

the VAS raq.iance observations. 

Schemes related to the one introduced here have been used at the synoptic scale by 

O'Lenic (1986) and Douglas and Warner (1987). In their studies a model provided initial 

guess data for retrievals, which were in turn used to initialize a numerical forecast. One 

distinction is that our method has multiple sets of satellite data influencing a single time­

continuous analysis. In addition, their retrievals were directly interpolated to the model grid, 
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along with observations from non-satellite sources. For their synoptic scale applications it 

may not have been very important to avoid smoothing on interpolation. 

2.6 Surface Temperature C()-uplin_g Method 

A problem in using satellite retrievals of surface temperature as model input is that 

values must be specified at every grid point at every time step. Water vapor concentrations 

are simpler to input because they are an initial condition, while surface temperatures are a 

time-dependent boundary condition. The model used for this study generally requires time 

steps of one to two minutes, whereas the VAS typically makes observations at a frequency of 

three hours. Temporal interpolation is needed for model runs intended as analyses, and for 

forecasts it is necessary to extrapolate or use data from other sources (e.g. revert to energy 

balance computations). 恥rthe皿ore, spatial interpolation may be complicated by the 

presence of cloudy regions where retrievals are not possible. Cloud-shaded areas tend to be 

cooler than clear ones, so interpolations from clear to cloudy areas are subject to exceptional 

error. The method used for surface temperature input was designed to accommodate these 

problems. 

Surface temperature retrieval results were transferred from retrieval locations to the 

model grid in an adjustment process identical to the one used for water vapor coupling, 

except that no vertical interpolation is needed since this is done on a single terrain-following 

surface. As with water vapor adjustment, gradients resolved by the satellite data are not 

smoothed. In addition, gradients stemming from variations in terrain elevations are retained 

even in data-free gaps. At this stage it was possible to assign each gridded value a quality 

factor . based on the distance to the nearest retrieval locations, the presence or absence 

of cloud cover at the grid site, and any other factors that affect retrieval accuracy. The 

definition of the quality factors can be tailored for any given situation, but they must have 

values ranging from zero to one. 

Time interpolation was done independently at each grid point by fitting a cubic spline 

through the values at all available observation times. The spline parameters and quality 

factors were model input. Surface temperatures were computed at each time step from 

the splines, and quality factors were interpolated linearly between observation times. The 
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quality factors were the weights used in averaging satellite-derived surface temperatures 

with energy balance values (see Sec. 2.4). By using splines and weights the time-dependent 

surface temperatures were controlled directly, and there was no need to employ nudging 

methods (Hoke and Anthes, 1976). 

Fi?'11"e 2.3 is an illustration of the scheme for incorporating surface temperature retrieval 

with coupled water vapor analysis, and is an extension of Fig. 2.2d. The choice of design 

was inspired by a desire to maximize accuracy of the surface temperature estimates while 

minimizing the amount of computation involved in retrieval. Here, surface temperatures are 

a relevant part of the input and output of the retrieval program and the model. Two retrieval 

options are employed, full and "quick" retrieval (see Sec. 2.2). For a given observation time, 

the estimates of surface temperatures improve each time "quick" retrieval is performed, 

due to improved initial guess data. When the model nm catches up to that observation 

time, a full retrieval provides the best and final estimate of surface temperatures while also 

retrieving water vapor values. 
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3.0 MODEL SENSITIVITY TESTS 

Experiments were conducted to test the sensitivity of the numerical model to various 

controls on the behavior of the water vapor concentrations and the surface temperatures. 

The goals were to 1) make sure that changes in the model formulation would not give rise 

to serious computational problems, 2) determine the extent to which virtual temperature 

could be replaced by temperature in the model equations, and 3) determine the impacts of 

perturbations of water vapor and surface temperature on modeled wind fields . 

3.1 Water Vapor 

There are two primary ways in which water vapor concentrations can affect modeled 

winds . Longwave and shortwave radiative fluxes are sensitive to water vapor, and they in 

turn affect winds by way of air temperatures. In addition, air density depends on the water 

vapor mixing ratios. This effect is generally accounted for by using virtual temperatures in 

place of actual temperatures in the appropriate model equations. 

3.1.1 Control 

Sensitivity tests were performed with a two-dimensional version of the numerical model, 

using a dom血 that was a highly simplified east-west cross-section through the mountains 

and high plains of northeastern Colorado. The domain (Fig. 3.1) consisted of a horizontal 

region spanning 705 km at a grid spacing of 15 km and a vertical grid with 26 levels 

from 10 to 13,500 m above gro皿d level (Table 3.1) . The model was run 血der mid-summer 

conditions, and was initialized at sunrise (05 LST) with a July average temperature sounding 

from Denver, Colorado (Fig. 3.2) and a uniform geostrophic wind of 0.5 m/s from the south. 

The run duration was eight hours, with a 120-s time step. For surface energy balance 

computations, the parameter values were: 
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the western boundary of the model grid, and height is relative to sea level. 
Vertical hatching denotes the terrain, with the lines at model grid points. 
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Table 3.1 Vertical grid levels for model runs . 

Level Height Level Height 
(m) (m) 

1 10. 14 2750. 

2 20. 15 3250. 

3 30. 16 3750. 

4 50. 17 4250. 

5 90. 18 4750. 

6 150. 19 5500. 

7 250. 20 6500. 

8 500. 21 7500. 

9 750. 22 8500. 

10 1000. 23 9500. 

11 1350. 24 10,500. 

12 1750. 25 11,500. 

13 2250. 26 13,500. 
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soil thermal conductivity 
soil density 
soil specific heat 
soil wetness 

3.0 X 10-7 m2 s一 1

1.5 x 103 kg m - 3 
1.25 X 103 J kg一1 K一1

0.04. 

The surface roughness length was 0.03 m, the surface albedo was 0.2, and the initial soil 

temperature profile was as in Fig. 3.3. 

For this control run, water vapor concentrations were initialized with a uniform field 

in the horizontal along lines of constant height (Fig. 3.4a). Surface temperatures were 

determined by energy balance computations. 

The control wind and water vapor fields (Figs. 3.1, 3.4) were heavily influenced by 

solar heating of the sloping terrain. Throughout the day the well-mixed layer deepened 

and the low-level flow accelerated upslope. A mid-level return flow appeared as a zone of 

westerlies. The water vapor concentrations reflected the boundary layer growth and the 

vertical motions associated with the local circulation. 

3.1.2 Radiative Effect 

The impact of water vapor concentration changes on wind speed was investigated with 

a model formulation that did not account for water vapor's density effect; that is, the 

difference between virtual temperatures and actual temperatures was neglected. For these 

experiments the model was initialized with conditions identical to those in the control run, 

except that water vapor concentrations were perturbed. The run durations were eight hours 

past sunrise. 

First, noise was added to the mixing ratio values as follows. M因ng ratio perturbations 

were· computed independently for each horizontal grid point at pressure levels of 10, 30, 40, 

50, 70, and 85 kPa. The perturbations were normally-distributed products of a random­

nllillber generator, with magnitudes that varied with pressure level. The perturbation 

standard deviations for each of the above levels were 0.01, 0.02, 0.2, 0.6, 1.6, and 2.2 

g/kg, respectively. The perturbations were then interpolated vertically to the vertical grid 

heights and added to the grid values of mixing ratio. This approach provides for some 

vertical coherence of the noise and accounts for the fact that mixing ratios, and mixing 

ratio variabilities, tend to decrease sharply with height. An ex訌nple of a noisy water vapor 
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Figure 3.3 Initial soil temperature profiles, given as a difference from the temperature 
at the bottom of the atmosphere at any given grid location. The dashed 
line is for the altered initialization (Sec. 4.2.1). The solid line is for all other 
simulations and sensitivity tests. 
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field is diagramed in Figure 3.5. 扭 ensemble of ten such fields were produced and each 

was used to initialize a model run. 

The winds produced in the noise tests (not shown) were not significantly different from 

the control winds. Positions of the upslope and downslope speed maxima were essentially 

unchanged. The magnitude of the upslope maximum changed by 1. 7% in the most extreme 

of the ten cases. Horizontal wind speed differences were typically less than 0.1 m/s. Thus, 

the addition of noise to the modeled water vapor values did not have any detrimental impact 

on model performance in terms of the effect on the pressure gradient force. 

The next water vapor perturbation was a ten percent increase in m函ng ratio values 

over the entire field. This change had a small impact on several of the terms in the surface 

energy balance computations, with downwelling longwave radiation being the dominant 

factor. The net effect on the winds was a negligible (less than 1 %) increase in the intensity 

of the upslope/downslope circulation. 

An experiment was run with water vapQr concentrations decreased from the control 

values by ten percent in the eastern half of the domain and increased by ten percent in the 

western half. The downwelling longwave radiation at the surface was again the dominant 

factor, giving r迤 to a decrease in heating of the high terrain and the converse for the low 

terrain. The result was a decrease in the upslope wind speed maximum of about 2%. 

Another experiment involved perturbing water vapor concentrations by a sudden change 

in their values from one time step to the next. This was done because the proposed scheme 

for coupled water vapor analysis called for altering the gridded values at each satellite 

observation time, making model "shock" a possibility. For this test all fields were 'identical 

to the control fields until two hours after sunrise, when the water vapor concentrations were 

perturbed. Noise was added to the mixing ratios, as described above, and then the values 

were decreased by 10% in the eastern half-domain and increased by 10% in the western 

half. 硨er making the perturbations model integration was resumed and carried to the 

eight-hour point. The modeled wind speeds gradually reacted to the perturbations, with 

no evidence of "shock" . 
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Figure 3.5 Initial (05 LST) water vapor mixing ratios (g/kg) for one of the noisy-field 
tests of sensitivity to radiative effects. Contours are at 1 g/kg intervals. 
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3.1.3 Air Density Effect 

Water vapor concentrations affect modeled atmospheric flows via density-related terms 

in several equations, primarily the hydrostatic equation, the horizontal momentum equa­

tions, and the equation for boundary layer depth {Mahrer and Pielke, 1977). 

A non-uniform water vapor field was used for these experiments, since the pressure 

gradient force depends on horizontal density gradients. Here, initial mixing ratios were 

increased from the control values by 10% in the lower 2 km of the eastern half of the 

domain. Values were decreased by 10% elsewhere. The initial geostrophic wind field was 

changed to 3 m/s from the east, for applicability to later experiments. The same initial 

conditions were used for all density-related experiments. 

Comparisons were made between results of model runs with 1) temperatures, and 2) 

virtual temperatures used in all the above-noted equations. At nine hours after sunrise {14 

LST) the boundary layer depth was about 4% greater with virtual temperatures than with 

temperatures. The wind (and water vapor) differences were greatest near the boundary 

layer top because the locations of strong vertical gradients were displaced. For example, 

east-west wind velocity differences were as great as 0.7 m/s near the boundary layer top 

(~ 17% of the circulation magnitude) but were generally less than 0.2 m/s elsewhere. 

To isolate the effect of the boundary layer height computation, the model was run with 

virtual temperature in that equation and temperature in all others. Results were compared 

to the all-virtual temperature run at 14 LST. The greatest differences occurred near the 

intersection of the horizontal water vapor gradient and the boundary layer top, with a 

maximum east-west velocity difference of 0.25 m/s (~ 6% of the circulation magnitude). 

The differences were typically less than 0.1 m/s. 

There were no substantial errors caused by neglecting the water vapor effect on density in 

all terms but the boundary layer depth computation, but there are advantages in neglecting 

it. When water vapor concentrations have very little effect on the model flows, then water 

vapor can be treated as an inert substance, and it is straightforward to interpret results of 

analysis/retrieval experiments. The boundary layer depth computation is not ve可 sensitive

to water vapor retrieval, since the depth depends on a vertical gradient that has a scale finer 
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than scales impacted by retrieval. Hence it was decided that virtual temperature would be 

used nowhere but the boundary layer depth computation for all later work. 

Based on the results of the experiments on radiative and density effects, it was reasonable 

to treat water vapor as an essentially inert substance in subsequent experiments covering 

the pre-convective period. 

3.2 Surface T_emperature 

3.2.1 Control 

The control model run for surface temperature sensitivity studies was the same as the one 

used for testing water vapor sensitivity, with a couple of exceptions. The initial condition 

included the s血e water vapor distribution and 3 m/ s easterly geostrophic wind as were 

used in the air density experiments (Sec. 3.1.3). 

First, the model was run to nine hours after sunrise using the energy- balance compu­

tation of surface temperature. At _each grid point, the modeled surface temperatures were 

S訌npled at three-hour intervals and the four values were fit with a spline in the time di­

mension. Each spline was cl血ped at the sunrise point to a temperature tendency of zero, 

and was free at the nine hour point. In mathematical notation these boundary conditions 

are 罄 (t=O hr) = 0 and 窟(t=9 hr) = O, where S is the value of the spline . A second 

model 血 was made using the splines to specify surf ace temperatures in place of the energy 

balance values. 

The results of the second run (Fig. 3.6) were nearly identical to those of the first, 

demonstrating that three-hourly data were sufficient for resolving a smooth diurnal surface 

temperature cycle. This finding was encouraging, because it supported the idea of using 

three-hourly VAS data to specify surface temperatures. This also set the stage for surface 

temperature sensitivity experiments by making it possible to arbitrarily specify perturba­

tions in time-dependent surface temperatures. The three-hourly values could be perturbed 

before spline fitting, and the model 血「esults could be compared with results from the 

血 with unperturbed values. 
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Figure 3.6 Model parameter values for the surface _temperature sensitivity control run 
at 14 LST: a) westerly wind component (m/s) with contours at 0.5 m/s, b) 
vertical wind component (cm/s) with contours at 0.8 cm/ s, and c) surface 
temperature. A large portion of the high-frequency feature in the vertical 
winds was found t o be caused by small 2-grid length scale variations in 
terrain height, but the variations had no signific唧t impact on overall flow 
characteristics. 
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3.2.2 Perturbation Experiments 

The first perturbation experiment involved addition of noise to the surface tempera­

tures. The perturbations were actually done in terms of surface potential temperatures for 

computational convenience. A perturbation of 1 Kin potential temperature corresponds to 

about 0.90-0.95 Kin temperature for the range of surface pressures in the domain. 

At each three-hourly interval, random noise was added to the gridded values of surface 

potential temperature. The noise had a normal distribution with a standard deviation of 

1 K. This resulted in temperature variations on scales down to 2Az, where Az is the grid 

length. It would be inappropriate to force the model at scales that are very poorly resolved, 

so the potential temperatures were smoothed according to 

兑（引＝ [0.(zrl) + 2O.(z, ) + O氬 (zH1)]/4,

where O. is surface potential temperature , o: is the smoothed value, and Xi is the location 

of point i in the horizontal grid. With this smoother applied to a harmonic 06 the resultant 

o: is damped by the factor 1 - sin2 字 (Haltiner and Williams, 1980, pp 392-3) . This 

completely eliminafos variations of scale L = 2~:i: and the damping effect decreases for 

larger scales. A temporal spline was fit through the smoothed values at each grid point, 

and the spline values were used as forcing in a model run. 

An ensemble of ten runs were made with noisy surface temperatures. The impact of 

surface temperature noise on the wind fields (Figs. 3.7, 3.8) was substantial, with the basic 

flow features being distorted. The differences had a well-defined cellular structure (see Fig. 

3.8b) with preferred scales of about five to ten grid lengths. Sizes appear to correspond to 

advection speeds over hot and cold spots . Over the ensemble of runs the average greatest 

vertical wind speed difference (3.1 cm/s) was 64% of the maximum control value, while the 

most extreme difference (5.1 cm/s) was 104% of the control maximum. Horizontal winds 

were less sensitive. The average greatest horizontal wind speed difference was 12% of the 

control's relative wind speed maximum, and the average difference in total horizontal kinetic 

energy was 0.8%. 

In addition to the tests with noisy surface temperatures, experiments were run with 

surface (potential) temperatures uniformly increased by 1 K and decreased by 2 K . The 
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Figure 3.7 The a) westerly and b) vertical wind components for one of the noisy surface 
temperature model runs (N-1), at 14 LST. Contours are as in Fig. 3.6. 
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perturbation mechanism was the SaIIle as for adding noise, but no smoothing was done. 

The results of these two runs were very symmetrical about the control —changes from the 

control caused by the 2 K decrease tended to be opposite in sign and double the magnitude 

of changes caused by the 1 K increase. Only the results of the 2 K decrease will be discussed 

further. 

The surface temperature decrease weakened the forcing of the solenoidal circulation, and 

gave rise to a 0.2 m/s (5%) decrease in the intensity of the local upslope circulation. The 

other effect of the change was a decrease in depth of the boundary layer of about 0.25 km. 

Correspondingly, there were large differences in several model parameter s between the two 

runs at heights near the boundary layer top, where strong vertical gradients were shifted. 

Other experiments were run with surface (potential) temperatures increased by 1 K in 

the western half of the domain and decreased by 1 K in the eastern half, and vice versa. 

Again, the results were very symmetrical about the control, and only the warm- west, cool­

east results will be discussed further . 

In this latter experiment the 14 1ST maximllill upslope wind component (Fig. 3.9a) was 

increased relative to the control by 0.6 m / s and was displaced toward the domain cent er. 

The upslope minimum in the return flow was also distorted significant ly. The greatest 

difference in upslope wind component was a speed increase of 0. 7 m / s just downwind of the 

warm/cool interface. The vertical winds (Fig. 3.9b) were correspondingly altered, with an 

up-<lown couplet near the interface of magnitude up to 1.4 cm/s. Other differences in the 

modeled parameters were directly related to changes in the boundary layer depth. 

The tests of sensitivity to surface temperature perturbations provided a scaling of how 

sensitive the modeled atmospheric features are to the types of errors that could be present 

in satellite-based surface temperature retrievals 一 namely noise, global biases , and system­

atic regional biases. Siinilarly, these tests indicate model sensitivity to surface temperature 

features that might exist in nature, but go unaccounted for in surface energy balance com­

putations. 
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4.0 SIMULATED ANALYSES 

Analysis methods for water vapor and surface temperature were tested in two-dimensional 

simulation experiments. The purposes were to determine the accuracy of coupled analysis 

results under controlled conditions and to compare the strengths and weaknesses of the 

coupled scheme with those of other analysis scl1emes. The experimental domain was the 

same as for the model sensitivity tests. 

4.1 Water _Vapor 

The four water vapor analysis methods introduced in Sec. 2.5 were t ested under cloud­

free conditions, and two of them were tested for the effects of cloudiness. The results are 

discussed in t届s subsection. 

4 .1.1 Simulated Observations 

A nUinerical model run defined a set of atmospheric conditions to serve as the subject 

for analysis. This will be referred to as the "reference" atmosphere. Gridded model output 

comprised a perfect set of "observations" of the atmosphere and ground surface. The model 

was integrated over nine hours, starting at sunrise. The conditions were as described in 

Sec. 3.1.1 , but with a background geostrophic wind of 3 m / s from the east. The winds and 

surface t emperatures at the nine hour point were nearly identical to those for the surface 

temperature sensitivity test control (Fig. 3.6). 

Water vapor concentrations were initialized with anomalously high values in the lower 

eastern portion of the domain, 臨 described in Sec. 3.1.3. The values changed through the 

simulation period (Fig. 4 .1) in response to boundary layer development, the local circulation, 

and the background flow. 

Once the reference atmosphere had been defined, the next step was to simulate the 

data that would result from observing that atmosphere with the VAS instrument. VAS 
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Figure 4.1 Water vapor 面xing ratios (g/kg) in the reference atmosphere at three-hour 
intervals. Times (1ST) for each frame are in the upper left comer. Contours 
are at intervals of 1 g/kg. 



39 

brightness temperatures were computed at three-hour intervals in the simulation, since 

that was the interval at which data ~ere available for a case study (Chap. 5). The bright­

ness temperatures resulted from taking vertical profiles of model parameters at each grid 

point, adding climatological data for altitudes above the highest grid level, and perform­

ing radiative transfer computations. Normally distributed random noise was added to the 

brightness temperatures, with standard deviations equal to €T (Table 2.1). The sounding 

field of view resolution was taken to be equal to the model grid resolution (15 km), which 

is finer than the current VAS inst ruments can achieve (Chesters, et al., 1982) but is within 

the capabilities of future geostationary instru.rnents (Schwalb, 1985). 

The challenge to the analysis schemes was to reproduce the reference water vapor fields 

(Fig. 4.1) using only indirect information, namely the simulated VAS data and the numerical 

model formulation. 

4.1.2 Stand-Alone Retrieval Results 

Retrievals were performed at each horizontal grid point at 05, 08, 11 , and 14 LST, all 

using the same initial guess wate:r vapor profile. The profile was cqmposed of July-average 

data from Denver (Fig. 4.2) with climatological data appended to the top. Referring to the 

diagram of Fig. 2.2a, this is the case in which fields Y 0 , Y 3, Y 6, and Y 9 are all represented 

by Fig. 4.2. Even though water vapor mixing ratios were the only parameters utilized 

from retrieval results, it was still necessary to have initial guess temperatures . The 05 LST 

「eference t emperatures were used. 

The analyses (Fig. 4.3) were impacted by the noise in the VAS data, and had poor 

vertical resolut ion. In particular, the strong gradient at the top of the reference boundary 

layer (see Fig. 4.1) was not reproduced. The 5- and 6-g/kg contours in Fig. 4.3 demonstrate 

that a horizontal gradient in low-level water vapor was detected near the center of the 

domain. The time changes in these contours indicate an upslope flux at low levels. At 

upper levels, the east-to-west gradient that developed by 14 LST in the reference ru卫 was

coarsely reproduced in the retrievals. The difference at 14 LST between the stand-alone 

analysis and the reference field (Fig. 4. 7a) is characteristic of a vertical resolution deficiency. 
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4.1.3 Initialized Model Run Results 

For this experiment, the initial water vapor field was the stand-alone retrieval result for 

05 LST. Referring to Fig. 2.2, fields Y。 and Ao were identical to W。 and Co, respectively. 

The initial guess temperatures were the 05 LST reference values. The model formulation in 

this simulation was the same as the one used to generate the reference atmosphere, which 

is equivalent to having a numerical ~odel that depicts the flow of the real atmosphere 

perfectly. Differences between the 05 LST retrievals and the reference values at 05 LST 

were the only possible causes of differences at later hours. 

The analyses (Fig. 4.4) appear very similar to the reference fields (Fig. 4.1). The fields 

became less noisy within the first few hours of simulation because of the model's horizontal 

diffusion, which selectively damps features at the shortest scales. Differences relative to the 

14 LST reference values (Fig. 4. 7b) were much smaller than in the stand-alone case. By 

that stage of the simulation, atmospheric processes had redistributed water vapor to such 

an extent that vertical gradients in the lower troposphere were brought into approximate 

agreement with reference gr訕ents . The larger differences in the upper portion of the 

domain were due to vertical resolution problems. The vertical structure of the initial guess 

profile at upper levels was quite different from the reference atmosphere structure. 

An interesting feature of the difference plot is the region of negative values in the lower 

eastern corner. Th.is resulted from noise-induced retrieval error on the upwind model bound­

ary. The error propagated freely into the analysis domain since no water vapor information 

was introduced to the analysis system after initialization. 

4.1.4 Modeled Initial Guess Results 

For this experiment the model initialization field (Zo in Fig. 2.2) was comprised of the 

same data used for initial guesses in stand-alone retrieval (Yo) . After integrating the model 

to 14 LST, but perfom血g no retrievals, the water vapor field （為） was a.s shown in Fig. 

4.5a. This is the analysis that would result from ignoring VAS data altogether and relying 

solely on the nwnerical model and the July-average Denver sounding data . 
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Figure 4.4 As in Fig. 4.3, but from the initialized model run method. Only frame 'a' 
data was smoothed. 
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Only the 14 LST analysis (D9) was retrieved from the initial guess model run. Initial 

guess temperatures were talcen from the model data, and thus were very similar to the 

reference values. The results (Fig. 4.5b) are considerably more siinilar to the reference 

values than the stand-alone results were, but the vertical gradients were not reproduced 

very well. The vertical structure shown in Fig. 4.5a was not preserved through the retrieval 

step since there was no constraint to preserve it, while a large mixing ratio adjustment was 

called for. The 14 LST difference field for this experiment (Fig. 4.7c) indicates that the 

vertical resolution deficiency was less than in the stand-alone case. 

4.1.5 Coupled Results 

The first step of the coupled analysis was the same as the first segment of stand-alone 

retrieval. That is, X。 andB。 (Fig. 2.2) were identical to Y。 and A。 ,respectively. The model 

parameters, aside from mixing ratios, were the same as in the other simulation experiments 

and were not adjusted during the water vapor adjustment steps. Modeled temperature 

values were used in retrieval initial guesses. 

The analysis results (Fig. 4.6) included gradients and magnitudes very similar to the 

reference field features. The relative differences at 14 LST (Fig. 4.7d) were very small over 

much of the analysis domain, but reflected the same upper-level bias as was found in the 

initialized-model-run results. 

One purpose of conducting this experiment was to determine whether the random bright­

ness temperature errors would tend to cancel each other out when four sets of VAS data 

were used in succession. If so, the final coupled analysis (B9) would be more similar to the 

reference field than the final initialized analysis (C9) was. 

A brief inspection of Figures 4. 7b and 4. 7 d reveals that the coupled results were actually 

less accurate, in general, than the initialized-model-run results. One possible reason for this 

is that the model did a perfect job of depicting the advection of water vapor, so there was 

no tendency for the initialized-model-run analyses to degrade over time. Also, the model 

smooths out fine-scale water vapor variations over three hours of integration, so each new 

application of VAS data can, at best, cancel out only larger scale noise-related features. 
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Figure 4. 7 Differences {%) between analysis results and the reference values of mixing 
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Frames are for a) stand-alone retrieval , b) initialized model run, c) modeled 
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Another experiment was conducted to focus on the differences between the coupled and 

initialized-model-run methods by examining in detail the effects of repeated adjustments to 

the water vapor concentrations. A coupled analysis was run through just the first three hours 

of simulation, with all conditions as before except that the background geostrophic wind 

was changed from the "true" value of 3 m/s t~ an erroneous value of 0.1 m/s from the east. 

In this case the advection of the east-west gradient was too weak, so the second retrieval 

step was challenged with correcting the degraded analysis. Note that, after only three hours 

of simulation, field 嵓 (Fig. 2.2) is equivalent to an initialized-model-run analysis. 

The initialized-model-run analysis at 08 LST (Fig. 4.8a) had a wavy character due to 

the noise in the initialization retrievals at 05 LST. Given a horizontal wind error of 3 m/s, 

gradients should be misplaced by about two grid lengths after three hours. The differences 

relative to the reference field (Fig. 4.9a) in fact include a large negative difference just 

downwind of the strongest low-level gradient, although there are many other large differences 

as well. After the retrieval step (Fig. 4.8b) the waviness was diminished, and the low-level 

gradient was intensified and shifted westward {downwind). The differences {Fig. 4.9b) were 

not consistently larger or smaller than before retrieval. 

The patterns of Figs . 4.8 and 4.9 were interpreted subjectively in an effort to better 

understand the effect of repeated adjustment. The adjustment step appeared to make the 

"true" water vapor features more coherent, while noise-induced features either stayed about 

the same, were weakened, or were reversed. In an analysis with real data, the features that 

show up consistently through repeated adjustments can be recognized as reliable. This 

demonstrates an important advantage of the coupled method, since the major purpose of 

mesoscale analysis is to accurately resolve mesoscale features. On the other hand, the 

second adjustment brought an increase in systematic differences that resulted from vertical 

resolution deficiencies. 

The coupled analysis simulations included one other enlightening comparison. This 

illustrated the importance of the interpolation method that was part of the coupled analysis 

system. For contrast with the adjustment-interpolation method described in Sec. 2.5.4 an 

alternative coupled analysis was made, in which the transfer of retrieval output data to 

the model grid was done by a conventional, direct interpolation. The resulting 14 LST 
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analysis is presented in Fig. 4.10 along with the results of applying the adjustment method 

of transfer. The gradient near the top of the boundary layer was faithfully maintained when 

the adjustment method was used, but it was smoothed when direct interpolation was used. 

4.1.6 Cloud Contamination Effects 

Experiments were performed to determine what would be the impact on analysis accu­

racy if the satellite data were cloud-contaminated. Contamination here refers to a situation 

in whicli there are enough clouds within a sounding field of view that the VAS brightness 

temperatures are significantly different from clear-atmosphere values, but the cloudiness is 

not extensive enough to be recognized and accounted for. 

Contaminated VAS data were simulated for eacli specified field of view by computing a 

clear-sky radiance and a cloud-covered radiance, taking a weighted average of the two, con­

verting to brightness temperature, and adding noise. Weighting was based on the effective 

cloud emittance, wlucli vvas set at 5%. This value can be interpreted as the product of the 

actual cloud emittance and the fraction of the field of view covered by cloud. In radiance 

computations, the cloud temperature was taken to be equal to the ambient atmospheric 

temperature at the pressure level of the cloud top. 

Separate experiments were run with low and high clouds. The low cloud case was 

intended to simulate a deYeloping cUinulus field, so cloud tops were at the top of the reference 

boundary layer. Thus, the contamination became worse with time as the cloud grew higher 

and colder. The progress.ion of boundary layer depths is evident in Fig. 4.1 from the band 

of strong vertical gradients of mixing ratios. In the high cloud case the cloud tops were 

fixed at 150 rob throughout the simulations. For simplicity, cloud-related physics did not 

feed back to modeled flows in any way. 

Clouds were arbitrarily specified in two regions of the experimental domain, as indicated 

in Fig. 4.11. The western region was stationary, while the eastern region drifted westward 

two grid lengths per three-hour interval. The eastern group of clouds moved approximately 

with the mean wind, so the motion of air relative to the clouds was westward below the 

cloud tops and eastward above them. There was a relative westward flux of air both above 
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Figure 4.11 Water vapor mixing ratio analysis results (g/kg) at 14 LST for low (a and 
b) and high (c and d) clouds using the modeled initial guess method (a 
and c) and the coupled method (band d). Results were slightly smoothed. 
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cloud cont amination. The position of the eastern cloud region is given as a 
function of LST. 
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and below the western group of clouds. With air parcels entering and exiting cloudy regions 

in a variety of ways, the coupled analysis program had to cope with diverse challenges. 

Results at the nine hour point {14 LST) were evaluated for the modeled initial guess 

method and the coupled method to determine which was more susceptible to cloud con­

tamination effects. Stand-alone analyses were not considered because they were expected 

to be affected very sim且arly to modeled initial guess analysis; the only difference is in the 

quality of the initial guess profiles for retrievals. Initialized-model-run analysis tests would 

not be very useful either, since the results would depend heavily on whether contamination 

was worse at the initialization time or the final analysis time. 

The impact of low clouds was noticeable but not large, as can be seen by comparing 

Figs. 4.lla and b with Figs. 4.5b and 4.6d, respectively. The high clouds had an obvious 

impact on the analyses (Figs. 4.llc and d). 

Statistics were computed to highlight the susceptibility to cloud-induced errors. Mixing 

ratio absolute differences, relative to the reference values, were averaged over grid points 

4-44 (the plotting domain) in· the horizontal and at points 4, 8, 10- 17 in the vertical. Some 

of the lower grid levels were omitted to avoid biasing the results in favor ~f regions with 

tight grid spacing. 

In Table 4.1 is a list of the average absolute differences and the proportional increases 

in differences caused by cloud contamination. For low clouds, the coupled analysis was 

less sensitive to cloud contamination than the modeled initial guess analysis was (8 versus 

11% increase); however, there was no sensitivity difference for high clouds. One hypothesis 

for the difference in low-cloud response of the two methods is that coupled retrievals do 

not respond fully to patches of cloudiness. At an upwind cloud edge (in relative motion) 

high-quality initial guess data are advected into a region of contaminated VAS data. The 

updated analysis at that location should not fully reflect the contamination since mixing 

ratios are adjusted only to the VAS noise-level criterion instead of adjusting to convergence 

(see Sec. 2.5.4). On the other hand, at locations just dow卫wind of clouds, contaminated 

initial guess data are degrading retrievals where uncontaminated VAS data are available. 

The net effect depends on the relative importance of these two processes. Neither process 

函sts in the modeled initial guess analysis method. This hypothesis is refuted by the results 
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Table 4.1 Spatially averaged relative differences in mixing 
ratio at 14 LST for various simulated analyses. 

Relative 
Differences (%) 

Clear Cloud 
Contaminated 

Cloud-Induced 
Change( %) 

Low Cloud: 
Modeled I.G. 10.5 
Coupled 10.0 

High Cloud: 
Modeled LG. 10.5 
Coupled 10.0 

High Cloud 
14 LST only: 

Modeled I.G. 10.5 
Coupled 10.0 

11.7 
10.8 

18 1 

15.4 
14.7 

47 
47 

15.4 
12.9 

47 
29 
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of the high cloud experiments (no sensitivity difference), since the patchiness effect should 

have been similar for low and high clouds. 

A second hypothesis is that the sensitivity difference depended on the fact that low 

cloud contamination increased during the analysis period as cloud tops bec邱1e colder. In 

the coupled experiment the mixing ratios were adjusted to convergence only at initialization 

(05 1ST), when contamination of the VAS data was negligible. At the three later retrieval 

stages (08, 11, 14 LST) adjustment went only as far as was dictated by the noise-level cri­

terion. At these times retrievals depended more heavily on initial guesses, and each given 

batch of initial guess data was not as badly contaminated as its corresponding batch of VAS 

data. Thus, time continuity was the key. The final coupled analysis resulted from a succes­

sion of adjustments with less-contaminated historical data and more-contaminated current 

data, while the modeled initial guess analysis resulted from only the more-contaminated 

data. This effect would not apply to the high cloud case because cloud temperatures were 

constants in that case. 

The second hypothesis was tested with an extreme situation. The radiances were non­

contaminated for the first three retrieval times, and then high clouds were introduced only 

at 14 LST. This could occur if clouds formed or drifted over the domain within the last three 

hours of the analysis period. Since the modeled initial guess analysis at 14 LST depends only 

on 14 LST VAS data, it would be identical to the constant high cloud analysis. The coupled 

analysis results are given in Fig. 4.12 and are summarized in the last row of Table 4.1. In this 

case the coupled method was considerably less susceptible to cloud contamination than the 

modeled initial guess method was {29 versus 47% increase) . These results strongly support 

the second hypothesis. It should be kept in mind that, if the clouds ha d been present at 

any retrieval stage other than 14 LST, then they would have affected the 14 LST coupled 

analysis but not the modeled initial guess analy:,is . 

4.2 Surface Temperature 

Simulations were conducted to determine the relative benefits of specifying surface tern­

peratures by VAS retrievals versus energy balance computations. 
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Figure 4.12 As in Fig. 4.11, but for high clouds introduced at 14 LST only. 
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4.2.1 Simulated Observations 

For surface temperature analysis evaluations a second reference atmosphere was gener­

ated. The only difference between this one and the one used for the water vapor studies was 

in the specification of soil characteristics, which influence surface temperatures via 血ergy

balance computations. In the water vapor reference case soil characteristics were uniform 

over the domain, with the values given in Sec. 3.1.1. For the second reference case two 

characteristics varied in the horizontal. In the western third of the domain the initial soil 

profile temperatures were reduced as shown in Fig. 3.3. The soil moisture was increased to 

0.20 in the eastern third of the domain and remained at 0.04 elsewhere. Such a condition 

might be present if on the previous day clouds had persisted over the high terrain and 

convective rain moistened the low terrain. 

An increase in soil moisture causes an increase in evaporation rate, and thus has a cool­

ing effect on soil temperatures. Given that the choice of soil moisture values was somewhat 

arbitrary, a secondary factor was ignored 一 that increasing moisture is generally accOillpa­

nied by increasing thermal conductivity of the soil (de Vries, 1963). A conductivity increase 

would only enhance the cooling effect during the daytime, when heat flows downward from 

the surface. The simulation results con.finned that the conduction effect was of secondary 

importance. The latent heat fluxes from the ground increased so much with the change in 

soil moisture that they would have dominated a conductivity change even if soil conduction 

were doubled. 

The initial profile temperature change had little impact on the evolution of surface 

temperatures, but the soil moisture increase strongly retarded surface heating (Fig. 4.13). 

The surface temperature changes, in turn, had a substantial impact on the winds by 14 

LST (Fig. 4.14). For reference , the winds without the changes in soil characteristics were 

approximately as in Fig. 3.6. The wind differences were greatest near the soil moisture 

gradient. 

VAS data were simulated for the second reference atmosphere by the means described 

in Sec. 4.1.1. 
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4.2.2 Analysis by Energy Balance 

It is corrunon in mesoscale modeling studies to use energy balance computations to 

estimate surface temperatures. One problem with this approach is that mesoscale data on 

soil characteristics are generally not available. This situation was simulated with a model 

m卫 in which all factors were essentially the saxne as in the reference run, except that all soil 

characteristics were uniform horizontally. The initial soil temperature profile was the one 

used in the previous simulations and the soil moisture was set to 0.08. These conditions 

are relatively favorable for matching with the reference since it is assumed that the energy 

balance computation method is perfect, that most soil characteristics are known perfectly, 

and that averages of the two unknown characteristics (initial soil temperature and soil 

moisture) have been well estimated. 

The surface temperature differences, relative to the reference values, were as great as 

about 5°C at 14 LST (Fig. 4.15a). The winds at 14 LST {Fig. 4.16) were weaker than the 

「eference winds in general. Differences near the soil moisture gradient were as great as 1.6 

m/s for the westerly component and 3 cm/ s for the vertical component. 

4.2.3 Coupled Analysis 

An analysis was done using the procedure for determining surf ace temperatures via 

satellite data, as described in Sec. 2.6. In this simulation VAS data were the only source of 

surface temperatures; no energy balance products were weighted in. Otherwise, the model 

parameters were the same as in the reference run. 

The surface temperature retrievals in this simulation were highly accurate, as can be 

seen from the difference plot for 14 LST (Fig. 4.15b) . The largest differences, at two adjacent 

points, were caused by the smoothing of retrieval data across the strong gradient before the 

data were input to the model. The corresponding winds (Fig. 4.17) were very similar to the 

reference values. 

Real-world retrievals of surface temperature generally would not be as accurate as those 

presented here, even though data noise was included. Additional errors would be caused by 

uncertainties in surface emittances and atmospheric transmittances. It is largely guesswork 
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to estimate realistic error magnitudes for the simulated situations since emittance data are 

「are, particularly for terrain scenes the size of a VAS field of view. Based on some indirect 

information (Link, 1979; Taylor, 1979; Liu, et al., 1987), it seems reasonable that erroneous 

teniperature variations in a mesoscale domain would not exceed a few degrees Celsius. 

4.2.4 Cloud-Contaminated Analysis 

To add another element of reality to the study, a coupled analysis was run with cloud­

contaminated VAS data. The cloud heights were based on the boundary layer depth, as 

described previously (Sec. 4.1.6). The contamination region was as designated in Fig. 4.18, 

with an effective emittance of 5%. 

The surface temperature differences for this experiment (Fig. 4.i5c) were much smaller 

than those for the analysis by energy balance. Accordingly, the wind differences were 

also smaller, with maximum differences of 0.5 m/s and 1.5 crn/s for westerly and vertical 

components, respectively. The circulations (Fig. 4.18) reflected the impact of cool-biased 

surface temperatures in the cloudy area. 

Given the conditions imposed on these simulations, coupled surface temperature analysis 

was preferable to relying on energy balance computations, even when the satellite data were 

contaminated by clouds. 

4.3 Summary 

These simulation experiments demonstrated that applying coupled mesoscale analysis 

is technologically feasible and, under some circumstances, is superior to the alternatives. 

However, simulations are not sufficient to thoroughly assess the value of an analysis method. 

Some of the performance conclusions were sensitive to the values of experimental pararne­

ters. The values were somewhat arbitrary, even though the goal was to be realistic for the 

types of meteorological conditions that this study was intended to address. 

These simulation results made it appear promising that the coupled analysis system 

would be a valuable tool for studying mesoscale weather events. 
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5.0 CASE STUDY 

Several of the characteristics of Northeastern Colorado weather make the region fa­

vorable for the study of coupled rnesoscale analysis. An additional advantage is that the 

P rogram for Regional Observing and Forecasting Services (PROFS: Beran and Little, 1979) 

operates a mesoscale surface observation network over part of the region. Summertime was 

preferred for study because convective storms are common even in the absence of strong 

synoptic-scale forcing. The case of 21 August 1983 was chosen because high-quality VAS 

data were available and the meteorological conditions were reasonably well-suited to a study 

of this kind. The analysis domain is depicted in Fig. 5.1. 

5.1 Ground-Based Data 

National Meteorological Center (NMC) radiosonde data were obtained from the archives 

at the National Center for Atmospheric Research (NCAR) and were plotted as constant­

level maps (Fig. 5.2) and vertical soundings (Fig. 5.3). Synoptic scale features at upper 

levels generally were weak and relatively constant in space and time over the study area. 

Winds at 50 kPa and above were uniformly southwesterly to westerly. T~perature 

gradients were very weak at all levels , while water vapor concentrations were more variable 

in space and time. Dry advect ion occurred over central Colorado and westward throughout 

the day. The soundings at Denver and North Platte (Fig. 5.3) detected a gradient of water 

vapor in the lower troposphere between the two stations. Another notable feature was a 

stable layer between 40 and 50 kPa. 

Two sources of surface weather observations were used. Manual NMC observations were 

obtained from the National Climate Data Center. PROF S provided observations averaged 

over five-minute periods from automated mesonetwork stations. The PROFS stations were 

concentrated in the mountains and high plains of Northeastern Colorado. Analyses from 

the NMC and PROFS data combined are shown in Figs. 5.4 and 5.5. 
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Temperature and water vapor analyses were restricted to regions east of the mountains. 

The early morning temperat ures (Fig. 5.4a) roughly followed the terrain elevation, except for 

particularly warm air in the southeast. There was a sharp contrast between the ridges and 

valleys. Dewpoints were relatively high in the upper South Platte River Valley (stations 

GLY, PTL, KNB), and were particttlarly low on the upper Palmer Lake Divide. Those 

moisture features changed little through 07 MST (Fig . 5.4b). A small region near stations 

BRI and KNB was slow to warm during the early morning, relative to stations closer to 

the mountains. The result was a warm/cool hook in the contours for 07 MST. At 10 MST 

(Fig. 5.4c) there were local maxima and minima in the upper South Platte Valley forming 

a warm/cool/warm sequence. The cool spot centered on station KNB was also relatively 

moist, implying that evaporation from the ground may have held down the temperatures. 

The southeast region continued to be distinctly warm through this period while the dry 

region on the Palmer Divide spread eastward. The most prominent features at 13 MST 

(Fig. 5.4d) were the hot air in the southeast and the relatively large moistme values from 

the northeast extending into the South Platte Valley. 

The winds (Fig. 5.5) had many features in common with Toth and J?hnson's (1985) 

climatology from July 1981, including the directional reversal from downslope in the early 

morning to upslope in late afternoon. Synoptic-scale forcing resulted in a generally north­

westerly flow over the eastern portion of the domain through most of the morning with 

speeds ranging from about 2 to 8 m/s. At 04 MST (Fig. 5.5a) there was downslope flow 

over the higher terrain, with southwesterlies from the Denver area (LAK, LTN) to as far 

northeast as BGD. The region of southwesterlies retreated toward the mountains by 07 

MST (Fig. 5.5b), but weak downslope persisted at most of the higher stations. By 10 MST 

(Fig. 5.5c) most of the stations on the upper plains recorded upslope winds, while there was 

no consistent pattern in the mountains. Toward the east the winds had turned to almost 

northerly. The upslope flow region expanded by 13 MST (Fig. 5.5d) to include all of the 

mountain stations and some of the stations as far east as SNY (Sydney, Nebraska). Winds 

were still northwesterly, however, in the Arkansas Valley. 
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5.2 Satellite Data 

5.2.1 Imagery 

Visible and infrared (channel 8) imagery from GOES-5 provided a record of cloud devel­

opment within the case study domain from the evening of 20 August through the evening of 

21 August. The images presented here are from the operational NOAA/NESDIS products. 

The infrared image from 22 MST 20 Aug. (Fig. 5.6a) reveals a thunderstorm anvil cloud 

covering much of the upper South Platte Valley, with a minimum equivalent blackbody 

temperature of about -52°C . In Fig. 5.7 is an isohyet analysis based on mesonetwork obser­

vations for the period encompassing the storm. The region of significant rainfall corresponds 

with the cool, moist spot in the 10 MST 21 Aug. surface analysis (Fig. 5.4c), supporting the 

idea that evaporation was responsible for retarding heating in that area. By 04 MST, just 

after the first VAS sounding data were taken, the storm had dissipated and its remnants 

covered the northeastern portion of the analysis domain (Fig. 5.6b). Most of the domain 

was clear at 07 MST (Fig. 5.6c), as the storm remnants continued· to drift eastward and low 

clouds developed along the Colorado / Kansas border. 

By 0930 MST (Fig. 5.6d) the diurnal cycle of cloud development had begun, as the 

first convective clouds formed over the mountain peaks. Two hours later the convective 

cloudiness extended onto the upper plains, making a distinct C-shaped feature in the vis­

ible satellite image (Fig. 5.6e) . The "arms" of the C covered the southern portion of the 

Cheyenne Ridge and the center of the upper Palmer Divide. Convective development was 

stronger in the Sangre de Cristo mountains running southward from the southern edge of the 

domain. At 1230 MST (Fig. 5.6f) cloudiness extended further eastward along the Palmer 

and Cheyenne ridges and closed in toward the center of the South Platte Valley. There was 

still a clear slot just east of the continental divide, which may be the type of feature that 

Dirks (1969) noted as a common occurrence in the satellite imagery he inspected. 

By 13 MST (Fig. 5.6g) the cloud field matured to the point that thunderstorms were 

developing. The coldest cloud top in the domain was just west of Limon, Colorado (LIC), 

while storms appeared to be maturing near the southern Colorado border. The storm near 

Limon intensified over the following three hours and moved slowly eastward along the Palmer 
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22 MST 20 AUG 83 a 

Figure 5.6a The GOES-5 infrared image from 22 MST 20 Aug 1983. State oouuu­
aries are denoted by dotted lines, with Colorado in the center. The 
NOAA/NESDIS operational MB enhanc血ent was used, with colder regions 
represented by: medium gray {-32 to -41 °C), light gray {-41 to -52°C) , dark 
gray {-52 to -58°C), and black (-58 to -62°C). 
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Figure 5.6h As in Fig. 5.6a, hut for 04 MST 21 Aug. 
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07 MST 21 AUG 83 
c 

Figure 5.6c As in Fig. 5.6a, but for 07 MST 21 Aug. 

0930 MST 21 AUG 83 
d 

Figure 5.6d The GOES-5 visible image from 0930 MST 21 Aug. 1983, with state bound­
aries dotted. 
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1130 MST 21 AUG 83 

Figure 5.6e ~ in Fig. 5．紅， but for 1130 MST. 

1230 MST 21 AUG 83 
f 

Figure 5.6f As in Fig. 5.6d, but for 1230 MST. 
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13 MST 21 AUG 83 g 

Figure 5.6g As in Fig. 5.6a, but for 13 MST 21 Aug. 

16 MST 21 AUG 83 
h 

Figure 5.6h As in Fig. 5.6a, but for 16 MST 21 Aug. 
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1730 MST 21 AUG 83 

Figure 5.6i As in Fig. 5.6a, but for 1730 MST 21 Aug. 

2030 MST 21 AUG 83 

Figure 5.6j As in Fig. 5.6a, but for 2030 MST 21 Aug. 
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Divide (Fig. 5.6h) . In addition, there were weaker cells to the north and south. To the west, 

over the high mountains of the domain, the clouds died out in place. Apparently, not all the 

ingredients required for propagation and intensification of the mountaintop clouds (Banta, 

1982; Tripoli, 1986) were present on this day. 

By 1730 MST (Fig. 5.6i) most of the clouds had deteriorated, with the prominent ex­

ception of the storm on the Palmer Divide. The storm moved southwestward through 2030 

MST (Fig. 5.6j) and intensified, achieving cloud top brightness temperatures below -58°C. 

Meanwhile, a large convective system had developed along a surface pressure trough running 

northeast/southwest through Kansas and Nebras區， well outside the analysis domain. 

The series of satellite images depicts several key features to be addressed by mesoscale 

analysis: the clear slot east of the high mountains, the decay of the mountain convection, 

and the intensification and propagation of the storm that originated near Limon. 

5.2.2 Sounding Strategy 

On 21 Aug. 1983 the VAS dwell sounder scanned all of the case study domain just before 

the hours of 04, 07 and 10 MST. Because the satellite's scan region drifts diurnally there 

was only partial coverage of the domain later in the day. At the later times there was a 

data-free gap running east/west across the domain, with a half-hour interval between data 

from the northern and southern subdomains. These factors complicate data processing. 

Since this study was focused on the pre-convective period and convective development was 

widespread by noon, only the morning sounding data were used. 

The dwell sounder data were obtained from the VAS data archive at the University 

of Wisconsin Space Science and Engineering Center (SSEC) at a nominal resolution of 16 

km. The SSEC also provided the corresponding visible imagery at 4-km resolution. The 

CSU Interactive Research hnaging System (IR1S) was used to manually flag cloudy regions 

through inspection of visible and infrared imagery. This approach was considered more 

「eliable than automatic cloud detection procedures. Retrievals were performed only in the 

regions that appeared to be completely clear. The IRIS was also used to make manual 

corrections to automatic navigation programs provided by the SSEC. 
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On 21 Aug. the VAS dwell sounder operated with the spin budget given in Table 5.1. The 

data from SSEC had been averaged over the repeated measurements at each instantaneous 

field of view, but that averaging was not sufficient to meet the noise requirements for 

atmospheric sounding (Table 2.1). The radiances were spatially averaged to points centered 

at alternating lines and elements, resulting in nominal 32-km sounding resolution. For the 

troposphere-sensing channels (3-12) five adjacent 16-km pixels were averaged into each 

sounding field of view, while 25 pixels were averaged for the stratosphere-sensing channels 

(1 and 2). Thus, there was some overlap between neighboring sounding fields of view. 

Cloudy pixels were omitted from the averaging process, and a sounding field of view was 

rejected unless all tropospheric- and stratospheric-channel averages included at least 4 and 

19 cloud-free pixels, respectively. The centers of the resulting sounding fields of view are 

plotted in Fig. 5.8. 

Water vapor retrievals for the lower troposphere are unreliable over mountains because 

the background, as viewed from space, varies greatly in height and temperature within a 

sounding field of view. Accordingly, only upper troposphere retrievals (above the 50-kPa 

level) were used from mountain sites (surface pressure less than 79 kPa). Before water vapor 

retrievals could be made it was necessary to make some adjustments to the retrieval software 

to minimize domain-wide biases in the results. The radiative transfer routines include tuning 

parameters that compensate for differences between theoretical and real-world atmospheric 

transmittances. Param.eter values were determined subjectively by comparing the Denver 

radiosonde observation with nearby satellite retrievals. Adjustments take the form 

' 巧＝ T,. 7, 

where r; · is the adjusted transmittance for channel j. The most extreme value of; used in 

this study was 1.1. 

For water vapor retrievals it would have been a waste of computer time to do retrievals 

at resolution finer than 32 km because of noise limitations (Chesters, et al,., 1986). On the 

other hand, surface temperature retrievals rely mostly on window channel radiances that 

have significant structure down to 16 km or less (Hillger and Yonder Haar, 1988). There­

fore, surface temperatures were retrieved at the full 16-km resolution (Fig. 5.9) . Channel 
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Table 5.1 VAS dwell sounder spin budget for 21 Aug 1983. 

NUIIlber 
Channel of Views 

1 1 

2 3 

3 4 

4 3 

5 2 

6 6 

7 2 

8 1 

9 3 

10 1 

11 。
12 1 
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averaging was the same as for water vapor retrievals except that channel 8 radiances were 

not averaged at all. The increased resolution required a sacrifice of computer time. For 

"quick" retrievals that was a minor consideration, but surface temperature coupling also 

required full, iterative retrievals that are far more time consumptive. To alleviate this 

problem the full and "quick" retrieval schemes were linked. This way surface temperatures 

had full-retrieval accuracy and 16-km resolution at about the cost of 32-km full retrievals. 

Details are in Appendix A. 

5.3 Model Runs 

The numerical model runs made for this case study are outlined in Fig. 5.10. The 

time step was 90 s, and the vertical grid was as in the two-dimensional experiments. The 

horizontal grid length _was 101 latitude/longitude (about 17 km) within the 38-42°N, 102-

106°W analysis domain, with a stretched grid surrounding it. All runs had common initial 

data, with six hours of dynamic initialization. Most segments of integration time were 

applied to more than one analysis. The primary differences in temperatures and winds 

depended on the source of surface temperature information. Accordingly, only two time­

series'of temperature and wind results are presented below, one with energy balance-derived 

surface temperatures and the other with satellite-retrieved values. In both cases the results 

are from the runs with coupled water vapor analysis. Only those two runs were extended 

beyond 10 MST to make three-hour numerical''forecasts". 

5.3.1 Initial Data 

The model dynamic fields were initialized at 17 MST 20 Aug. so that there would be 

time for nocturnal drainage circulations to develop before the first analyses were done in the 

morning. The initial temperature profile was based on the radiosonde sounding at Denver 

at 05 MST 21 Aug. (Fig. 5.3a) with a slightly subadiabatic layer imposed near the ground 

to compensate for the time difference. Other, minor, adjustments were made at higher 

levels so that the modeled and observed soundings at Denver nearly matched at 05 MST. 

The surface pressure at Denver was 84 kPa. The background geostrophic wind profile was 
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estimated from the 05 MST radiosonde reports of geopotential height. The height gradient 

across the domain was estimated manually, and values from the 84-kPa level were used at 

all lower levels (Fig. 5.11). 

Soil characteristics were taken as constants across the model domain. The initial soil 

temperatures were based on 19 MST observations at the Fort Collins weather station as 

archived by the Colorado Climate Center. Initial values were set as differences from the air 

temperature at the lowest grid level. The other parameters used in surface energy balance 

computations were the same as in the model sensitivity tests and in Abbs and Piellce's (1986) 

study of the same area. The surface roughness was specified to increase from the plains to 

the mountains. This was appropriate since the mountains are mostly forested, with rugged 

terrain, and the plains are mostly grassland. Details of the roughness specification and an 

evaluation of its effects are in Appendix B. In brief, the variations in surface roughness 

have a significant impact on the wind speeds and directions within the lowest 1 km of the 

atmosphere. 

5.3.2 Surface Temperature Handling 

The effects of clouds on solar and infrared radiation were ignored in both the energy 

balance and satellite-derived surface temperature determinations. When model-gridded 

surface temperatures were adjusted in accordance with satellite retrievals the adjustments 

were interpolated from clear areas i~to cloudy ones. Virtually all of the study domain was 

clear during at least one of the three satellite observation periods, so some time-lagged cloud 

effects were accounted for indirectly. 

For the model runs with retrieved surface temperatures there was a smooth transition 

over a three hour period between pure energy balance-based values and pure satellite­

based values. Each time-interpolation spline was fit not only to the 04, 07 and 10 MST 

satellite-derived temperatures, but also to the energy balance-derived values at 01 MST. 

For integration from 01 to 04 MST the temperatures used for computing fluxes were based 

increasingly on the splines, going from weighting of zero at 01 MST to one at 04 MST. 

Figure 5.12 is a record of surface temperature splines for one grid point. There were 

discontinuous changes whenever the retrievals were updated (see Sec. 2.6) since some of 
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'10. 

35. 
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Figure 5.12 A plot of surface temperature splines for the grid point at the center of 
the domain. Each curve is labeled according to the model integration t ime 
at which the spline fit was made. The heavy, broken curve denotes the 
temperatures used at each time step. The open circles ('exclusive'end 
points) indicate the final retrieved values. 
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the preliminary estimates of surface temperatures differed significantly from the final, and 

most reliable, estimates. The changes were generally systematic throughout the domain, so 

their influence on gradients was small. Changes could be reduced substantially if the last 

preliminary estimates were obtained by using the full retrieval scheme instead of the "quick" 

scheme. In retrospect it appears that the additional full retrievals would have been worth 

the extra computer cost for this case. Given the size of the model grid and the resolution 

of the satellite data the extra cost would have been about fifteen percent of the cost of the 

model integrations. 

A surface temperature extrapolation method was needed so that the model run with 

satellite-derived values could be extended beyond 10 MST. The chosen method allowed the 

satellite-retrieved gradients to be maintained while time changes were determined through 

energy balance computations. At 10 MST the retrieved and energy balance-determined 

t emperatures were differenced at each grid point, and there函er the differences were added 

to the energy balance results at each time step. A drawback of this approach is that it 

is slightly unstable since each energy balance result depends (weakly) on previous surface 

temperatures. 

5.3.3 Surface Temperature Results 

Two things should be kept in mind when intercomparing surface temperatures. First, 

the gridded surface temperatures apply to the exposed ground surfaces, whereas the conven­

tional surface observations were air temperatures at about 2 m above the ground. Second, 

the satellite-based values presented here are from the final retrievals; preliminary retrievals 

also were used as model input. 

At 04 MST the energy balance values (Fig. 5.13) generally followed the terrain elevations. 

There was a prominent cool tongue on the northern Palmer Divide, which was roughly 

consistent with the surface observations. The satellite-based values deviated more from the 

terrain elevations and generally had weaker gradients over the mountain slopes. On the 

plains there was a significant gradient from north to south, as was present in the surface 

observations. A cool spot (< 14°C) in the upper Arkansas Valley appeared to be caused by 

insufficient screening for clouds (see Fig. 5.9a) . Neither the energy balance nor the satellite-
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based values were systematically different from the surface observations by a large amount, 

but the satellite-based values tended to be cooler on the plains. 

At 07 MST the energy balance values had warmed substantially (Fig. 5.14), but followed 

terrain elevations closely. In the satellite results there was a distinct warm region in the 

southeast and a warm band along the plains just east of the continental divide (> 20°C). 

Both of these features were well supported by the surface observations. Surface observational 

density was not great enough to verify several other features in the retrievals. Domain-wide 

the differences between retrievals and surface observations were small, whereas the energy 

balance values were generally 6 to 8° C warmer. 

At 10 MST the energy balance temperatures diverged somewhat from the terrain­

following pattern (Fig. 5.15). In regions with very light winds (shown in the next subsec­

tion) heat fluxes to the atmosphere were reduced and the ground surface warmed especially 

strongly. In the satellite-based results there were very strong gradients at this time even 

over relatively flat terrain. Between a hot region in the southeast and a cool band to the 

north there was a difference of more than 12°C over a 70-km distance. The features in 

the satellite-derived data ar~ very similar to those resolved by the surface observations, 

although the magnitudes are very different. Among these features is the series of warm, 

cool, and warm regions in the South Platte Valley, the cool areas on the northern Palmer 

and Cheyenne ridges, and the hot Arkansas Valley. Surface temperatures from both sources 

were substantially warmer than the observed air temperatures at this time, but energy 

balance values were generally still warmer than satellite values. 

By 13 MST the energy balance-based temperatures (Fig. 5.16) had been strongly in­

fluenced by wind speed variations. Temperatures were particularly high in the upper river 

valleys. Interestingly, the wind speed effects resulted in a gradient between the Arkansas 

Valley and the Palmer Divide that was similar to the observed air temperature gradient. It 

appears that this was a fortuitous coincidence since the observed winds over the Arkansas 

Valley were far from calm (Fig. 5.5d). The time-extrapolated retrieval field contained the 

S訌ne II1.ajor features as the 10 MST field, but they were distorted somewhat since energy bal­

ance computations clid not result in the s血e time change at every grid point. As e:xpected, 

the correspondence between satellite-based values and surface observations decreased from 
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10 to 13 MST. The observations reflected the influence of convective cloud development, 

whicli the extrapolated values did not account for. 

The surface observations were also compared with air temperatures from the model's 

lowest grid level for thermodynamic parameters. The height offset was large (2 m versus 

15 m), but it is implicit in the model's surface-laye; parameterization that the temperature 

at 2 mis somewhere between the surface and 15-m values. Temperatures at heights within 

the surface layer cannot be directly retrieved, in general, since the formulation includes 

empirical adjustments that are not valid very near the ground. 

At 04 MST the temperatures from the energy balance and satellite-based runs were 

very similar (Fig. 5.17). They tended to be warmer than the surface observations, whicli is 

reasonable given that a thermal inversion was present . The satellite-based data field had 

relatively cool values from the South Platte Valley northward and had a weaker gradient 

along the mountain slopes than the energy balance field. Both fields had a cool tongue 

. extending northeast from the upper Palmer Divide and a warm band close to the central 

mountains. These features were likely caused by the interaction of nocturnal drainage flow 

with a mountain wave forced by the westerlies aloft (see Appendix B) . The features were ~ot 

present in the 04 MST surface observations, but at 07 MST they appeared strongly in the 

surface observations and the satellite-based results and weakly in the energy balance-based 

results (Fig. 5.18). The satellite-derived field also contained a north to south gradient in 

the eastern region at 07 MST that was roughly consistent with the observations. Given 

that the 0- to 15-m modeled layer was about isothermal at this time, there should be little 

temperature bias between the model values and the observed values. The energy balance 

values were about 2-8°C too warm and the satellite values were generally within about 2°C 

of the surface observations. 

At 10 MST the satellite-derived 15-m temperatures (Fig. 5.19) corresponded very closely 

with the surface observations, although the series of warm, cool, and warm spots did not 

penetrate to the this level despite the forcing from the ground surface. Given that the tern­

perature lapse rate was strong, the satellite values were too warm for an ideal matcl1. The 

energy balance values were about 2-6°C warmer yet, with particularly large discrepancies in 

the northern region. The two model fields had about the same gradient between the upper 
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Palmer Divide and the southeast corner, but it was more compact in the satellite-based 

field. 

In general the satellite retrievals appeared to provide more realistic surface tempera­

tures than the energy balance computations. The match of satellite-derived gradients with 

observed gradients lends strong support to the value of the retrievals, but the lack of large 

biases is not particularly significant. For example, the satellite-based air temperatures 

would have been warmer at 10 MST had it been possible to use the final 10 MST retrievals 

instead of preliminary values in the 07 to 10 MST spline (see Fig. 5.12). In addition, re­

trieved surface temperatures are somewhat sensitive to the estimate of the spectral surface 

emittance, which is subject to estimation errors. 

5.3.4 Wind Results 

Modeled and observed winds were readily compared. The lowest wind level in the model 

was at a 10-m height, about the same as the surface observations. 

At 04 MST winds in the two model runs were very similar to each other (Fig. 5.20). 

The 10-m modeled winds generally followed the pattern of the surface observations, but 

there were significant differences. The modeled winds were stronger over the plains, with 

speed maxima on the lee side of the Palmer and Cheyenne ridges that were not supported 

by observations. The observed region of southwesterly drainage flow was reproduced by 

the model, but over a Sinaller region than observed. Above the surface the winds generally 

were 咋alcer, except for a jet of northwester lies centered about 400 m above th~ high plains 

(Fig. 5.21). A weaker version of this feature was present in the Denver radiosonde report 

from one hour later (Fig. 5.3a). The evolution of the modeled jet is discussed further in 

Appendix B. 

By 07 MST there was an important difference between the two modeled wind fields 

(Fig. 5.22). The energy balance-based winds no longer included a zone of southwesterly 

drainage, but the feature persisted in both the satellite-based results and the observations 

(Fig. 5.5b). Over much of the domain the satellite-based winds were slightly stronger and 

more westerly than the energy balanced-based values. This is consistent with the cooler 

surface temperatures and consequent weaker boundary layer mixing. Both model fields 
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agreed well with the observations over the eastern plains in both direction and speed. There 

was an exception in the Arkansas Valley, where the direction was off by about 90°. This 

discrepancy probably resulted in part from the model's limited domain. The Raton Mesa, 

which is just south of the Arkansas lliver, could be expected to divert the flow eastward as 

did the Palmer and Cheyenne ridges. 

The low-level winds were strongest just above the surface at 07 MST. At the 250-m 

level the flow was north-northwesterly at about 10 m/s over much of the domain (Fig. 5.23), 

with the satellite-based winds being slightly stronger. 

The 250-m vertical velocities at 07 MST were dominated by the interaction of the 

horizontal background flow with the terrain (Fig. 5.24). The lee side downslope sinking was 

stronger in the satellite-based run, but the patterns of rising and sinking were very sinillar. 

By 10 MST the modeled 10-m winds had_turned to upslope east of the continental divide 

(Fig. 5.25). The rotation was not as great as in the observations (Fig. 5.5c), which included 

stations with a southerly component. In addition, easterly components were present over 

a wider area in the observations. Both model runs included · a mountain/valley breeze 

front on the eastern slope of the continental divide, but it occurred at a lower elevation 

and was weaker in the satellite-based run. Over the plains the satellite-based winds were 

stronger, and both fields matched well with most of the observations. There were not 

enough observing stations to verify the model fields'speed maxiII1.a along the Cheyenne and 

Palmer ridges. 

As the modeled boundary layers grew, differences in surface forcing affected flow at 

successively higher levels. At 10 MST both runs included north-northwesterlies at 500 m 

(Fig. 5.26), but the satellite-based winds were the stronger of the two. There was also a 

difference in the position of the mountain/valley convergence line at that level. 

The vertical velocities were far more sensitive than horizontal winds to the surface 

temperature differences (Fig. 5.27). In the energy balance-based results at 10 MST there 

was strong rising at 500 m just east of the mountain peaks and compensating sinking further 

eastward. In the satellite-based results the mountain circulations were much weaker and 

there was still evidence oflee-side downsloping. The satellite-based velocities were relatively 

strong over the plains, with upward motion downwind of the surface hot spots. The effect 
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of surface temperature features is clear in the vertical motion differences between the two 

runs (Fig. 5.28). 

At 13 MST the local influences on modeled low-level winds were obvious (Fig. 5.29). 

Both model fields includeq. easterlies on the primary mountain slope that matched the 

observations well. However, the eastward extent of the easterlies was not nearly as great in 

the model fields as in the observations. There was a particularly large discrepancy along the 

southern Cheyenne Ridge where the satellite-based winds were northerly and the observed 

winds were southeasterly. The two model fields were very different in the Arkansas Valley 

region. There was strong convergence in the satellite-based winds over the hot surface, 

including southerlies along the southern border where the observed wind (station LHX) 

was in the opposite direction. This difference suggests that the extrapolation of satellite­

retrieved surface temperatures may have resulted in an over-estimation of gradients. It is 

also likely that cloud developm血t had a substantial impact on the observed winds. 

The vertical winds accelerated greatly in the hours leading up to 13 MST (Fig. 5.30). 

The energy balance-based velocities were strongly positive over the eastern mountain slopes 

and relatively weak elsewhere. A noticeable feature is the slot of sinking air east of the moun­

tains, where there was a clear zone in the satellite imagery. The satellite-based velocities 

were strongly upward over the mountains and over the hottest regions of the plains. There 

was sinking east of the mountains and over the tongue of cool ground on the eastern Palmer 

Ridge (see Fig. 5.16). 

It had been expected that surface conditions would have a substantial impact on mod­

eled circulations (e.g. Segal, et al., 1988a) and that was true in the satellite/energy balance 

comparisons. Nevertheless, the comparisons of modeled and observed winds throughout 

the morning do not lead to any strong conclusions about the relative accuracy of the two 

methods of determining ground surface temperatures. Some of the modeled/observed cl.if­

ferences suggest that the background geostrophic northwesterlies at low levels may have 

been over-estimated. 
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10 MST W-COMPONENT DIFFERENCE 
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Figure 5.28 Vertical velocity differences at 500 m above ground at 10 MST from the two 
model runs: satellite-based run minus energy balance-based run. Contours 
are at intervals of 1 cm/s. 



121 

N
O 

`2 

w.1n1w.lVS.lSrt 

£1,. 

Zb 

,̀ 

` ` 。,今......., ·含｀

::::::\ 今寸丶丶｀己｀ ` 
、..,己` ` 
、¥ ｀量｀.... ·..仝

^ ＾，，，＾只：： : 
今「·

: : ;,:玄：瓦,.̀  

... 
`. 
R09 
』 2

,,,, 
,,... ➔ ➔ +'`'' ,.................>)'`
,,..............占 4' ｀

,............... ➔..,,. ^ 

^............... ➔ ➔ 丶,. ^ 
一丶^ 

... 
-+/ 

... ➔ ➔ ➔ ➔ 

w 

、
,
`
｀
`
｀
§

g 
(N l 30nl IltJl 

'̀ 

woz5vaAOUWZWLsncL 

r̀r 
4 J J 

J > 

12OO 
> > 

丶） > 

`'' 
丶｀ ` 
＞丶，

，，勺

).,., 

6£ 

4J 
(
（
`

＼
`
L
L
l
l
J

』

ooz 
`
｀

J
J
¥
)
)

』
)

:J:V:\ v44444JJJ 
4
J
A
A
丛
．

矗遍

a·…( ＇
，
＇

L
一
．

((.̀  ̀

co 

bO 

SOI 

·901 

.8

C 

ZO

I 

COI 

bO 

[M 

3nn1J:JNOl 

(M 

]OnlJ~NOl 

so 

J:.SW 

£1 
1-e 

1nq 

·o
i
·g 

·
｀k
I
丑

s
v

Zb Ib g 
(N) 3OnL ILU7 

6E 

.90I 

.8C 

6Z.gam8kI 



4
2

. 
11

,3
 ,M

,S
T

 ,
E, 

N1
E,

R
G, 

Y
 B

A
L

A
N

C
E

 
a 

'
'
'
 

13
 M

ST
 

SA
T

E
L

L
IT

E
 

LZ
' ) 

\ 
42

. 
b 

4
I.

 
t＾
又
立
＼

f 
/ 

4
1

. 

。 。

\}
 1」i

\J
,}

 
- 之 .
.
 

岂
4
0

.

''" 
f 

z 

二
3

I 
\ \

 
\ 

' 

尸 ,
, 

I 
/ 

\ 
\ 

岂
4
0

.

E
 C
E 

· \ 
~ \

 \ 
r.o

\ 

二

4 

卜 ,
, 

E
 

入
a

: 
-
J
 

I 
\\

\\
J
 1

11
1 

I 
,
、
/

丶
丶

I

39
「
雪
己

l1
 

尸
＼~
;
L

·"'
,

3
9

. 
［
八
＼
、
－
－
Z

1 

I 

` I 

38
 

1
,
,
,
,
,
 

1 
I 

·1
06

 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
. 

10
5 

I 
''

''
'

' 
. 

0 
4 

38
. 

. 
10

3
. 

10
2 

LO
N

G
IT

U
D

E 
(W

l 
. 

10
6

. 
10

5.
 

I O
 4.

 
10

3.
 

LO
NG

 I
 T

UO
E 

(W
I 

10
2

. 

F
ig

u
re

 5
.3

0 
V

er
ti

ca
l 

ve
lo

ci
ti

es
 a

t 
13

50
 m

 
ab

o
v

e 
g

ro
u

n
d

 a
t 

13
 M

S
T

 f
ro

m
 t

h
e 

a)
 e

n
er

g
y

 b
al

an
ce

d
-b

as
ed

 a
n

d
 b

) 
sa

te
ll

it
e 

re
tr

ie
v

al
-b

as
ed

 m
o

d
el

 r
u

n
s.

 C
o

n
to

u
rs

 a
re

 a
t 

8
-c

m
/s

 i
n

te
rv

al
s.

 

~
 

N
 

N
 



123 

5.4 Water Vapor Analyses 

Several water vapor analyses were intercompared in detail to evaluate the relative 

strengths and weaknesses of the various analysis methods. A secondary purpose of the 

analyses was to verify modeled winds. Errors in advecting winds were one possible cause 

of discrepancies whenever satellite-retrieved water vapor changes disagreed with model­

simulated changes. 

5.4.1 Conventional Results 

The first task was to prepare the best possible three-dimensional gridded analyses based 

solely on conventional (in situ) data. Analyses were made at 04, 07 and 10 MST. For 

each surface observation (Fig. 5.4a-c) the 05 MST Denver radiosonde profile of dewpoint 

temperature was altered so that it would match the observed value at the level of the 

station's surface pressure. For stations lower than the 84-kPa level the radiosonde profile 

was extrapolated before adjustment. The adjustment decreased linearly from the surface 

up to about 61 kPa (about 4400 m elevation). The adjusted profiles were extrapolated 

downward to facilitate horizontal interpolation to a grid with varying surface elevations. 

The Lipton and Hillger (1982) method was used for horizontal interpolation, and then the 

values were linearly interpolated to the model's vertical grid levels. Surface observations 

that were considered to be non-representative (including all the mountain station reports) 

were eliminated from this procedure. The gridded surface (10-m level) mixing ratio analyses 

are presented in Fig. 5.31. 

5.4.2 Stand-Alone Retrieval Results 

The conventional water vapor analyses were used 瘧 initial guess data for the stand-alone 

retrievals. The 05 MST Denver temperature sounding, with the surf苹 inversion removed, 

was the temperature initial guess at all sounding locations at each of the three analysis 

times. The initial guess field was adjusted throughout the analysis domain, regardless of 

cloud coverage, based on the cloud-free fields of view. 
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Figure 5.31 Mixing ratios at 10 m above the ground from the analysis of conventional 
data for a) 04, b) 07, and c) 10 MST. Contours are at 1-g/kg intervals. 
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The 04 MST stand-alone surface analysis, in Fig. 5.32, is much different from the con­

ventional analysis. A prominent feature is a band of very high mixing ratios cutting across 

the domain from the south to the northeast. At mid-levels (about 5 km) the southeast 

comer of the domain is relatively moist, as revealed by the cross-sections. This feature 

shows up clearly in the image from VAS channel 10 at 0430 MST (Fig. 5.33). 

There are several reasons to believe that the low-level water vapor retrievals at 04 MST 

are not reliable. First, the conventional/stand-alone analysis differences are larger than 

would be expected solely on the basis of differences in data source and coverage. Second, 

in the very moist regions the retrievals produced temperature profiles that were unrealistic; 

they had diverged from accurate initial guesses through the iterative process in response to 

increasing low-level moisture. Third, the features in the 04 MST analysis are not consistent 

with features in the 07 and 10 MST analyses. 

The likely cause of the poor results is the ill-posedness of the water vapor retrieval 

problem under the circumstances present at 04 MST. The average lapse rate of the lower 

troposphere was very small due to a surface-based inversion. When the lapse rate is small 

the radiances detected by satellite sounders become insensitive to changes in water vapor 

concentrations. Retrievals based on the radiances are unstable, such that small errors in 

estimates of atmospheric transmittances or surface emittances can have a large impact on 

retrieved concentratio皿 Undetected clouds may have also been a culprit, but they could 

not have been the sole cause of the differences. According to results of ~adiative transfer 

computations clouds could not have lead to the water vapor increases without having an 

obvious impact on surface temperature retrievals. 

The 07 MST stand-alone analysis (Fig. 5.34) is similar to the conventional analysis at 

the surface. The most notable difference is that the retrievals indicated the northern plains 

region was relatively moist. The cross-sections show this to be a shallow feature. There is 

also a dry spot (<10 g/kg) on the Northeastern Palmer Divide. 

The 10 MST analysis (Fig. 5.35) is consistent with the conventional data in indicating 

that the upper South Platte Valley was relatively moist, but it has increasing moisture 

toward the northeast. The retrievals implied higher mixing ratios than the observations 
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Figure 5.33 The GOES-5 water vapor channel (channel 10) image from 0430 MST 21 
Aug 1983. State boundaries are denoted by dotted lines. 
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over most of the plains. The cross-sections indicate a relatively uniform vertical gradient 

throughout the lower troposphere and an eastward propagation of the mid-level moist region. 

5.4.3 Initiali.zed Model Run Results 

For this analysis, the initial guesses for the 04 MST retrievals were composed of model 

values of air and grmmd temperatures and the conventional 04 MST water vapor analysis. 

Only one analysis sequence was done, using the energy balance-based model. There was 

little value in doing a second sequence with satellite retrieval-based surface temperature 

input, given that the initializing water vapor retrievals were unreliable. 

As expected, the 04 MST analysis (Fig. 5.36) differed little from the stand-alone analysis. 

After three hours of integration the features were smoothed and displaced by advection (Fig. 

5.37). There is little similarity between the stand-alone and initialized-model-run analyses 

at 07 MST, further supporting the contention that the 04 MST retrievals were erroneous. 

Nevertheless, an interesting effect of the model circulations showed up in the cross-sections. 

Near the mountains downsloping gave rise to water vapor inversions. By 10 MST (Fig. 

5.38) there were prominent effects of mixing in the boundary layer and upsloping over the 

mountains. 

5.4.4 Modeled Initial Guess Results 

Two sequences of analysis were prepared with a modeled initial guess, one set for each 

method of determining surface temperatures. In both cases the model water vapor con­

centrations were initialized at 04 MST using the conventional analysis and then the model 

integration proceeded to 10 MST. 

For the energy balance-based sequence the 04 MST analysis is the satne as in the 

initialized-model-nm sequence. The 07 MST analysis (Fig. 5.39) differs substantially from 

the corresponding stand-alone analysis despite being based on the satne satellite data. The 

modeled-initial-guess analysis is moist at low levels in a band along the Palmer Divide, as 

well as in the northeast. It also lacks the anomalous local maximum centered on station 

LAK in both the conventional and stand-alone surface analyses , replacing it with a dry 
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surface and deep moisture above (Fig. 5.39b). The 10 MST modeled-initial-guess analysis 

(Fig. 5.40) had lesser mixing ratios at low levels than the corresponding stand-alone anal­

ysis due to modeled vertical mixing. There were also differences in the positions of the 

local maximum near the domain center. At both 07 and 10 MST the impact of the model 

circulations is evident in the distinct vertical water vapor structure over the mountains and 

the contrast between boundary-layer and free-atmosphere gradients over the plains. 

The sequence of analyses based on the model with satellite-determined surface tem­

peratures (Figs. 5.41-43) is generally similar to the energy balance-based sequence. At 07 

MST t比 concentrations over the high plains reflected the more persistent downsloping in 

the satellite-based run (Fig. 5.42b). Due to lower surface temperatures the mixing of water 

vapor occurred over a shallower layer in the satellite-based run. The resulting differences 

were particularly apparent at 10 MST. 

In general, the differences between the stand-alone and modeled-initial-guess analyses 

demonstrate that prominent characteristics of the analyses depend heavily on the fine-scale 

vertical structure of the initial guess profiles. 

5.4.5 Coupled Results 

For coupled analyses at 07 and 10 MST the adjustments to initial guess fields were 

suppressed in cloudy regions. The level of suppression was based on the radius of consider­

ation at each grid point, which is a product of the objective analysis program. Suppression 

decreased linearly from total at radii greater than 164 km to none at radii less than 64 km. 

The objective analysis routine treated a grid point as if it were in a data gap for radii greater 

than 64 km, as applied to this data set. The purpose of the suppression was to retain water 

vapor information from previous retrievals wherever no new data were available. 

The coupled analyses at 04 MST were the same as those from the modeled-initial-guess 

series'. For the later times the energy balance-based results will be addressed first. 

The 07 MST analysis (Fig. 5.44) includes some remnants of the unreliable 04 MST 

retrievals, including the moist band in the southeast. It is also drier than the modeled­

initial-guess analysis in the northeast comer due to suppression of adjustment. Those two 

analyses were similar near the center of the domain although the orientation of surface 
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contours is different. By 10 MST (Fig. 5.45) the effects of the 04 MST retrievals had 

reduced as data coverage expanded. The central arc of surface mixing ratios over 11 g/kg 

is similar to a feature in the modeled-initial-guess analysis, but here the local maximum 

is shifted northwestward. The differences correspond with variations in the depth of the 

mixed layer, as depicted in the cross-sections. In the "forecast" for 13 MST (Fig. 5.46) the 

mixed layer is very deep, particularly over the eastern mountain slope. Superimposed on 

the east-west gradient there are relative maxima just south of the Palmer and Cheyenne 

ridges and east of the continental divide. These features correspond to regions of low-level 

convergence and upward motion. 

The 07 MST coupled analysis with satellite-based surface temperatures (Fig. 5.47) is 

very similar to the energy balance-based analysis. The primary distinguishing feature of 

the 10 MST analysis is the sharp contrast between the moist spot near the center of the 

domain and the dry tongue to the southeast (Fig. 5.48). The two analyses for 13 MST are 

substantially different. In the analysis from the satellite-based run there is a low-level local 

maximum near the center of the domain and the zones of deep mixing appear further south 

in the north-south cross-section (Fig. 5.49). 

The coupled analyses were particularly useful at assessing the consistency of the three 

sets of satellite data and the reliability of the modeled winds. 

At mid-levels there was an overall decrease in moisture from 04 to 07 MST, while the 

change was small from 07 to 10 MST. This suggests that problems with the 04 MST 

retrievals extended well above the surface. 

At an elevation of 5-km the modeled wind, based on the geostrophic wind initialization, 

was about 3 m/s from the west. The observed wind over Denver at 05 MST was 7 m/s 

from just south of west (about 250°), so its westerly component was about 6.6 m/s. Given 

t區t the mid-level water vapor gradient was oriented roughly parallel to the wind (see Fig. 

5.33), its movement indicates time-averaged wind speed. In the coupled results the 4-g/kg 

contour moved east about 50 km from 07 to 10 MST, implying a wind speed of about 5 

m/s. The same computation from the initialized-model-run analysis gave a value of about 

3 m/s, which agrees with the modeled winds as expected. These results indicate that the 

geostrophic wind estimate was substantially weaker than the actual wind on this day. 
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Figure 5.47 As in Fig. 5.44, but with satellite retrieval-based surface temperatures. 
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Figure 5.48 As in Fig. 5.45, but with satellite retrieval-based surface temperatures. 
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Figure 5.49 As in Fig. 5.46, but with satellite retrieval-based surface temperatures. 
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It was found that integrated water vapor from 60 kPa to the surface was a very useful 

quantity to consider in assessing the reliability of low-level fields. For example, the water 

vapor retrievals at 04 MST were further discredited by plotting the adjustment to integrated 

water in the 07 MST retrieval step (Fig. 5.50). This showed that the 07 MST retrievals 

contradicted the 04 MST retrievals since the adjustments opposed the primary features of 

the pre-adjustment field {Fig. 5.50a). The 10 MST adjustments were small by comparison 

indicating that the 07 and 10 MST retrievals were generally consistent (Fig. 5.51). There was 

a general tendency for increased concentrations at 10 MST. One possible explanation for 

this is if the southwesterly component of the mean lower tropospheric wind was too strong 

in the 07-10 MST model run. Other possibilities are time-dependent retrieval biases, cloud 

contamination, or excess evaporation from the ground. The local increase near the domain 

center was too large to be explained solely by wind errors of a reasonable magnitude. The 

10 MST adjustments for the energy balance-based and satellite-based experiments were so 

sinillar that no conclusions could be drawn regarding the relative accuracies of their winds. 

5.5 Water Vapor Kinematics 

The evaluation of water vapor kinematics was limited to the analysis features that 

appeared to be most reliable. All of the analysis sequences were considered to some degree. 

Water vapor changes over the mountains were determined primarily by the model since 

no low-level retrievals were used over high terrain. Between 04 and 07 MST there was drying 

」ust above the eastern slopes of the mountains (Figs. 5.44b, 5.4 7b) caused by downslope 

flow, giving rise to a water vapor "front" at the base of the mountains. The position of 

the front was further east in the satellite-based run than in the energy balance-based run 

because the downsloping was more persistent in the former case. Another aspect of the 

mountains'effect on the wind was upward motion and high mixing ratios 」ust above the 

dry zone. The 07 MST features only indicate the trends of water vapor features because 

there is no assurance that it was accurate to initialize the field as horizontally flat at 04 

MST. 

From 07 to 10 MST the low-level winds turned easterly at the mountain base, reversing 

the mixing ratio trend just about the ground. But the moistening at higher levels was not 



07
M

S
T

 
a 

42
. 

41
. 

[N
 

. 
。4 

3
0
n
ll
lt
:J

l 

39
. 

38
"1

06
. 

( N
 

42
. 

4 
l.

 . 
。4 

:3
on

1 

r itn
 39

. 

07
M

S
T

 
b 

...
 

...
 

···
 

...
 

...
. 

···
·· 

···
· 

...
. 

· · ··
 

···
· 

···
···

 
···

··

· · ···
···

 
···

···
 

..
..
..
 

I ·· · .. `̀ E
. 

···
· 

..
..
 

...
.. ,' 

..
. 

..
..
. 

...
. 

···
 

I4
 

丶
\·
 

. 
7·

,
. '~
 

\ 

6 ~ {̀
.
{
{
,
\
\

\ ` .. \
··
··
:-
:

-:- : -
:·

F · … ·
·
:
·
2
:

F ..[
..

, . . \'
, 

··`
[.`

··`
·:`

 
A . ' - 

1
4
8
 

10
5.

 
10

4.
 

LO
N

G
! T

UD
E 

(W
) 

10
3.

 
10

2.
 

38
01

06
. 

10
5.

 
10

4.
 

LO
N

G
IT

U
D

E 

10
3.

 
10

2
. 

(H
l 

F
ig

ur
e 

5.
50

 
a)

 I
n

te
g

ra
te

d
 w

at
er

 v
ap

o
r 

fr
o

m
 6

0 
k

P
a 

to
 t

h
e 

su
rf

ac
e 

ju
st

 b
ef

or
e 

th
e 

07
 M

S
T

 c
o

u
p

le
d

 a
d

ju
st

m
en

t,
 

w
it

h
 c

on
to

ur
s 

a
t 

0.
25

-c
m

 i
nt

er
va

ls
; 

an
d

 b
) 

th
e 

in
te

g
ra

te
d

 w
at

er
 v

ap
o

r 
ad

ju
st

m
en

t 
a
t 

07
 M

S
T

, 
w

it
h

 c
o

n
to

u
rs

 a
t 

0.
1-

cm
 i

nt
er

va
ls

. 
P

lo
ts

 a
re

 f
ro

m
 t

h
e 

n
m

 w
it

h
 s

at
el

li
te

 r
et

ri
ev

al
-b

as
ed

 s
ur

fa
ce

 
te

m
p

er
at

u
re

s.
 

V
al

ue
s 

w
er

e 
si

m
il

ar
 f

or
 t

h
e 

n
m

 w
it

h
 e

ne
rg

y 
b

al
an

ce
-b

as
ed

 s
ur

fa
ce

 t
em

p
er

at
u

re
s.

 
S

ti
p

p
le

d
 a

re
as

 w
er

e 
cl

ou
dy

 a
t 

ei
th

er
 0

7 
o

r 
10

 M
S

T
. 



10
M

S
T

 
a 

10
M

S
T

 
b 

42
. 

4 
l.

 

z:
 

. 
。4 

w c n LI L U ·一

39
. 

38
·1

06
. 

z 

42
. 

4 
1.

 . 
。4 

3
o

n
1

1
1

1
::

n
 

39
. 

1
4
9
 

10
5.

 
l O

 4.
 

LO
NG

 IT
 U

DE
 

(W
I 

10
3.

 
10

2.
 

38
"1

06
. 

10
5.

 
10

1.
 

LO
N

G
IT

U
D

E 
(W

I 

10
3.

 
10

2.
 

F
ig

ur
e 

5.
51

 
A

s 
in

 F
ig

. 
5.

50
, 

b
u

t 
a
t 

10
 M

S
T

. 



150 

reversed. It persisted because convergence at low levels fed an updraft above the slope. 

This effect was far stronger in the energy balance-based analysis (Fig. 5.45b) than in the 

satellite-based analysis (Fig. 5.48b), and it can play an important role in intensification of 

convective clouds (Tripoli, 1986). In both analyses there was a suppression of the moist 

layer over the high plains, resulting in particularly strong vertical gradients. 

The analyses were unanimous in indicating a flow of dry air southeastward from the 

upper Palmer Divide into the Arkansas Valley over the 07-10 MST period. Near the center 

of the domain the situation is not so clear cut. Both of the coupled analyses have a north­

westward shift of the local surface mixing ratio maximum from 07 to 10 MST, in opposition 

to the modeled advection. These surface values were not representative of the integrated 

low-level water vapor, in which a moist tongue moved southward during that period (Fig. 

5.52). The surface features can be explained in part by the relatively shallow mixed layer 

at 10 MST in the South Platte Valley (Figs. 5.45c, 5.48c). It is also likely that evaporation 

from the ground played a role in moistening this area, since the greatest moistening occurred 

over a band of relatively cool ground (Fig. 5.15b). Further evidence are reports of 11 mm 

(Hoyt) and 22 mm (Byers) rainfall totals near the domain center during the previous four 

days (NCDC, 1983), although it is uncertain whether the evaporation rate remained high 

on 21 August. 

In the upper South Platte Valley the only analysis with large surface values through 

10 MST was the stand-alone, which had the 10 MST conventional data as initial guesses. 

This was apparently a shallow, evaporation-related feature that could not be resolved in 

the retrieval process . 

The highest mixing ratios in the domain were in the northeast corner and appeared to 

drift southeastward over the 07- 10 MST period. Changes in magnitude and position of 

the maximum cannot be estimated with high reliability because satellite data coverage was 

incomplete. 

During the period leading up to 10 MST convergence appeared to play no more than 

a minor role in water vapor changes over the plains . From 10 to 13 MST convergence 

effects appeared to dominate changes throughout the domain. In the energy balance-based 

run precipitable water values increased greatly over the mountains, where convergence was 
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Figure 5.52 Integrated water vapor from 60 kPa to the surface from the coupled analyses 
with energy balance-based (a and b) and satellite-based (c and d) surface 
temperatures. Times are 07 MST for a and c, and 10 MST for band d. 



152 

strong, and by small amounts just south of the Palmer and Cheyenne ridges (Fig. 5.53a). In 

the run with satellite retrieved surface temperatures there were comparable increases over 

the mmmtains and the convergent regions on the plains (Fig. 5.53b). The satellite-based 

run implies that low-level mixing ratios were enhanced in the upper South Platte Valley by 

local suppression of mixing (Fig. 5.49). One result is a strong north/ south gradient along 

the Palmer Divide. 

5.6 Factors in Convective Devel~pIIl«:nt 

Some of the cloud features depicted in the satellite imagery can be readily related to 

the evolution of water vapor concentrations. The first convection was near the mountain 

peaks during the 07-10 MST period. Later, there was a clear slot where water vapor mixing 

was suppressed. In addition, convection initiated early along the southern Cheyenne Ridge, 

where low-level moisture was abundant and increasing, and mixing was deep. The other 

plains region with early convection was the upper Palmer Divide. Modeled upward mixing 

extended higher just south of the divide axis but there was 氐 more low-level moisture just 

north of the axis. At the mesoscale, initiating clouds could not be exclusively associated 

with either upward vertical motion or abundant low-level water vapor. It is uncertain, 

however, that the model runs had the rising air in the right place. 

By the end of the numerical''forecast" period (13 MST) the mountain convection was 

decaying, so it is very likely that the upward flow of water vapor in that region was overesti­

mated by the energy balance-based run. The intensifying convection on the Palmer Divide 

was in a region of relatively low precipitable water (Fig. 5.54), but there appears to have 

been a strong southward flux of low-level water vapor into that region (Figs. 5.29b,49c). 

The most intense convection in the northern part of the domain was in a region of deep 

moisture and rising motion just south of the Cheyenne 即ge.

It is interesting that the two primary convective regions propagated differently after 

13 MST. The Cheyenne clouds moved almost straight eastward, toward the water vapor 

maximum, before dying out. The Palmer clouds first moved east-northeastward and then 

southeastward, steering away from a relatively dry zone in the the 13 MST low-level water 
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vapor field (Fig. 5.49), as convection intensified. This pattern of motion may be largely 

coincidental since storm dynamics are also important to storm propagation. 

Since water vapor is not the ocly factor in convective instability, parcel buoyancies were 

computed also (Darkow, 1986). Buoyancies account for convergence and vertical motion 

確ects on both the temperature lapse rate and the low-level water vapor distribution. The 

origins of lifted parcels were assumed to be at 375 m above ground, beyond the strong 

surface-based gradients. The buoyant energy was integrated from 375 m to the level of free 

convection (negative buoyancy) and from the LFC to the equilibrium level (positive buoy­

ancy) . At 10 MST none of the energy balance-based simulated atmospheres had significant 

negative buoyancy anywhere in the domain. That does not jive with the observed degree of 

cloud development at that time. In the satellite retrieval-based runs the negative buoyancy 

was smallest over the mountains and just south of the Cheyenne and Palmer ridges (except 

where there was not a LFC) in close correspondence with the initial pattern of convective 

clouds (Figs. 5.55a,56a). The distribution of positive buoyancy was similar in the energy 

balance-based and satellite retrieval-based runs (Figs. 5.55b,56b,57,58) , although values 

tended to be higher in the latter. There were substantial differences 沄 distribution be­

tween the modeled-initial-guess and coupled results , generally corresponding to differences 

in low-level water vapor. 

The modeled initial guess satellite based run had positive buoyancies that matched 

particularly well with the pattern of convective development. Most notable is the local 

maximum in the region where the Palmer storm intensified from 10-13 MST. These results 

imply that the coupled analysis was less accurate, presumably because of lingering contam­

ination by the 04 MST retrievals. This possibility was checked by doing a second coupled 

analysis with satellite-based surface temperatures, doing the first water vapor adjustment 

with the 07 MST satellite data in t届s case. The results were generally similar to those of 

the analysis that started at 04 MST, but they indicated that the tongue of low positive 

buoyancies on the eastern Palmer Divide had been misrepresented 一 there was not really 

such a prominent minimum (Fig. 5.59b). The results were consistent with those of the 

modeled-initial-guess analysis with regard to the tongue of high positive buoyancies along 

the southern Palmer Divide. 
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10 MST ENERGY BALANCE MODELED INITIAL GUESS 
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Figure 5.57 Positive buoyancy from the modeled-initial-guess analysis with energy 
balance-based surface temperatures at 10 MST. Contours are at 200-J/kg 
intervals. 
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10 MST ENERGY BALANCE COUPLED 
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Figure 5.58 As in Fig. 5.57, but from the coupled analysis. 
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Upward movement of moisture led to large changes in positive buoyancies from 10 to 

13 MST in the original coupled analyses (Figs. 5.60,61). There were increases over the 

mountains and relatively small decreases just south of the Palmer and Cheyenne ridges in 

the energy balance-based forecast. The changes in the satellite retrieval-based forecast were 

similar but smaller. A prominent difference was that the South Platte Valley maximum and 

the misrepresented Eastern-Palmer minimwn mixed out only in the energy balance case. 

5.7 Summary 

Many of the analyses prepared in this case study were useful in assessing the relative 

accuracies of the two methods for determining surface temperatures. In almost every com­

parison the independent observations were matched better by the satellite/coupled results 

than energy balance results. 

For the water vapor analyses there were no direct, mesoscale measurements to use 

as ground truth in comparisons, so inferences about quality are less conclusive than for 

surface temperatures. Satellite images were sources of proxy data. Cloud development 

corresponded most closely with results from the coupled and modeled-initial-guess methods, 

as compared with derived buoyant energies. The coupled analysis results were particularly 

useful in demonstrating that both terrain elevation and surface temperature gradients were 

important to the movement of water vapor during the pre-convective period. 

There were significant differences 訌nong the series'of water vapor analyses despite 

that fact that the VAS data were the s血1e for every satellite-based series . Among the 

stand-alone, modeled-initial-guess and coupled results the differences were due mostly to 

differences in retrieval initial guesses at fine vertical scales 一 scales below the resolution 

of satellite sounders. This illustrates that for mesoscale applications it is particularly im­

portant to use whatever means may be available (e.g. a numerical model) to improve the 

initial guess data. 
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Figure 5.60 As in Fig. 5.57, but from the coupled analysis at 13 MST. 
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Figure 5.61 Positive buoyancy from the coupled, satellite-based analysis at 13 MST. 



6.0 CONCLUSION 

6.1 Sensitivity of Modeled Circulations 

Two-dimensional model sensitivity experiments demonstrated the response of modeled 

circulations to the perturbations arising in a coupled analysis, under Northeastern Colorado 

summertime conditions. For water vapor mixing ratios, variations that might be caused by 

analysis errors had very little impact on circulations when phase changes were not a factor. 

This allowed time-continuous water vapor analysis methods to be compared without any 

need to account for feedback to the dynamics of the pre-convective flow at the mesoscale. 

Differences in estimates of water vapor concentrations become important to the dynamics 

only when the analyses are used to make forecasts of cloud development and associated 

phase changes. 

Ground surface temperature variations, in contrast, were shown to have a large impact 

on circulations, so analysis errors are very relevant to pre-convective dynamics. When a 

relatively small contrast in surface temperature (2 K) was added to a basic plateau/plains 

gradient there was a very noticeable distortion of the basic circulation, about 12% of the 

unperturbed circulation strength. For reference, a moderate contrast of soil wetness (0.04 

vs. 0.2) gave rise to a 7 K contrast in surface temperature at the end of a nine-hour daytime 

simulation. Sensitivity of winds to a domain-wide alteration of surface temperatures was 

smaller; a change of 2 K caused a wind speed change of about 5%. Systematic biases of this 

kind had an additional impact on boundary layer d統pening , and are thus directly relevant 

to convective instability. Unsystematic surface temperature perturbations, in the form of 

「andom noise with 1-K standard deviation at 15-km resolution, resulted in substantially 

distorted flows. However, VAS-based surface temperature retrievals have random noise 

levels considerably below 1 K , so in simulated and real-data analysis the noise was small 

enough that its effect was very minor. 
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Sensitivity tests also addressed the modeling of changes in surface temperatures over 

time, since satellite data for making retrievals were available only at three-hour intervals for 

this study. It was found that three-hourly data fit with cubic splines could very accurately 

account for the diurnal cycle of surface temperatures. 

6.2 Analysis Method Pe函rmance

Several time-continuous mesoscale analysis methods, including the coupled approach 

developed in the present study, were intercompared by means of two-dimensional simula­

tions and a three-dimensional case study for 21 August 1983. Quantitative and qualitative 

intercomparisons lead to a number of the primary results of this dissertation as follows. 

Simulated surface temperature analysis experiments were used to compare the use of 

satellite retrievals with the alternative of relying on energy balance computations. The 

energy balance computations were so sensitive to soil characteristics, which were simulated 

as unknown, that the satellite retrieval method gave better results even with cloud contarn­

ination. 

In the case study the horizontal and time variations of satellite-retrieved surface tern­

peratures closely corresponded to the conventional shelter temperature observations, but 

had much greater detail. Time-independent systematic biases were kept small by tuning 

some of the coefficients used in retrieval. In contrast, the energy balance-based tempera­

tures tended to increase too quickly during the morning and lacked some of the observed 

gradients . According to the retrievals , there can be very large mesoscale gradients in tern­

peratures at the ground surface even without the effects of mountain slopes, water bodies, 

or Cloud shading. 

The source of surface temperature data (energy balance or satellite) turned out to be 

important in evaluating some aspects of the case study circulations. Regardless of the 

source, the modeled horizontal winds matched most of the observed flow features, with some 

errors in areal coverages and intensities of features. It was inferred from the errors that 

the modeled background geostrophic wind was too strong and that topographical features 

beyond the model domain were relevant to the modeled flow. Surface temperature-related 

differences were more apparent in the vertical winds. In the energy balance-based case 
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vertical velocities were closely tied to terrain features, whereas in the satellite-based case 

the terrain-related updrafts were not much greater than updrafts related to ground surface 

temperature gradients. Thus, the results of the present study reinforce other findings that 

ground surface temperature gradient information is very important in mesoscale analysis 

and forecasting. 

In water vapor analysis comparisons, no single satellite-based method was superior in 

every application. Stand-alone retrievals had poor vertical resolution, but resolved horizon­

tal gradients within deep layers. The vertical resolution was much better when a model run 

provided time-varying initial guesses for retrievals, accounting for development of a d統p

mixed layer. Under some circmnstances, an accurate time-continuous analysis could be 

derived from initializing the model with retrieved concentrations at the start of the anal­

ysis period and then integrating forward. This works well provided that the initialization 

data are not contaminated by clouds or other problems and that the model describes the 

flow very accurately. This initialized-model-run method worked poorly in the case study 

because the initialization data turned out to be unreliable due to a sensitivity problem. 

Those results illustrated a hazard of relying on a single set of satellite data. 

A characteristic of the coupled analysis method that distinguishes it from the afore­

mentioned methods is that its final result is dependent on several sets of satellite data. In 

the simulations it was shown that repeated insertion of data can result in smoothing of 

model-induced gradients, but that problem is avoided with the adjustment approach used 

in the coupled method. With repeated adjustment, analysis features that stem from data 

noise show up as inconsistencies and tend to be damped, while true features become more 

coherent. A drawback is that repeated adjustment tends to am.plify any systematic biases 

stemming from the data or the retrieval process. 

Contamination of retrieved data, by cloudiness or some other problem, highlights some 

of the pros and cons of the coupled method. When the first set of data is less reliable than 

the later sets (as in the case study) then some of the contamination lingers throughout the 

analysis period. In this situation the analyses at later times may not be as accurate as 

those produced by the modeled initial guess method. However, in pre-convective studies it 

is common for contamination to increase over time as small cuniulus clouds form. When this 
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situation was simulated, coupled analyses were superior at the later times to those based 

on a modeled initial guess. This is significant because it suggests that the coupled method 

。ffers some relief from a substantial problem in applying infrared retrievals to pre-convective 

mesoscale analysis and to forecasting. 

The coupled approach to mesoscale analysis provides a method for quality control. Some 

unreliable water vapor features were easily recognized as such in the case study analyses. 

The results also gave independent verification that modeled winds at mid-levels were weaker 

than the true winds. Coupling may be most useful when its capabilities for quality control 

are fully exploited. A preliminary analysis could be used to detect and correct any data 

problems through computer/person interaction, and then the final analysis could be made. 

Hollingsworth et al. (1986) advocated a similar kind of quality control feedback as a result 

of th洫 data assimilation studies with a global scale model. 

In general, the coupled method appeared to be the most valuable of the water vapor 

analysis methods considered in this study. It exploited the major strengths of the numerical 

model and the satellite data while making it relatively easy to recognize the impacts of their 

weaknesses. 

6.3 Application of Analysis Results 

In the case study, the results of the various analysis methods would tend to give a 

meteorologist a variety of impressions about the mesoscale distribution of water vapor, 

particul訌ly when looking at surface values. The first-order effect was that the analyses 

with deeper mixing had much lower mixing ratios at the surface. A second effect was that 

mesoscale variations in low-level mixing ratios were tied to mesoscale variations in mixing 

depth. It was common for tongues of relatively high mixing ratios to have different locations 

and orientations in analyses generated by different methods. It could be quite deceptive, in 

terms of assessing convective potential, to know mixing ratio values at the surface but not 

be aware of mesoscale variations in the depth of the moist layer. These effects were most 

evident in comparing conventionally observed values to satellite-retrieved values and, among , 

the satellite-based analyses, in comparing results of the stand-alone method to results of 

the other methods. The effects were also apparent when the only difference in preparing the 
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analyses was the source of surface temperature data. These findings further confirm that 

the usefulness of satellite sounder data at the mesoscale depends heavily on the method of 

interpretation. 

Despite the differences between the analyses, some conclusions could be drawn regarding 

the water vapor kinematics in the case study. Mixing ratios near the mountains were 

strongly affected by interaction of mountain wave effects and slope flow. By late morning 

there was deep moisture 」ust downwind of the main mountain range and the other prominent 

ridges, while moisture depth was suppressed in a band along the westernmost part of the 

plains. Water vapor movement resulted primarily from horizontal advection early on, but 

by the end of the morning vertical advection had a prominent effect. Evaporation from 

the ground also appeared to be a significant factor. These results support the hypothesis 

that both ground surface temperatures and terrain variations can play important roles in 

pre-convective water vapor kinematics. 

The development of convective clouds, as revealed in satellite imagery, corresponded 

largely with the convergence and deepening of low-level water vapor depicted by the satel­

lite/model system. Cloud fo平ation and intensification corresponded very well with stabil­

ity parameters from two of the analysis series'with satellite-derived surface temperatures. 

Cloud initiation was retarded in regions where subsidence gave rise to relatively large neg­

ative buoyant energies, and intensification was greatest in regions with relatively large 

positive buoyant energies. This information was very useful for understanding convective 

potential on the studied day, but it alone would not have given an unambiguous forecast. 

6.4 Principal Results and Implications for Future Research 

This dissertation has taken the merger of satellite sounding and mesoscale modeling 

beyond hopeful speculation and into practice. The research involved overcoming a number 

of practical problems, including the tendency for degradation of modeled gradients whenever 

satellite retrievals are inserted. 

The results of the analysis experiments indicate that the coupled method of mesoscale 

analysis will be highly valuable in future applications because: 
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1. The results of the coupled method differ from results of other contemporary satellite­

based methods in ways that are significant for weather forecasting. One positive 

difference is better definition of horizontal water vapor gradients. 

2. The satellite/model combination produces more accurate water vapor analyses than 

the satellite alone. The advantage was large when the model's description of the flow 

was essentially perfect (in the simulations), but even with imperfect modeling (in the 

case study) the advantage was evident. 

3. The coupled method allowed pre-convective water vapor kinematics to be described 

in greater detail than would have been possible with either the model or the satellite 

data alone. 

4. The results demonstrated the great potential of using satellite-based retrievals of sur­

face temperatures in analysis of individual mesoscale weather events. 

5. The coupling frainework provides checks of consistency on both the model performance 

and the satellite data. 

Some guidance regarding future applications of the coupled method can be inferred from 

the relative strengths and weaknesses of analysis methods, as came to light in this research. 

An alternative to the fully coupled approach should be used when clouds are dissipating or 

breaking up during the pre-convective period, or when there is some other reason to believe 

that the early satellite data are relatively unreliable. On the other hand, the coupled method 

will be particularly advantageous when cloudiness increases during the analysis period. The 

surface temperature analysis results prompt a warning that models relying solely on energy 

balance computations will in some cases have significantly erroneous winds and boundary 

layer depths. This can happen even when cloud cover is not an issue. In general it will 

be best to stay flexible in applying the coupled method. Variations on the method may be 

used in response the given conditions. 

Future research on coupled analysis should include application of the method to cases 

similar to the one studied in this dissertation. The e:xperience would allow refinement of the 

method and would lead to a better understanding of the kinematics of the pre-convective 
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environment. Other types of meteorological situations could also be profitably studied with 

this approach. For some situations it would be necessary to use a model that includes 

synoptic scale forcing, cloud processes, or other factors. 

There are many possibilities for further exploiting ground surface temperature informa­

tion from satellites within the coupled system. Detailed comparisons of satellite- and energy 

balance-based surface temperatures may be highly profitable. In the case studied here, for 

example, it appeared that the energy balance-based temperatures warmed too quickly be­

cause soil wetnesses were too low. Quantitative comparisons and adjustments might give 

rise to improved estimates of evaporative fluxes. Numerical forecasts might also be im­

proved since it is necessary to rely on energy balance computations for model integration 

beyond the time of the last satellite observations. 

The basic framework of coupled analysis is general enough that a wide variety of at­

mospheric param.eters and/ or sources of data could be considered, not just ground surface 

temperatures and water vapor m因ng ratios. Remotely sensed air temperatures and cloud 

characteristics would likely be very useful to include in this type of mesoscale analysis. 

It will only be possible to fully assess the value and quality of coupled analysis products 

by comparing them with thorough mesoscale in situ observational data sets, which are rare. 

This would require several corresponding sets of VAS data and mesoscale upper air and 

surface measurements under conditions in which mesoscale data are relevant to a forecast 

of convective development. It would be important that ground surface skin temperatures 

are am.ong the measured quantities. 
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A.1 VAS Channel Us要

APPENDIX A 

RETRIEVAL MECHANISMS 

In the simulation experiments (Chap. 4) it was assumed that the earth's surface 

behaved as a black body at infrared wavelengths and thus there was no reflected solar 

radiation. Therefore, it was straightforward to use every VAS channel for retrieval, using 

each for its principal purpose (Table 2.1) . 

In the case study (Chap. 5) it was necessary to account for the spectral variation of 

the earth's emittance and for solar radiation. There was also the practical consideration 

that channel 11 was out of operation. There are significant aniounts of solar radiation 

only at the relatively short wavelengths , so most of the channels are unaffected by it. 

The affected channels (6 and 12) were omitted from daytime case study retrievals because 

of the large uncertainties involved in computing solar reflection. Channel 12 was also 

omitted from nighttime retrievals because its radiances are very sensitive to the surface 

emittance, which cannot be accurately estimated at that wavelength. Channel 8 was used 

for retrieving air temperatures as well as surface temperatures. The assUined emmittance 

values are in Table A.1. 

Table A.1 Surface emittances for case-study retrievals 

Channel Emittance Channel Emittance 
1 0.98 6 0.90 
2 0.98 7 0.98 
3 0.98 8 0.95 
4 0.98 9 0.98 
5 0.98 10 0.98 
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The臨 values are appropriate for terrestrial surfaces (Taylor, 1979; Fuchs and Tanner, 

1966) and were chosen so that radiances computed from the Denver morning radiosonde 

would agree with the corresponding observed radiances. 

A.2 Tu!!.e_erature Profile Adjustment 

The temperature adjustment formula given by Smith (1983) was used with two minor 

modifications. The temperature at pressure level Pie at iteration n + 1 is 

差wn包，p這）［TB伍） － 喵（磷Z"包， 0）一1
F+l (Pie) = T1(p1c) + j =l 

M` 
(A.1) 

芷妒（vi,p這）
j=l 

where W is a weighting function, Vj is the representative wavenumber for channel j, 0 is 

the local zenith angle of the satellite, TB is an observed VAS brightness temperature, 霑

is a computed VAS brightness temperature at iteration n, Z is a response factor, and Mt 

is the number of channels used for temperature retrieval. The choice of W was 

『（1I,p,0) ＝髯「立二］紀（u，p,0) ， (A.2) 

where B is the Plank radiance and T is the transmittance, each integrated over the spectral 

response of a VAS channel. 

The response factor is 

Z"(v, 8) = [ ~悶：互｝［：］ Tn(1I, p. ， 0) 十 盂［鬪悶霏［計玘(v,p這） ， (A.3) 

where the subscript s refers to values at the ground surface, and K is the number of 

atmospheric levels. Division of the brightness temperature difference by Z takes account 

of the responsiveness of the brightness temperature in a given channel to changes in 

atmospheric temperature, and it arises because the Plank function is non-linear with 

respect to temperature. 
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A.3 Surface J'e!!lI>_eI"a._ttire Adjustment 

Formula (A.1) is based on the assumption that the brightness temperature difference 

in a given channel arises from an error in temperature that is constant over the depth that 

the channel senses. A similar assumption is possible in deriving a surface temperature 

adjustment formula, but it would be inappropriate under some circumstances. During the 

first iteration it is likely that the surface temperature guess (T;', n = 1) is less accurate 

than the atmospheric temperature profile guess since surface temperature varies greatly 

in space and time. The assUU1ption can be quantified through 

T(p) - F(p) ＝ z[T．一守］ (0 ~ :z:), 

where true values have no superscript, and z indicates relative expected errors. 

The surface temperature adjustment formula incorporated {A.4) such that 

M, 

芷叨(v,,0) 固(v,) － TB包）］ Fn的， 0）一 1

冗｀十l=T.'+
j=l 

M, 

芷W氏(v, ， 0)
j=l 

where the weighting factors were 

W只這）＝懦霈｝懌］ Tn(v,p.,0),
and 

8B(v, 守)／紅~
F"'(v, 0) = [ ~）／』｛Tn(v,p., 0) + z(1孑(v,p.,0,]}.

(A.4) 

(A.5) 

(A.6) 

(A.7) 

The choices of :z: were :z: = 0.5 on the first iteration and :z: = 1.0 on subsequent iterations. 

The bracketed ratio in (A.7) accounts for the responsiveness of each channel to surface 

temperature changes. 

A.4 Water Vapor Profile Adjustment 

The formula used for water vapor profile adjustment is from Smith (1970), and can 

be written 
M` 

qn+l 區）＝ q"(p1c)

芷叨(v,,p這）［L（巧） －止（吩］ S"包， 0） 一 1

1 十
j=l 

咢么 Wun包， p,.,0)
(A.8) 
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where q is water vapor mixing ratio, Wv is a weighting function, L is a radiance, and S is 

a response factor. The W,。 are

叨(11,p,O) = [~虛')0)] dB[ll, 'r'(p)]' (A.9) 

where 

1 护(p) =一戶(p)dp
g Jo 

(A.10) 

is the precipitable water. In addition, 

B[v,T;,] 
郅(v, 0) ＝ J 『(p) 8rn(v,p,0) B[v,F伍）］ ［鉅&12] dB(v,T), (A.11) 

where t denotes the top of the atmosphere. 

Problems can arise with the use of (A.8) when the part of the atmosphere sensed by a 

given channel is nearly isothermal. As 薯 approaches zero S also approaches zero and the 

adjustment to q becomes very sensitive to small radiance differences, including differences 

ca心e by noise. To avoid this problem a limit was put on S such that 

S = { S |S| 2Sc 
士 Sc ISi < Sc ' 

(A.12) 

where S was substituted for S in (A.8) . The cutoff value Sc was chosen such that the 

adjustment of q caused by a radiance difference equal to the expected radiance noise would 

not exceed 5% per iteration. T區 derivation of Sc began with 

严＝ qn [1 十 (L － 护）
sn ], (A.13) 

which gives the adjustment to q specified for a single channel (in analogy with eq. A.8). 

Rewriting (A.13) in terms of a proportional change yields 

n+l - q" L - L" 
Q = q 

=-. qnsn 
(A.14) 

The specified condition was that (A.14) be satisfied for Q = Qc = 0.05, L - 护 ＝紅， and

S" = Sc, so 

Sc 
CL 

= 
Qc' 

(A.15) 

where €£ is an expected noise value, as given in Table 2.1. 



180 

A .5 Retrieval Procedures 

The basic steps in retrieval were: 

1. Specify initial guesses of surface temperature and profiles of atmospheric tempera­

ture and water vapor. 

2. Compute transmittances and 霑 for the surface temperature channels. 

3. Compute W8 and pn for the surface channels, and compute a new estimate of 

surface temperature. 

4. Compute transmittance and 喵 for the longwave atmospheric temperature channels 

using the updated surface temperature 零丑

5. Compute wn and 妒 for the temperature channels, and compute a new estimate of 

atmospheric temperature at each level in the vertical. 

6. Compute transmittances and 护 for the water vapor channels using the updated 

temperatures rn+ l. 

7. Compute 护， wn,andS叮or the water vapor channels, and compute a new estimate 

of mixing ratio at each level. 

8. Recompute transmittances and compute 驾+1 for all channels, using the updated 

mixing ratios q"+1 . 

9. Go back to step 3, unless any one convergence criterion is satisfied. 

The convergence criteria were intended to emphasize accuracy in the water vapor 

profile, and were based on root-mean-square residuals 

熙＝皙四（巧） － 咋(v;)l'}1/2' 

陀＝皙四（II,）－吣）］2 ｝1/2,and

卞
｀
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熙＝皙四（引－咋（巧）］2 ｝ 1/2'
as compared with root-mean-square noise estimates 

The criteria were: 

E,= 筐碼）2］ l/2

比＝筐碼）2］ l/2

瓦＝ ［雪碼）2］ l/2

1. Stop if at least three iterations have been done and 

崖｀－珺｀十1 <-Et/5 and Rf+i > Et 

or 

R: _R:+l <－比／5 and R~+i > E.. 

This che吐s for significant divergence of the temperature profile and surface temper­

ature residuals, and indicates poor performance of the retrieval procedure. 

2. Stop if 

R~ －閎｀十1 <氐／10 and R~ - R~+i < Etf 10 

or if 

珺｀－乓｀十1 ~ Et/ 10 and R~ - R。n+1 < -(Rt- R尸）．

This checks for water vapor profile convergence, with the stipulation that iteration 

stops if water vapor residuals are not decreasing fast enough to compensate for any 

simultaneous increase in temperature residuals. 

3. Stop if 

R~+l < Ev and 琪｀十1 < Et and R~+l < E.. 
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There were options to ignore criterion 3, or to retrieve only surface temperature by halting 

the retrieval procedure after step 3 on the first iteration ("quick" surface temperature 

retrieval) . 

The retrieval procedure could be manipulated to allow retrieving surface temperatures 

at double the resolution of the atmospheric retrievals. First, surface temperatures and 

atmospheric parameters (temperatures and water vapor concentrations) were retrieved 

at low resolution using the 9-step iterative method. Then a crude scheme was used to 

interpolated the full retrieval results to the high-resolution sites. At each high-resolution 

site the interpolated surface temperatures were taken to be simple averages of any low­

resolution surface temperature retrievals within a distance of one high-resolution line or 

element. The same interpolation scheme was used for atmospheric parameters except over 

the mountains, where atmospheric retrievals were unreliable. Over mountains (surface 

pressure < 79 kPa) the interpolated atmospheric parameters were averages from at least 

three of the nearest non-mountain low-resolution retrievals. Finally, the interpolated data 

were used as initial guesses for "quick" surface temperature retrievals at the high-resolution 

sites. 



APPENDIX B 

EXPERlMENTS WITH INITIAL/BOUNDARY CONDITIONS 

IN CASE-STUDY MODELING 

The model initial and boundary conditions were tested in two-dimensional runs before 

any t坵ee-dimensional runs were attempted. The purpose was to find the most appropri­

ate input values for the particular case being studied, without consuming much computer 

time. The domain was a vertically oriented east/west cross section passing roughly through 

Denver, Colorado. 

Within the two-dimensional experiments, changes in the surface roughness length {.zo) 

over the mountains produced some interesting changes in the circulations. Runs were made 

with 邳＝ 3 cm throughout the domain (bare mountain), and with Zo = 100 cm at terrain 

elevations above 2300 m, 邳＝ 3 cm below 1800 m, and a linear interpolation for intermediate 

elevat ions {forested mountain). The handling of Zo for the forested mountain was intended 

to simulate eastern Colorado conditions, where the plains are largely rolling grassland and 

at about 1800 m elevation there is a shift toward more rugged terrain and denser stands of 

trees with heights up to about 10 m. All other model input parameters were the satne as in 

the three-dimensional runs, except for a small difference in the initial temperature profile. 

In both the bare and forested mountain simulations, six hours of dynamic initialization led 

up to 17 MST, and the simulations continued for another six hours with radiative forcing. 

At 17 MST the westerly wind components (Fig. B.la,b) had a mountain wave structure 

with a maximum near the surface of the downwind slope and a local minimum above it. 

The north/south wind components {Fig. B.lc,d) had a northerly jet just eastward of the 

westerly wind maximum. The northerlies appeared to result from turning of the westerlies 

in response to the Coriolis force. The difference in surface roughness affected both the 

magnitude and position of the wind maxima and minima. They were displaced upward 

and westward and were weakened with the increase in roughness. The roughness change 
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Figure B.1 Wind components of two-dimensional initialization parameter tests at 17 
MST. Frames are a) westerly component, bare mountain, b) westerly com­
ponent, forested mountain, c) southerly component, bare mountain, d) 
southerly component, forested mountain. Heights are relative to mean sea 
level. Contours are at intervals of 0.5 m/s. 
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had a bigger impact on the northerlies than on the westerlies. This is reasonable since the 

wes區lies must move a prescribed amount of mass across the mountain (via the boundary 

conditions), whereas the northerlies are just a response to the local forcing. 

The difference in westerly winds between the bare and forested cases was greater by 

23 MST (Fig. B.2a,b), when nocturnal drainage was active. However, the northerlies (Fig. 

B.2b,c) were more similar at 23 MST than at 17 MST. In general, wind differences were 

co血ed to the lowest 1 km above ground. 

After sunset the forcing of the northerly jet changed greatly. Surface drag was vastly 

reduced, allowing the northerlies to be controlled by the local pressure gradient, the Coriolis 

force and momentum advection. It appears that those forces differed little between the two 

simulations at the position of the jet maximum. With reference to the westerlies, it appears 

that the surface roughness plays an important role in the interaction of the mountain wave 

with the drainage flow. 

Other two-dimensional experiments were conducted in which the mountain wave effect 

was eliminated by reducing the background geostrophic flow to 0.5 m/s from the south. 

The differences in westerly winds at 23 MST (Fig. B.3a,b) were not as great as the dif­

ferences with mountain wave effects (Fig. B.2a,b), but it is difficult to compare the two 

since the frictional forces themselves depend on wind speed. One outstanding feature of 

the north/south wind plots (Fig. B.3c,d) is the position and intensity of the maxima and 

mini.ma, 「elative to those resulting from a mountain wave influence (Fig. B.2c,d). With­

out the wave effect the northerlies were weak and confined to a very shallow layer overlaid 

by southerlies. Figures B.lc and d represent the pure wave effect , since no drainage was 

present at 17 MST. A three-way comparison of frames c and d between figures B.1, 2, and 

3 reveals that the characteristics of the northerly jet are very sensitive to the interaction of 

the mountain wave with the drainage effect . 

The background geostrophic winds also had a significant influence on nocturnal low-level 

air temperatures. In a thin layer over the upper plains the air was more than 4 K warmer 

when the mountain wave was present than when it was not (Fig. B.4) , regardless of the 

.zo value. The cause of the warming appeared to be turbulent mixing, since a cool layer 
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Figure B.4 A microscopic view of temperature differences at 23 MST caused by differing 
background geostrophic winds: the "strong" wind (case study) values minus 
the weak wind values. Differences are from the experiments with a forested 
mountain, while the bare-mountain values were very similar. The vertical 
scale is exaggerated relative to Figs . Bl-3. Contours are at 4 K intervals. 
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overlaid the warm one and there was a substantial wind speed difference in the region (Fig. 

B.2b,d vs. B.3b,d). 
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