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Abstract. The strategic role of the Bali Strait as a connection between the islands of Java and Bali is growing in 

line with the increase in the economy and tourism of the two islands. Therefore, it is necessary to have a further 

understanding of the condition of the waters in the Bali strait, one of which is ocean currents. This study aims to 

predict future ocean currents based on 30-minute data in the Bali Strait in the range of 16 May 2021 to 9 June 

2021 obtained from the Perak II Surabaya Maritime Meteorological Station. In this study, the Long Short Term 

Memory method was used. The parameters used are hidden layer, batch size, and learn rate drop. Based on the 

parameters used, the results showed that the smallest MAPE value was 18.64% for U ocean current velocity data 

and 5.29% for V ocean current velocity data. 
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1. INTRODUCTION 

The Bali Strait is a strait that separates the islands of Java and Bali [1]. The strategic role of the Bali 

Strait as a liaison between the two islands is growing along with the increase in the economy and tourism 

[2]. This water area with an area of about 2,500 km2 stores small pelagic fish resources that have high 

economic value, namely Lemuru fish (Sardinella lemuru) [3]. In addition, in the Bali Strait, there are also 

crossing activities, passenger transportation, loading and unloading of goods. The Bali Strait current is 

known to be quite strong and the presence of other bad weather often causes disturbances in all activities 

[4]. Ocean currents are the movement of water masses vertically and horizontally so that they are in 

balance, or very broad water movements that occur throughout the world's oceans [5]. In general, the 

characteristics of ocean currents in Indonesian waters are influenced by wind and tides [6]. An accurate 

prediction of the speed and direction of ocean currents is needed to ensure the safety of passing ships and 

fishermen. However, until now the process of making predictions of the speed and direction of ocean 

currents is still limited from modeling data. Where the modeling still has shortcomings such as the use of 

the number of parameters, mathematical assumptions, and equation formulations that tend to be 

complicated [7]. Weaknesses can be understood because producing model results that are close to reality, 

requires a lot of input parameters and fulfilling assumptions which are sometimes very difficult to do.  

Therefore, the development of the ability to learn, analyze, and draw conclusions on computers is 

carried out, known as deep learning. Deep learning itself is part of machine learning in charge of studying 

the data available through existing algorithms [8]. Several deep learning methods were used for prediction 

by several researchers, including Dilla Dwi Kartika et al. using the Exponential Smoothing Holt-Winters 

method with a case study in the Bali Strait which produces a MAPE value of 49.837% for sea flow velocity 

U and a MAPE value of 60.976% for ocean current velocity V [9]. Other researchers, namely Laily 

Jumhuriyah et al. using the Backpropagation method, the best MAPE results are obtained from the 

distribution of 70% of the training data with a learning rate of 0.1 of 7.59%. Meanwhile, with 80% data 

sharing, the best MAPE training data is located at a learning rate of 0.1, which is 0.57%. Then from the 

distribution of 90% of the training data, the best MAPE results were obtained at a learning rate of 0.4 of 

6.65% [10]. Meanwhile, Dwiyanto [11] with research using the RNN method with 1218 data resulted in an 

accuracy of 94% for training data and 55% for test data. In some studies, predictions still have a large 

enough error value so further research is needed to find a smaller error value. Then another study by Novi 

Yanti with a prediction of solar radiation using the Elman Recurrent Neural Network method produced the 

best accuracy value of 96.33% in the distribution of training data and test data of 90%:10% with a learning 

rate parameter set of 0.1 epoch 500 and a minimum error 0.0001 [12]. 

An example of using deep learning in other time-series data that is widely used is Long-Short Term 

Memory (LSTM). LSTM itself was created by Hochreiter and Schmidhuber in 1997 [13]. Many other 

studies are also found in the fields of economy [14]–[17], air quality [18], [19], health [20]–[22] and even e-

commerce which is currently growing rapidly [23], [24]. Weather and climate predictions have been carried 

out by several researchers, including Irkhana Indaka Zulfa by predicting the speed and direction of sea 

surface currents using the LSTM to obtain the smallest MAPE values for the U component and the V 

component of 14.15% and 8.43% [25]. Eko [7] with research shows that the RMSE results with all-weather 

parameter validations are getting better when using LSTM with updates. 

Another study that showed a comparison of methods conducted by Efrike [26] showed predictions 

with the LSTM method had a lower error value than ARIMA in predicting product sales to estimate raw 

material needs with the results of the average percentage of model error between the smallest daily values 

using MAPE, the LSTM method is 29.57% and the ARIMA model is 73%. Arfan's research [27] obtained 

test results, LTSM was able to predict with good performance and a relatively small error rate compared to 

SVR in predicting stock prices in 2017-2019. 

Based on several previous studies, the LSTM method produces a better level of accuracy than other 

methods, so researchers will use the LSTM method to predict the speed and direction of sea surface 

currents in the Bali Strait. By knowing the results of this study, it is hoped that it can anticipate bad events 

and reduce the rate of accidents that occur in the Bali Strait. 
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2. RESEARCH METHODS 

2.1 Research Data 

This study uses current velocity data per 30 minutes in the Bali Strait with coordinates of 114,43383 

east longitude – 115,11576 east longitude and (-8.77491) south latitude – (- 8.35426) south longitude. The 

data was taken from May 15, 2021, at 00.30 to June 9, 202,1 at 23.30, which was obtained from the 

Surabaya II Perak Metrology Station. The data is 1,152 records with the column arrangement of the U 

component and the V component as shown in Table 1. 

 
Figure 1. Coordinate Point of Bali Strait 

 

Table 1. Samples of Sea Surface Current Velocity Data 

No U V 

1 14,743 -110,143 

2 13,226 -89,888 

3 17,567 -65,982 

… … … 

1.152 -61,621 -62,323 

 

2.2 Technical Research 

The following steps will be used in this study using the equations described in the previous chapter. 

 

Figure 2. Flowchart  
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The first step in the research begins with data collection. The data obtained is then inputted and data 

normalization is carried out. After that, the data is divided into training data and data testing. In the training 

data, the LSTM model is obtained, which will be stored. Then load the LSTM model for data testing. After 

that, predictions are made. Then the prediction results will be denormalized and evaluated. 

 

2.3 Sea Currents 

Sea currents is a process of mass movement of water towards an equilibrium which causes mass 

transfer of water horizontally and vertically [28]. The movement of currents has direction and speed so that 

the currents form a pattern of movement in a water area [29]. In shallow waters (coastal areas), ocean 

currents can be generated by ocean waves, ocean tides, or to some extent wind. In narrow and semi-

enclosed waters such as straits and bays, the tide is the main driving force for the circulation of the water 

mass [6]. Current as the movement of the flow of a mass of water can be caused by wind, differences in 

seawater density and water pressure [5]. The current pattern consists of speed and direction, the current 

velocity in the east to west direction is called the 𝑢 component while the current velocity in the north-south 

direction is called the 𝑣 component [30]. The ocean current formula is shown in equation (1). 

 

𝜙 = 180 +
180

𝜋
 𝑎𝑡𝑎𝑛2 (𝑣, 𝑢) (1) 

Description: 

 𝜙  = direction of sea surface current 

(𝑎𝑡𝑎𝑛2) = arc tangen  

𝑣  = 𝑣 component  

𝑢  = 𝑢 component 

 

 

Figure 3. Ocean Currents [Source: BMKG 2021] 
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2.4 Data Normalization 

The data in the dataset sometimes has a value with an unequal range. Of course this can affect the 

measurement results of data analysis, so the need for a data normalization method. Data normalization is 

the process of scaling the attribute values into a smaller range with the same weight [31]. The new data 

attribute value scale can help classification performance because it can remove features with high noise and 

low relevance [32]. This study uses the MinMaxScaler normalization method with a range of [0, 1]. 

MinMaxScaler can be calculated using the following formula: 

𝑥 =
𝑋𝑖 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
 (2) 

Description:  

𝑥  = normalized value 

𝑋𝑖 = the actual data value to be normalized 

𝑋𝑚𝑖𝑛 = the minimum value of the actual data 

𝑋𝑚𝑎𝑥 = maximum value of actual data 

 

2.5 Long-Short Term Memory 

Long Short Term Memory (LSTM) is a neural network development that can be used for time series 

data modeling [33]. LSTM stores information on patterns in the data. LSTM can learn which data will be 

stored and which data will be discarded, because each LSTM neuron has several gates that regulate the 

memory of each neuron itself [14]. LSTM cells are able to connect previous information with subsequent 

information, and the effectiveness of storing this long information is very necessary in processing time 

series data [15]. 

 

Figure 4. Architecture of LSTM 

 

In the LSTM there are three gates namely ft, it, and ot as shown in Figure 4. Gate ft is forget gate, it is input 

gate, and ot is output gate. The equation for each gate is given by equation (3)-(8) [14]. 

Forget Gate is a gate (replace gate) that decides whether input and output will be forwarded to the cell state. 

𝑓𝑡 =  𝜎(𝑊𝑓 . [𝑋𝑡 , ℎ𝑡−1] + 𝑏𝑓) (3) 

Input Gate is an input gate with two activation functions (sigmoid and tanh), to select the part to be updated. 

𝑖𝑡 =  𝜎(𝑊𝑖 . [𝑋𝑡 , ℎ𝑡−1] + 𝑏𝑖) (4) 

𝐶̃𝑡 =  𝜎(𝑊𝑐 . [𝑋𝑡 , ℎ𝑡−1] + 𝑏𝑐) (5) 

Cell State Gate to update the old value of Ct-1 to the new value of Ct. 

𝐶𝑡 =  𝑓𝑖. 𝐶𝑡−1 + 𝑖𝑡 . 𝐶̃𝑡 (6) 

The first output gate is a gate that combines the old value and the new value, i.e 

𝑂𝑡 =  𝜎(𝑊𝑜. [𝑋𝑡 , ℎ𝑡−1] + 𝑏𝑜) (5) 
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The first output gate is a gate that combines the old value and the new value, i.e 

ℎ𝑡 =  𝑂𝑡 . tanh (𝐶𝑡) (6) 

2.6 Adaptive Moment Estimation optimization (Adam)  

Adaptive Moment Estimation (Adam) [34] is a method for efficient stochastic optimization that 

requires only first-order gradients with minimal memory requirements. Adam is a combination of RMSprop 

and momentum. Adam is the result of the derivation of the SGD method which is based on the adaptive 

estimation of the first and second order moments. Optimization algorithm that calculates the learning rate 

adaptively for each parameter. Adam keeps the mean of the gradient of the previous process exponentially 

the same as RMSprop. The standard learning rate for Adam is 0.001 [35]. Adam's optimization calculation 

formula is shown in equation (9). 

𝜃𝑡+1 =  𝜃𝑡 −
𝜕

√𝑣𝑡 + 𝜀
 . 𝑚̂𝑡 (7) 

Where 𝜃𝑡+1 is the parameter of the result of the update, 𝜃𝑡 is the parameter of the result of the 

previous update, 𝜂 is the learning rate, 𝑚̂𝑡 is the gradient of the first-order moment square, 𝑣̂𝑡 the gradient of 

the square of the second-order moment, and 𝜀 is a small scalar to prevent division by zero. 

 

2.7 Data Denormalization 

After getting the prediction results from the prediction process, before calculating the accuracy of the 

prediction results, denormalization must be carried out, namely the data is converted into real values again 

[36]. Because the predicted data is still in the form of data in the form of a range interval which is carried 

out on data normalization. The purpose of denormalization is to make the output easy to understand. Below 

is the formula for denormalization [33]. 

𝑋𝑖 = 𝑋 ̂(𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) + 𝑋𝑚𝑖𝑛 (8) 

Where 𝑥 is the normalized value, 𝑋𝑖 is the the actual data value to be normalized, 𝑋𝑚𝑖𝑛 is the minimum 

value of the actual data, and 𝑋𝑚𝑎𝑥 is the maximum value of actual data. 

 

2.8 MAPE 

Mean Absolute Percentage Error (MAPE) is the average absolute difference between the predicted 

and actual values, expressed as a percentage of the actual values. MAPE is used to calculate the percentage 

error between the actual value and the predicted value [26]. 

𝑀𝐴𝑃𝐸 =
∑ |

𝑦𝑖−𝑦̂𝑖

𝑦𝑖
|𝑛

𝑖=1

𝑛
 × 100% 

Description: 

𝑦̂𝑖 = prediction data  

𝑦𝑖 = actual data  

𝑛  = predicted amount of data. 

 

Table 2. Significance of MAPE Values 

MAPE Significance 

< 10% Highly accurate forecasting 

10 – 20% Good forecasting 

20 – 50% Reasonable forecasting 

> 50% Inaccurate forecasting 
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3. RESULTS AND DISCUSSION 

The data shown in Table 2 are normalized to obtain a scale of [0,1] using equation (1), where x is the 

data to be normalized so that data that is too large will not affect the modeling process. The distribution of 

training and testing data for prediction is 80% training data on 16 May-5 June 2021 and 20% testing data on 

6-9 June 2021. Input and target data are shown in Table 3 and Table 4. 

 

Table 3. Input U Component 

Komponen U Target 

𝑈1, 𝑈2, 𝑈3, 𝑈4, 𝑈5, 𝑈6, 𝑈7 𝑈8 

𝑈2, 𝑈3, 𝑈4, 𝑈5, 𝑈6, 𝑈7, 𝑈8 

.. 

𝑈1145, 𝑈1146, 𝑈1147, 𝑈1148, 𝑈1149, 𝑈1150, 𝑈1151 

𝑈9 

.. 

𝑈1152 

 
Table 4. Input V Component 

Komponen V            Target 

𝑉1, 𝑉2, 𝑉3, 𝑉4, 𝑉5, 𝑉6, 𝑉7 𝑉8 

𝑉2, 𝑉3, 𝑉4, 𝑉5, 𝑉6, 𝑉7, 𝑉8 

.. 

𝑉1145, 𝑉1146, 𝑉1147, 𝑉1148, 𝑉1149, 𝑉1150, 𝑉1151 

𝑉9 

.. 

𝑉1152 

 

In this study, the training data uses three hyperparameters, namely the hidden layer 50,100,150, batch 

size 32, 64, 128, 256, and the learn rate drop 50,100,150. LSTM has several parameters that affect the 

prediction results such as hidden layer, batch size, and learn rate drop. The hidden layer is the number of 

calculations in the training process, the batch size is used to control how often the weights on the network 

will be updated, and the learn rate drop is the number of repetitions that must be determined by the learning 

speed [37]. After training the data using the LSTM model, the next step is testing the data to predict the 

speed of ocean currents per 30 minutes. Prediction results can be seen in Figure 5 and Figure 6. 

 

 

Figure 5. Plot of component U prediction 
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Figure 6. Plot of component V prediction 

Table 5. MAPE Values based on Several Parameters 

Parameter U Component V Component 

Hidden 

Layer 

Batch 

Size 

Learn 

Rate Drop 
MAPE (%) Average MAPE (%) Average 

50 

32 

50 41.32 

29.58 

19.83 

14.20 

100 24.71 14.76 

150 18.64 5.29 

64 

50 39.87 28.22 

100 26.35 18.56 

150 22.15 11.99 

128 

50 38.13 24.56 

100 25.33 18.81 

150 21.47 10.87 

256 

50 40.55 25.76 

100 39.42 15.72 

150 27.13 9.15 

100 

32 

50 37.34 

31.83 

21.63 

19,78 

100 31.92 16.34 

150 19.46 9.33 

64 

50 44.26 23.58 

100 38.72 14.17 

150 24.77 6.27 

128 

50 42.39 28.56 

100 34.75 17.19 

150 23.86 10.67 

256 

50 36.67 24.98 

100 26.86 14.16 

150 20.99 9.29 

150 

32 

50 39.45 

31.59 

26.09 

18.98 

100 33.72 17.55 

150 27.87 14.12 

64 

50 43.76 25.24 

100 38.34 16.77 

150 27.67 6.87 

128 

50 35.98 26.18 

100 25.46 18.35 

150 19.02 10.87 

256 

50 35.55 29.27 

100 29.83 11.44 

150 22.45 15.10 
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Table 6. The Direction of Sea Surface Current Velocity 

𝒖 𝒗 Prediction (°) Direction 

14.743 -110.143 173.4680° East to South 

13.226 -89.888 169.4976° East to South 

17.567 -65.982 166.8069° East to South 

19.697 -44.918 159.8909° East to South 

 

The results in Table 5, show that the U component has fewer hidden layers, the smaller the batch 

size, and the greater the learn rate drop, the smaller the resulting MAPE value is 18.64%. The V component 

shows that the fewer hidden layers, the smaller the batch size, and the greater the learn rate drop, the 

smaller the MAPE value produced is 5.29%. The smallest MAPE value is found in hidden layer 50, batch 

size 32 and learn rate drop 150. The results on the calculation of sea surface current direction in degrees can 

be seen in Table 6. 

 

 

4. CONCLUSIONS 

After conducting research on the prediction of ocean currents velocity in the Bali Strait using the 

Long Short Term Memory (LSTM) method, it shows that with the composition of training data of 90% and 

test data of 10% the prediction results obtained are quite good. With the parameters of hidden layer 50, 

batch size 32 and learn rate drop 150, the smallest MAPE value in the U component is 18.64% while the V 

component is 5.29%. So it can be concluded that in the final project research Deep Learning with Long 

Short Term Memory (LSTM) architecture can work quite optimally.  

 

 

AKNOWLEDGEMENT  

Thank you to Department of Mathematic UIN Sunan Ampel Surabaya for support and Perak 

Maritime Meteorology Station II, Surabaya for providing data of Sea Surface Current Velocity that made 

this research possible.  

 

 

REFERENCES 

[1] A. Listiani, D. Wijayanto, and B. B. Jayanto, “Analisis CPUE (Catch Per Unit Effort) dan Tingkat Pemanfaatan Sumberdaya 

Perikanan Lemuru (Sardinella lemuru) di Perairan Selat Bali,” J. Perikan. Tangkap Indones. J. Capture Fish., vol. 1, no. 01, 

pp. 1–9, 2017. 

[2] F. Setiawan, “Pergerakan Arus Permukaan Laut Selat Bali Berdasarkan Parameter Angin Dan Cuaca,” J. Ris. Kelaut. Trop. 

(Journal Trop. Mar. Res., vol. 1, no. 2, p. 1, 2020, doi: 10.30649/jrkt.v1i2.25. 

[3] H. P. Sihombing, I. G. Hendrawan, and Y. Suteja, “Analisis Hubungan Kelimpahan Plankton di Permukaan Terhadap Hasil 

Tangkapan Ikan Lemuru (Sardinella lemuru) di Selat Bali,” J. Mar. Aquat. Sci., vol. 4, no. 1, p. 151, 2017, doi: 

10.24843/jmas.2018.v4.i01.151-161. 

[4] E. Usman, F. Novico, K. Budiono, and P. Raharjo, “Analisis Geoteknik Kelautan Pada Sisi Ketapang (Selat Bali) Untuk 

Pengembangan Penghubung Jawa - Bali,” J. Geol. Kelaut., vol. 2, no. 2, 2016, doi: 10.32693/jgk.2.2.2004.113. 

[5] E. Ropika, R. R. Atmawidjaja, M. Mahfudz, A. Arus, and K. Arus, “Pemodelan Pola Arus Laut Permukaan Diperairan Selat 

Badung , Bali Untuk Kepentingan Navigasi Dan Pelayaran,” pp. 1–10, 2019. 

[6] Try Al Tanto, Ulung Jantama Wisha, Gunardi Kusumah, Widodo S Pranowo, Semeidi Husrin, and Aprizon Putra, 

“Characteristics of Sea Current in Benoa Bay Waters – Bali,” Ilm. Geomatika, vol. 23, no. 1, pp. 37–48, 2017. 

[7] E. Supriyadi, “Prediksi Parameter Cuaca Menggunakan Deep Learning Long-Short Term Memory (Lstm),” J. Meteorol. dan 

Geofis., vol. 21, no. 2, p. 55, 2021, doi: 10.31172/jmg.v21i2.619. 

[8] Y. Lecun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, no. 7553, pp. 436–444, 2015, doi: 

10.1038/nature14539. 

[9] F. S. Dilla Dwi Kartika, Dian Candra Rini Novitasari, “Prediksi Kecepatan Arus Laut di Perairan Selat Bali menggunakan 



460  Diah, et. al.     Long-Sort Term Memory (LSTM) for Prediction…..…  

Metode Exponential Smoothing Holt-Winters,” vol. 02, no. 01, pp. 12–17, 2020. 

[10] Laily Jumhuriyah, Dian C. Rini Novitasari, and Fajar Setiawan, “Prediksi Kecepatan Arus Laut dengan Menggunkan Metode 

Backpropagation (Studi Kasus: Labuhan Bajo),” J. Algebr., vol. 1, no. 1 SE-Articles, pp. 99–108, 2020. 

[11] M. A. Dwiyanto, C. E. Djamal, and A. Maspupah, “Prediksi Harga Saham menggunakan Metode Recurrent Neural Network,” 

Semin. Nas. Apl. Teknol. Inf., pp. 33–38, 2019. 

[12] G. A. Novi Yanti, Eka Pandu Cynthia, Yelfi Vitriani, Yusra, “Prediksi Radiasi Matahari Dengan Penerapan Metode Elman 

Recurrent Neural Network,” Semin. Nas. Teknol. Informasi, Komun. dan Ind., no. November, pp. 22–29, 2019. 

[13] S. Hochreiter and J. Schmidhuber, “Long Short-Term Memory,” Neural Comput., vol. 9, no. 8, pp. 1735–1780, 1997, doi: 

10.1162/neco.1997.9.8.1735. 

[14] M. W. P. Aldi, Jondri, and A. Aditsania, “Analsis dan Implementasi Long Short Term Memory Neural Network Untuk 

Prediksi Harga Bekicot,” J. Inform., vol. 5, No, no. 2, p. 3548, 2018, [Online]. Available: 

http://openlibrarypublications.telkomniversity.ac.id. 

[15] A. S. B. Karno, “Prediksi Data Time Series Saham Bank BRI Dengan Mesin Belajar LSTM (Long ShortTerm Memory),” J. 

Inform. Inf. Secur., vol. 1, no. 1, pp. 1–8, 2020, doi: 10.31599/jiforty.v1i1.133. 

[16] R. Julian and M. R. Pribadi, “Peramalan Harga Saham Pertambangan Pada Bursa Efek Indonesia (BEI) Menggunakan Long 

Short Term Memory (LSTM),” JATISI (Jurnal Tek. Inform. dan Sist. Informasi), vol. 8, no. 3, pp. 1570–1580, 2021, doi: 

10.35957/jatisi.v8i3.1159. 

[17] P. A. Riyantoko and T. M. Fahruddin, “Analisis Prediksi Harga Saham Sektor Perbankan Menggunakan Algoritma Long-

Short Terms Memory (Lstm),” Semin. Nas. …, vol. 2020, no. Semnasif, pp. 427–435, 2020, [Online]. Available: 

http://www.jurnal.upnyk.ac.id/index.php/semnasif/article/view/4135. 

[18] X. Li et al., “Long short-term memory neural network for air pollutant concentration predictions: Method development and 

evaluation,” Environ. Pollut., vol. 231, no. December, pp. 997–1004, 2017, doi: 10.1016/j.envpol.2017.08.114. 

[19] C. J. Huang and P. H. Kuo, “A deep cnn-lstm model for particulate matter (Pm2.5) forecasting in smart cities,” Sensors 

(Switzerland), vol. 18, no. 7, 2018, doi: 10.3390/s18072220. 

[20] L. Widyarsi et al., “Prediksi Kasus Covid-19 Melalui Analisis Data Google Trend Di Indonesia : Pendekatan Metode Long 

Short Term Memory (LSTM),” J. SAINTIKA UNPAM  J. Sains dan Mat. Unpam, vol. 3, no. 2, pp. 161–177, 2021. 

[21] P. D. Pakan, “Peramalan Kasus Positif Covid 19 Di Indonesia Menggunakan Lstm,” J. Ilm. Flash, vol. 6, no. 1, pp. 12–15, 

2020. 

[22] F. D. Adhinata and D. P. Rakhmadani, “Prediction of Covid-19 Daily Case in Indonesia Using Long Short Term Memory 

Method,” Teknika, vol. 10, no. 1, pp. 62–67, 2021, doi: 10.34148/teknika.v10i1.328. 

[23]  and H. Z. Ghassen Chniti, Houda Bakir, “E-commerce Time Series Forecasting using LSTM Neural Network and Support 

Vector Regression. In Proceedings of the International Conference on Big Data and Internet of Thing,” Assoc. Comput. Mach. 

New York, NY, USA, pp. 80–84, 2017, [Online]. Available: https://doi.org/10.1145/3175684.3175695. 

[24] H. Bakir, G. Chniti, and H. Zaher, “E-Commerce price forecasting using LSTM neural networks,” Int. J. Mach. Learn. 

Comput., vol. 8, no. 2, pp. 169–174, 2018, doi: 10.18178/ijmlc.2018.8.2.682. 

[25] I. I. Zulfa, D. C. R. Novitasari, F. Setiawan, A. Fanani, and M. Hafiyusholeh, “Prediction of Sea Surface Current Velocity and 

Direction Using LSTM,” IJEIS (Indonesian J. Electron. Instrum. Syst., vol. 11, no. 1, pp. 93–102, 2021, doi: 

10.22146/ijeis.63669. 

[26] E. S. Putri, M. Sadikin, J. T. Informatika, F. I. Komputer, and U. M. Buana, “Prediksi Penjualan Produk Untuk Mengestimasi 

Kebutuhan Bahan Baku Menggunakan Perbandingan Algoritma LSTM dan ARIMA,” vol. 10, pp. 162–171, 2021. 

[27] A. Arfan and L. ETP, “Perbandingan Algoritma Long Short-Term Memory dengan SVR Pada Prediksi Harga Saham di 

Indonesia,” Petir, vol. 13, no. 1, pp. 33–43, 2020, doi: 10.33322/petir.v13i1.858. 

[28] R. Modalo, R. Rampengan, E. Opa, R. Djamaluddin, H. Manengkey, and N. Bataragoa, “Arah dan kecepatan arus perairan 

sekitar Pulau Bunaken pada periode umur bulan perbani di musim pancaroba II,” J. Pesisir Dan Laut Trop., vol. 6, no. 1, p. 

61, 2018, doi: 10.35800/jplt.6.1.2018.20201. 

[29] B. Rochaddi, Ludy Cahya Permadi, Elis Indrayanti, “Studi Arus pada Perairan Laut di sekitar PLTU Sumuradem Kabupaten 

Indramayu, Provinsi Jawa Barat.,” Oseanografi, vol. 4, pp. 516–523, 2015. 

[30] D. Berlianty and T. Yanagi, “Tide and Tidal Current in the Bali Strait, Indonesia,” Mar. Res. Indones., vol. 36, no. 2, pp. 25–

36, 2015, doi: 10.14203/mri.v36i2.39. 

[31] G. A. B. Suryanegara, Adiwijaya, and M. D. Purbolaksono, “Peningkatan Hasil Klasifikasi pada Algoritma Random Forest 

untuk Deteksi,” J. RESTI (Rekayasa Sist. dan Teknol. Informasi), vol. 1, no. 10, pp. 114–122, 2021. 

[32] A. Khoirunnisa, Adiwijaya, and A. A. Rohmawati, “Implementing principal component analysis and multinomial logit for 

cancer detection based on microarray data classification,” 2019 7th Int. Conf. Inf. Commun. Technol. ICoICT 2019, pp. 1–6, 

2019, doi: 10.1109/ICoICT.2019.8835320. 

[33] L. Wiranda and M. Sadikin, “Penerapan Long Short Term Memory Pada Data Time Series Untuk Memprediksi Penjualan 

Produk Pt. Metiska Farma,” J. Nas. Pendidik. Tek. Inform., vol. 8, no. 3, pp. 184–196, 2019. 



BAREKENG: J. Il. Mat. & Ter., vol. 16(2), pp. 451- 462, June, 2022.     461 

 

[34] D. P. Kingma and J. L. Ba, “Adam: A method for stochastic optimization,” 3rd Int. Conf. Learn. Represent. ICLR 2015 - 

Conf. Track Proc., pp. 1–15, 2015. 

[35] L. A. Andika, H. Pratiwi, and S. S. Handajani, “Lingga Aji Andika 1 , Hasih Pratiwi 2 , and Sri Sulistijowati Handajani 3 1,” 

Indones. J. Stat. Its Appl., vol. 3, no. 3, pp. 331–340, 2019. 

[36] N. M. Ashar, I. Cholissodin, and C. Dewi, “Penerapan Metode Extreme Learning Machine ( ELM ) Untuk Memprediksi 

Jumlah Produksi Pipa Yang Layak ( Studi Kasus Pada PT . KHI Pipe Industries ),” J. Pengemb. Teknol. Inf. dan Ilmu 

Komput. Univ. Brawijaya, vol. 2, no. 11, pp. 4621–4628, 2018. 

[37] D. Z. Haq et al., “Long Short-Term Memory Algorithm for Rainfall Prediction Based on El-Nino and IOD Data,” Procedia 

Comput. Sci., vol. 179, no. 2019, pp. 829–837, 2021, doi: 10.1016/j.procs.2021.01.071. 

 

  



462  Diah, et. al.     Long-Sort Term Memory (LSTM) for Prediction…..…  

 


