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ABSTRACT 

This study proposes a software to upgrade the UCF SST’s Automated Roadway Conflicts 

Identification System (ARCIS), a pixel-to-pixel manner automated safety diagnostics and conflict 

identification system. The system is developed to extract vehicles’ trajectories and traffic 

parameters using unmanned aerial vehicles (UAV) video and utilizing deep learning techniques. 

A user-friendly tool to improve rapid system development with active-learning, data analysis, and 

visualization techniques is introduced, which is capable of traffic safety near-miss diagnostics 

based on the ARCIS output. Multiple approaches are used to enhance the system performance, 

including video stabilization, object filtering, stitching multiple videos, vehicle detection and 

tracing. In addition, the active learning technique based on Stream-Based Selective Sampling 

strategy is adopted for a human-in-the loop label correction that is developed in order to reduce 

the labeling time and cost. The system outputs 3D maps of vehicle speed, count and surrogate 

safety measures, which provide insights for traffic safety diagnosis. Ultimately, these 

functionalities were integrated into a comprehensive system for traffic safety applications. 

Previous studies only investigated methods for enhancing road traffic safety and traffic network 

data analysis; this study builds upon the literature but improves upon it with an efficient video 

processing methodology, a higher quality and accuracy result on traffic trajectory data, and the 

ability to visualize the data in various formats for traffic analysis. 
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CHAPTER 1 INTRODUCTION 

1.1   Background 

Various methods could be utilized to conduct road safety analysis. The traditional crash analysis 

uses highly aggregated data to evaluate road safety for certain situations.  Benefit from the wide 

employment of traffic infrastructure-based sensors generates big data in real-time that enables 

researchers to conduct crash likelihood analysis by aggregating it into shorter time intervals. By 

aggregating the data from nearby traffic detectors and the other infrastructure elements (e.g., 

weather stations, signals) at certain time intervals, precursors of crash occurrence or surrogate 

safety measure (SSM) could be identified, which could be used to identify road safety situations 

and propose corresponding strategies to prevent crashes. Although the deployment of traffic 

infrastructure sensors brings big data and enables the analysis of real-time crash risk, the rarity of 

crashes sometimes restricts the power of the statistical model when studying certain locations. 

Furthermore, another limitation of using highly aggregated data is that it does not include the 

heterogeneity in traffic and individual vehicle behavior, which makes it difficult to diagnose traffic 

safety from microscopic perspective. The recent advent in traffic video data and computer vision 

technics brought unprecedented opportunities to collect vehicle trajectory data and conduct safety 

evaluation based on conflict analysis. In order to boost the research in the field and provide insights 

for transportation practitioners, it is of great significance to develop and enhance an automated 

roadway conflicts identification system that incorporate the whole procedure from video 

processing to safety diagnosis. 
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1.2   Motivations and Objectives 

Unmanned Aerial Vehicles (UAVs) are becoming increasingly used for data gathering in road 

traffic monitoring and transportation engineering due to a variety of factors, including mobility, 

ease of operation, low cost, and wide view range. Increased demand for UAV related safety-critical 

analysis necessitates the development of a practical UAV based safety system. Based on the UCF-

SST Automated Roadway Conflicts Identify System introduced by Wu et al. (2020), this work 

proposes a system that investigates methods for enhancing road traffic safety analysis by using 

UAVs. Extraction of video data on recognition and classification of vehicle objects, and analysis 

of road user activity have all been the focus of this research. However, each function is performed 

in a separate branch, and it is required to develop a suitable smart learner-based fixing tool in order 

to expedite on correcting the incorrectly labeled data. In addition, there are needs of designing an 

efficient tool for the visualization of output traffic safety data. The purpose of this study is to adopt 

the ARCIS techniques to assure the capacity of all functions and develop additional functions to 

ensure the accuracy and user end experience. The objectives of this study are  

(1) developing a comprehensive system interface of existing ARCIS Python code  

(2) developing human in the loop data fixing tool  

(3) exploring various strategies of active learning and selecting one strategy for the tasks of 

increasing accuracy on object detection model  

(4) enabling the software to visualize vehicle trajectory, speed, count, conflict, and other safety 

indicators. 

 

https://paperpile.com/c/TsU6ph/R5wD
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1.3   Methodology 

The additional development that is being conducted, based on the original ARCIS system, can be 

divided into four separate tasks: Data Processing Tool, Data Fix Tool, Active Learning and Traffic 

Data Visualization.  

The primary functionalities that are included in the Data Processing Tool are stabilization, object 

filtering, and stitching multiple videos, which assist in improving the performance of videos 

collected by UAVs. Moreover, the Mask region convolutional neural network (R-CNN) object 

detection model was implemented into the tool under the Data Extractor tab, whose primary 

purpose is to detect vehicles in videos and extra every vehicle's specific information in each frame, 

such as unique ID for each vehicle, pixel coordinate of bounding box. However, while pixel 

coordinates of vehicles can be visualized on their trajectory in a pixel coordinate, they cannot be 

visualized on a real-world map. As a result, the Data Processing Tool includes a pixel to GPS 

coordinates converter, as GPS coordinates can also be used to compute vehicle speed and 

acceleration. 

To ensure the accuracy of ARCIS outputs, enabling the systems to generate related analysis data, 

a Data Fix Tool has been developed in the software that provides all-in-one access that allows 

humans to fix bounding boxes from an ARCIS output. Although the Data Fix Tool has 

accomplished its purpose of appropriately annotating data, an active learning strategy based on the 

fixed data can contribute to improving detection model accuracy. In this study, Stream-Based 

Selective Sampling strategies have been applied to an active learning algorithm during model 

training which to improve the model learns on identifies objects at each time step.  
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With accurate and reliable trajectory data, the surrogate safety measurement (e.g., TTC/PET) and 

conflict type was calculated by the system as an indicator of conflict probability at a roadway 

location for near-miss traffic events. To visualize the measurements for users to understand the 

results and discover traffic safety problems and patterns, a 3D map based on the MapBox Studio 

platform has been integrated into the Visualization Tool of this software. The Visualization Tool 

can illustrate the trajectory of each vehicle and different move speeds, acceleration line chart 

graphs, and surrogate safety measurements heat map. The software interface is designed to 

maximize clarity and simplicity while avoiding user interaction complexities with cross platform 

PyQt5 framework of graphical elements as the development environment. 

1.4   Thesis Structure 

The remaining thesis sections are organized as follows: Chapter 2 provides a brief overview of 

previous research; Chapter 3 describes the existing ARCIS system; Chapter 4 discusses additional 

ARCIS system development; Chapter 5 provides a location-specific case study. Finally, the 

conclusion is delivered in Chapter 6. 
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CHAPTER 2 LITERATURE REVIEW  

2.1    Computer Vision  

Due to a growing number of automobiles and limited infrastructure resources, traffic safety is 

becoming increasingly problematic. Researchers have incorporated computer vision techniques 

into traffic monitoring and analysis. (Kastrinaki et al., 2003) note that computer-vision 

technologies play a significant role in video-based traffic analysis and are widely used for traffic 

safety diagnostics and autonomous vehicle perception. Various techniques have been utilized to 

obtain data from video images including feature-based detection & tracking, background 

subtraction, and optical flow (Rahman et al., 2013; Meng et al., 2017). Utilizing image processing 

and pattern recognition techniques enables the system to monitor the road, track vehicles, and 

estimate speed for traffic analysis purposes. In recent years, many studies applied deep learning 

approaches to extract traffic parameters from videos that could be utilized to overcome the 

limitations of the traditional approaches under uninterrupted traffic flow conditions or the changes 

in environments (e.g., shadows, intricate ground conditions) (Kim et al. 2019). Besides the 

trajectory extraction, vehicle localization for the traffic intersection areas also has a significant 

influence on road safety diagnostics when calculating surrogate safety measures including TTC 

and PET. Additionally, real-time video processing is required in numerous other applications, 

including ultrasound image improvement, traffic monitoring, and camera stabilization. 

  

https://paperpile.com/c/TsU6ph/7sRc
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2.1.1 Pre-processing  

2.1.1.1 Camera calibration  

Camera calibration, by detecting the camera location and measuring the size of an object 

in world units, minimizes lens distortion. Techniques such as automated calibration using parallel 

coordinates and cascaded Hough transform to analyze the trajectories for roadside surveillance 

cameras (Dubska et al., 2015). Such automated calibration also works with various road settings 

with either one or multiple lanes, intensity of background obstruction, etc. And boundless viewing 

angles can also be applied with this technique. By applying automated camera calibration, one 

must assume that at least one part of vehicle movement is straight. 

 

 2.1.1.2 Video stabilization 

Sebastiano Battiato, (Dubska et al., 2015; Rahmat-Samii & Topsakal, 2021) states that the 

purpose of video stabilization is to reduce unwanted shakes and jitters while changing the focus 

on moving objects or intentionally panning the camera without negatively affecting image quality. 

Unstable images are usually caused by undesired camera movement and hand jiggling, while 

unwanted camera position fluctuations result in unstable image sequences. (Wang et al., 2012) 

describe a method for determining the purposeful motion using an adaptive compensation 

algorithm to address the issue of unwanted jitter in unmanned aerial vehicles (UAVs). Motion 

filtering is a crucial stage in the video stabilization process since it retains visual information and 

removes image jitter when the pre-path is determined to be straight. To ensure the visual quality 

after processing an over-long image sequence, (Wang et al., 2012; Yang et al., 2009) have 

proposed a technique for video stabilization based on the particle filtering framework. By 

extending particle filtering to the estimation and tracking of camera motion parameters in video 

https://paperpile.com/c/TsU6ph/3178
https://paperpile.com/c/TsU6ph/3178+45WF
https://paperpile.com/c/TsU6ph/yA0v
https://paperpile.com/c/TsU6ph/yA0v+04qU


 

 7 

sequences, the error variance has been theoretically reduced compared to estimation without 

particle filtering. 

 

2.1.1.3 Video filtering 

To filter an object in a video is to remove unwanted objects, which is a common task in 

preparing a video for improved detection accuracy of a specific class of object. The proposed 

computational filtering approach has been studied lately by many researchers. (Kamel et al., 2008) 

address the problem of removing a moving object from a video sequence using computer vision 

techniques by filling the empty object area with the image of the background. They utilize SSD-

based feature matching to register background images and extract moving objects frame by frame. 

Another approach is to use noise filtering to eliminate undesired background movements and 

objects. This creates a barrier to identifying moving items (Agarwal et al., 2016; Kamel et al., 

2008). A system has been presented by T. Le et al. in 2019 that enables the user to draw and 

identify one or more unnecessary objects. Utilizing a CNN-based detector to refine the user-

selected segmentation mask is the initial step. The annotation will then propagate throughout the 

video to remove the object automatically.  Object extraction is a technique for detecting subjects 

that appear in a video scene by suppressing the background. By implementing the usual 

background-updating approach, (Rahman et al., 2013) applied the second order filter in the 

gradient direction to extract relevant edges of moving objects, but the approach could not be used 

in real-time applications or for noise reduction due to the heavy computing. 

 

 

 

https://paperpile.com/c/TsU6ph/dTO9
https://paperpile.com/c/TsU6ph/dTO9+1Eb4
https://paperpile.com/c/TsU6ph/dTO9+1Eb4
https://paperpile.com/c/TsU6ph/IPev
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2.1.1.4 Video alignment  

Video Alignment is to spatio-temporally align two videos, through temporal 

correspondence, followed by spatial registration of all the temporally corresponding frames. In 

several fields of computer vision, such as action recognition and change detection, video alignment 

is essential. (Purushwalkam et al., 2020) present an alignment method that joins patches in each 

frame of the first video by matching frames from the second video. They have created cycles in 

videos of the same action class that track patches within a video, match it to a patch in another 

video, trace this patch back in time, and finally match it to the original video. This technique has 

achieved its objective of being more efficient at matching objects in the same state across videos. 

((Agarwal et al., 2016; Diego et al., 2013; Kamel et al., 2008; Purushwalkam et al., 2020)) have 

proposed a novel method for combining spatial and temporal alignment into a single alignment 

framework. This new approach can handle the alignment of sequences captured at various times 

by independently moving cameras that follow a similar trajectory. This was accomplished by 

combining the estimation of spatio-temporal parameters into a conventional pairwise Markov 

random field (MRF) and limiting the frame correspondence and spatial transformation to the 

neighborhood. This method outperforms the synchronization accuracy on sequences recorded 

from vehicles driving along the same track at different times. 

 

2.1.2 Detection 

According to (Meng et al., 2017) traffic algorithms remain common among many systems for 

making analysis of videos which have been presented to the software. This is done through the 

application of computer vision technologies which support the detection of certain elements within 

an image to identify an object. These methodologies combine elements like image recognition and 

https://paperpile.com/c/TsU6ph/1EVP
https://paperpile.com/c/TsU6ph/dTO9+1Eb4+1EVP+xwas
https://paperpile.com/c/TsU6ph/QWCW
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statistical analysis to pinpoint and even link objects within certain images as also appearing on 

other images (Guo et al., 2021). These techniques are employed in detection of images of vehicles 

and individuals for analysis to predict their movement. Background difference methods can be 

applied in order to differentiate the objects and point out specific vehicles using features that can 

be attributed and identified through the video. The combination of color segmentation, 

morphological gradient and trajectory analysis can be critical in processing the information 

presented by video. Traffic flow analysis systems typically collect traditional traffic metrics or 

traffic incident detection. Faster R-CNN and YOLO are two of the most popular object detection 

frameworks today for vehicle detection. For example, utilizing temporal information in the design 

of a building can help detect and track objects faster. 

 

2.1.2.1 One stage detector 

A one-stage detector predicts all the bounding boxes with only a single pass through the 

neural network. This is significantly quicker and more suitable by skipping the region proposal 

stage and conducting detection over a possible position coordinated value.  

YOLO (You Only Look Once) and SSD are the most prevalent examples of one-stage 

object detectors. Many researchers have proposed a new network structure based on the algorithm 

of YOLO detectors. (Lan et al., 2018) have proposed the "YOLO-R" network structure to improve 

the accuracy of pedestrian behavior detecting abilities. The fundamental improvement of their 

work is to increase from 12 to 16 the number of Passthrough layer connections in the original 

YOLO network structure. The three Passthrough layers added to YOLO-R can convey the 

network's fine-grained features to the deep network, allowing it to acquire a deeper understanding 

of shallow pedestrian feature data. Although object identification systems based on deep learning 

https://paperpile.com/c/TsU6ph/M9Jt
https://paperpile.com/c/TsU6ph/lqtS
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have made significant strides in accurately detecting different classes, they are still incapable of 

handling very small objects, such as those in aerial and satellite video with the object less than 10 

pixels in width. Pham M-T et al. (2020) ((Lan et al., 2018; Pham et al., 2020) introduce You Only 

Look Once (YOLO)-Fine, an improved one-stage deep learning-based detection model based on 

the structure of YOLO. To achieve the purpose of detecting small objects with both high accuracy 

and efficiency, two coarse detection levels have been substituted with two fine detection levels to 

optimize the object search grid so that it can recognize and identify objects smaller than eight 

pixels per dimension.  

SSD is a single-shot detector for multiple objects in image that is substantially more 

accurate and faster than the previous detectors YOLO (Kolekar & Dalal, n.d.). SSD is designed to 

accurately recognize a large object by employing low-resolution feature maps of the deep layer, 

however, the performance accuracy for recognizing a small object is insufficient when applying a 

high-resolution shallow layer that lacks an amount of high-level semantic information. (Choi et al., 

2021) have addressed the issue and proposed an improved SSD using enhanced feature map blocks 

(SSD-EMB) to focus on the object regions rather than the background and provide additional 

semantic information without affecting the model's detection speed. Using EMB to adapt the high-

resolution feature map of the shallow layer to focus on the object regions and improve the detection 

performance of small objects. Their efforts were targeted for satellite photo and traffic analysis. 

The new SSD detector using trident and squeeze and extraction feature fusion (SSD-TSEFFM) 

has been proposed from (Hwang et al., 2020). Using two modules of TFM and SEFFM to 

effectively detect small objects, where the TFM module that can scale changes based on the scale 

diversity and SEFFM is utilized to provide additional semantic information.  

https://paperpile.com/c/TsU6ph/lqtS+WyzN
https://paperpile.com/c/TsU6ph/7SRx
https://paperpile.com/c/TsU6ph/pZB6
https://paperpile.com/c/TsU6ph/pZB6
https://paperpile.com/c/TsU6ph/kvVt
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2.1.2.2 Two stage detector 

Different from the One-stage detector, the two-stage detector divides object detection into 

two steps: the first step is used to Generate region proposals to extract object regions, while the 

second step uses convolutional neural networks to classify and refine the object's localization. 

According to (Ren et al., 2017; Sun et al., 2020))  research focused on comparing the outcomes of 

the different object detection approaches on SSD and Faster R-CNN. Based on execution time, the 

accuracy of the detection system, and memory use during execution, SSD has faster processing 

with less memory usage but lacks precision. Faster R-CNN is the exact opposite of SSD, resulting 

in more accurate prediction and detection but requiring more time. Typical representatives: Region 

Based Convolutional Neural Networks (R-CNN), Fast RCNN. 

Fast R-CNN is a unified network with a high-precision detection method. (Ren et al., 2017; 

Sun et al., 2020)) introduce a Region Proposal Network (RPN) that shares convolutional features 

from image with the Fast R-CNN detection network. They are classifying the proposed regions 

into object categories using the Fast R-CNN method and have shown more benefits due to its better 

accuracy in comparison to other detection models. Using Fast RCNN, A (Ullah et al., 2018) 

improved the performance of pedestrian recognition in infrared images by modifying the method 

in two ways: one for accuracy by adding an additional convolutional layer to the network, and the 

other for speed by reducing the number of input channels from three to one. Fast R-CNN may also 

identify the detection of vehicles in aerial images. In the paper of (Sommer et al., 2017) , the 

authors systematically analyze how to adapt Fast R-CNN and Faster R-CNN for vehicle detection 

in aerial imagery. They have proposed relevant changes to the characteristics of aerial images and 

significantly improved the performance of both detectors on detecting small objects. Adapting the 

anchor boxes of the RPN and the resolution of the output of the final con-volitional layer used as 

https://paperpile.com/c/TsU6ph/NYoE+lu82
https://paperpile.com/c/TsU6ph/NYoE+lu82
https://paperpile.com/c/TsU6ph/NYoE+lu82
https://paperpile.com/c/TsU6ph/2FCM
https://paperpile.com/c/TsU6ph/y75c
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a feature map to compensate for the aerial imagery achieves the significant improvements. (Sakla 

et al., 2017; Sommer et al., 2017))have investigated the fundamental parameters of the faster R-

CNN algorithm that impact the capacity to recognize small targets in overhead imagery. To 

localize small objects in multimodal imagery, they adopt shallower layers of the base architecture. 

Several modifications have been proposed to increase the detection accuracy of vehicles in aerial 

imagery, such as adding semantic information or merging features from multiple layers.   

 

2.1.2.3 Ancher free detector 

Both YOLO and SSD rely on anchors to refine the final location of detection. Typically, 

anchor is defined as a grid of image coordinates at all possible locations, with varying scale and 

aspect ratio. The CenterNet is an example of an anchor-free detector; it is a deep detection 

architecture without anchors. The main advantage of this structure is that it replaces the traditional 

NMS (Non-Maximum Suppression) method with a much more elegant method that is natural with 

the flow of CNNs. Rather than focusing on whether the predictions overlap the object, this 

approach focuses on the location of their centers to sort them for relevance. It features two 

customized modules named cascade corner aggregation and center aggregation, which give the 

central regions a more recognizable appearance by enhancing information collected at the left and 

right corners respectively. Liu et al. (2021) have used the CenterNet network and enhanced images 

approach to determine the vehicle's stopping state. They initially enhance the image by improving 

its contrast and sharpness. The enhanced imge was then analyzed using the CenterNet network to 

detect the wheel position. Centernet uses transposed convolution and can effectively reconstruct 

image semantic and location information. 

 

https://paperpile.com/c/TsU6ph/y75c+bgE3
https://paperpile.com/c/TsU6ph/y75c+bgE3
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2.1.3 Tracking 

The single object video tracking task is to locate the same target in all the other frames, which 

requires the determination of a target's trajectory from a video sequence. The ability to track any 

object could be beneficial for video analytics and traffic monitoring. Tracking objects is a 

challenging task due to many factors such as camera motion, low resolution, out of view, and 

similar objects. There are two types of tracking methods: short-term tracking and long-term 

tracking. The length of the video sequence is not only distinguished between short-term and long-

term tracking, but there are also further distinctions between the two. A longer video sequence 

increases the probability of an object leaving the field of view or totally disappearing for a period 

before reappearing. Therefore, tracking algorithms that do not require re-detection approaches for 

a typical short-term tracking. 

 

2.1.3.1 short term 

There are several state-of-the-art approaches to tracking by detection, which make use of 

discriminatively trained classifiers or regressors to distinguish the target from the background. The 

Discriminative Correlation Filter (DCF) is showing excellent performance on the standard short-

term benchmarks for tracking. These methods use the properties of circular correlation and the 

Fast Fourier Transform (FFT) to develop a least-squares regression model to predict confidence 

scores. (Lukezic et al., 2017)have used the concepts of DCF tracking to reflects the quality of the 

learned filter and it is used as a feature weighting coefficient in localization. (Zhong & Jianbo, 

2010) have proposed two approaches for short-term object tracking: the Flock of Trackers (FoT) 

and the Scale-Adaptive Mean-Shift (ASMS) for multiple trackers and detectors. FoT is a building 

block in complicated frameworks for tracking multiple objects. The ASMS technique adds 

https://paperpile.com/c/TsU6ph/ah95
https://paperpile.com/c/TsU6ph/6ZKt
https://paperpile.com/c/TsU6ph/6ZKt
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background information into gradient optimization to reduce tracker failures in the presence of 

background clutter. 

 

2.1.3.2 long term 

A long-term tracker focuses primarily on failure recovery and requires detection of target 

absence and re-detection of the target upon its return. The state-of-the-art learning adaptive 

discriminative correlation filters (LADCF) tracking algorithm localizes the target in every frame 

and re-detects it if it disappears by reformulating the appearance learning model. (Ma et al., 2015) 

present an efficient long-term vision tracking algorithm. The method employs discriminative 

correlation filters to effectively estimate the translation and scale variations of target objects. The 

size is determined by scanning the target appearance pyramid exhaustively and the translation is 

estimated by modeling the temporal context correlation. To avoid internal identity switch, (Sun et 

al., 2020)present a clustered-based tracklet generating method that takes into account the similarity 

between any two detections in a tracklet. To learn long-term properties of tracklets for association, 

create a motion evaluation network (MEN) and an appearance evaluation network (AEN). 

  

2.2   Traffic safety evaluation  

The establishment of safety performance functions that relate the number of crashes or crash rate 

to a series of operational variables (e.g., average annual daily traffic (AADT), average speed) has 

been the focus of traffic safety research. However, the emergence of vehicle trajectory data has 

become increasingly popular for safety analysis. Most of the trajectory related research are based 

on the analysis of conflicts, which largely rely on the calculation of surrogate safety measures. 

 

https://paperpile.com/c/TsU6ph/nCkz
https://paperpile.com/c/TsU6ph/NYoE
https://paperpile.com/c/TsU6ph/NYoE
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2.2.1 Surrogate Safety Measures 

Surrogate safety measures have been widely adopted for analyzing traffic conflicts. Although there 

are a variety of surrogate safety measures that may be considered to calculate conflict indicators 

for safety diagnostics, TTC and PET remain the most common due to their effectiveness and 

simplicity. Time to collision (TTC) is defined as the time remaining between two vehicles before 

a collision, based on their speed and trajectory. (Goyani et al., 2021) . Researchers have used TTC 

as a traffic conflict indicator for video analysis procedure at each signal cycle from the recorded 

videos to collect rear-end conflicts and various traffic variables including traffic volume, 

maximum queue length, shock wave speed  (Essa & Sayed, 2018) . TTC was selected as the 

primary indicator because it is considered as an appropriate conflict indicator for recognizing rear-

end collisions between vehicles passing in the same lane. For the rear-end collision scenario, TTC 

refers to the time taken for a collision to occur at the prevailing speeds, distances, and trajectories 

associated with the driver’s vehicle and the closest lead vehicle (van der Horst & van der Horst, 

1990).(Kiefer et al., 2006) have used TTC results to develop an alert timing approach for a forward 

collision warning system intended to assist drivers in avoiding rear-end crashes with the vehicle 

ahead. In 2019, Guido et al. compared real accident locations and simulated risk areas in an urban 

road network by applying surrogate safety measures to the SSAM simulation environment to 

identify potentially risky vehicle interactions. This study uses the TTC and post-encroachment 

time (PET) values to identify unsafe conflicts under a predetermined threshold, which can provide 

reliable safety evaluation results for road networks. PET represents a measure of time difference 

between the instance of encroachment and the arrival of a potential collision object from the 

vehicle. In contrast to TTC, which only applies in the case of collisions satiation, PET includes 

"near miss" scenarios that indicate the extent to which the vehicles avoided each other. 

https://paperpile.com/c/TsU6ph/cAOO
https://paperpile.com/c/TsU6ph/qdcP
https://paperpile.com/c/TsU6ph/59Iu
https://paperpile.com/c/TsU6ph/59Iu
https://paperpile.com/c/TsU6ph/1uvO
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Furthermore, PET measurement is more convenient than other indicators because relative speed 

and distance are not required (Songchitruksa & Tarko, 2006). (Wu et al., 2020) conducted research 

on automated traffic safety diagnostics solutions that uses deep learning techniques to process 

traffic videos collected by unmanned aerial vehicles (UAV). Using over 10,000 vehicle samples 

from UAV videos from various intersections, PETs were collected and measured at the pixel level 

for each conflict event based on the video vehicle trajectories. Essentially, the PET is determined 

as the difference in time between the departure of the first vehicle from the pixel and the arrival of 

the second vehicle at the pixel. The results of its safety diagnostics indicate that the value of PET 

is a significant indicator for identifying rear-end collisions at the intersection under study. 

 

2.2.2 Conflict Type 

Conflict Type is considered to classify the crash type with the highest probability, making it an 

alternative to crash-based analysis. Crash types including rear-end, sideswipe, angle/left-

turn/right-turn, and angle/left-turn/right-turn, as well as crash severity. Wu et al. proposed a 

methodology to identify conflict type by using traffic intersections video collected from UAV (Wu 

et al., 2020). They use the angle between the movement directions of two vehicles to determine 

crash types. First, conflicts can be found by excluding occurrences with a PET value below the 

threshold. To determine the specific locations and times of identified collisions, the earliest arrival 

time and pixel of the second vehicle are used as the conflict point and conflict time, respectively. 

Then, the direction of vehicle movement, the intersecting of pixels (IOP), and vehicle occupancy 

are then used to determine conflict types (i.e., head on, angle, rear-end, sideswipe). IOP is used to 

evaluate whether the second car is following the first vehicle, which can be used to establish 

whether the dispute is a potential rear-end accident or not. 

https://paperpile.com/c/TsU6ph/Ou5c
https://paperpile.com/c/TsU6ph/R5wD
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2.3 Active Learning 

The objective of active learning is to effectively recognize thousands of labeled occurrences and 

classify data into their respective categories. Various learning techniques, including semi-

supervised learning, weakly supervised learning, active learning, and transfer learning, have been 

developed to help recognize and classify objects. Face recognition, information extraction, 

categorization and filtering, and object recognition are among the most common categories 

requiring active learning. Active learning is the most effective and high-performance classifier for 

reducing labeling costs by requesting human labeling of only informative occurrences, as 

(Mizokami, 2018) demonstrates. 

 

2.3.1 Pool-Based Method 

The most common form of active learning is the pool-based strategy, which consists of a massive 

collection of unlabeled data (Mizokami, 2018) The objective of pool-based active learning is to 

select the most valuable input samples from the pool as test input samples. (Rawat et al., 2022) has 

demonstrated the effectiveness of pool-based active learning on semantic segmentation, which can 

identify a classifier for each pixel within an image. They have described the usage of a pool-based 

active learning scenario that combines a significant amount of unlabeled data with both a union of 

labeled and unlabeled data sets. Then, repeatedly train their segmentation model using labeled sets. 

In each training process, the most information of unlabeled data was selected and labeled by 

humans, then returned to the training model. A query function is to calculate an informativeness 

score for each image based on predictions made in an unlabeled data collection. This cycle will 

continue until they achieve a satisfactory performance score.  

https://paperpile.com/c/TsU6ph/yNiV
https://paperpile.com/c/TsU6ph/yNiV
https://paperpile.com/c/TsU6ph/1N0n
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2.3.2 Stream-Based Method 

The presumption of stream-based selective sampling is that unlabeled instances must be either free 

or inexpensively acquired, which the learner can judge whether the set of instances is usable or 

not. (Huang et al., 2019) presents a classification model for hand-written alphabet images utilizing 

steam-based active learning for reinforcement learning. A total of 32460 samples written by 20 

separate individuals are evaluated for experimentation. During the training process, 30 images 

were selected at random without replacement, and stream-based active learner to judiciously 

determine a continuous decision made to either query or predict the label. Furthermore, (Chen et 

al., 2012) as a team develop a stream-based learning framework capable of performing active joint 

class discovery and boundary learning by extending the Query-by-Committee (QBC) algorithm 

paradigm to discover unknown classes and to deal with multivariate normal likelihoods, which are 

frequently encountered in vision problems. The proposed framework for active learning minimizes 

labeling costs compared to passive random labeling and outperforms current state-of-the-art active 

learning approaches. Stream-based active learning is most often used for time-series data, such as 

camera video data (Saunier et al., 2004). 

Different machine learning algorithms contain different properties and serve unique purposes. 

While processing certain collections of data, it is better to choose a model with one type of model 

class, then based on that model’s property, observe, and transfer the active learning result onto a 

separated class with different properties to collect the changes. 

 

https://paperpile.com/c/TsU6ph/V5El
https://paperpile.com/c/TsU6ph/ppLv
https://paperpile.com/c/TsU6ph/ppLv
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2.4 Visualization  

Data visualization is transforming data into a graph, chart, or another visual format critical for 

understanding and analysis. Data presented in graphics make the data studied more engaging and 

accessible for many stakeholders (Berres et al., 2021; Chen et al., 2012)) Data visualization is a 

technique for displaying patterns, trends, and relationships between data elements using computer 

visuals (Healy, 2018). Multiple unique systems for the visualization of traffic safety data at an 

adaptable scale have been demonstrated for use in urban traffic. In certain studies, the abstract and 

spatial graphics were evaluated, as well as pedestrian safety and collision issues. Even in dense 

visualizations, traffic patterns have basic qualities that can be exhibited and analyzed: location, 

direction, and intensity (Scheepens et al., 2016). Data can be presented in a variety of ways; The 

use of heat maps allows us to distinguish between the software's dynamic environment and its 

general environment. It enables the analysis of the system's temporal dimension while also keeping 

in mind the larger context that is frequently required to comprehend the system (Benomar et al., 

2013). For instance, a color-coded heatmap might be used to illustrate hot sections or roadways in 

a traffic network (Lee et al., 2020). Traffic trajectories, roadmaps in a large-scale region, or traffic 

flow in a dispersed network are all displayed using line-based visualization approaches (Lee et al., 

2020). Another popular visual form is a two-way technique used to construct density maps. 

Smoothed trajectories are first aggregated into a density field, which is then displayed (Scheepens 

et al., 2011). The Space-Time-Cube (STC) approach has been extensively investigated for data 

containing spatio-temporal attributes. The STC provides excellent visual options for studying the 

relationship between time and space as well as other variables,  (Scheepens et al., 2011). However, 

the majority of platforms now have abstract visualizations that serve as a digital system for traffic; 

https://paperpile.com/c/TsU6ph/ppLv+P1wO
https://paperpile.com/c/TsU6ph/O8V4
https://paperpile.com/c/TsU6ph/TaPN
https://paperpile.com/c/TsU6ph/chFi
https://paperpile.com/c/TsU6ph/chFi
https://paperpile.com/c/TsU6ph/DGeB
https://paperpile.com/c/TsU6ph/DGeB
https://paperpile.com/c/TsU6ph/DGeB
https://paperpile.com/c/TsU6ph/ro9k
https://paperpile.com/c/TsU6ph/ro9k
https://paperpile.com/c/TsU6ph/ro9k
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but even so, the most of representations rely on static data. Studies have revealed a potential 

strategy for providing an interactive list of regions from which users can make decisions.  

 

2.4.1 Web-based Visualization  

The Transportation Injury Mapping System (TIMS) is the most well-known web-based traffic 

safety tool. It was created by the SafeTREC Research Center at the University of California, 

Berkeley. The application permits users to access the Statewide Integrated Traffic Records System 

(SWITRS), which contains crash data for California (Brozen et al., 2021). The tool offers 

numerous mapping and data-gathering features. Additionally, the TIMS offers collision diagrams 

and hotspot analysis, safety performance management, and additional GIS tools for various 

accident types. In addition, users can assist themselves in date range selection choices to receive 

and manually modify the data. Visual analytics solutions have become highly popular for data 

analysis and extracting insights from the data to achieve this goal and reduce the impact of crashes. 

(Zhu et al., 2021) have also introduced a traffic safety tool named Safety Analysis Visualization 

and Evaluation Tool (SAVE-T), which has the potential to be useful for quickly visualizing past 

crash data and identifying the circumstances that contributed to the accident. SAVE-T was hosted 

on a web-based visualization and analytics platform built to operate with New Jersey’s crash 

database. This user-friendly solution boosts engineers' productivity by automating crash and other 

traffic data analysis and reporting. Many capabilities are added to the tool based on user demands, 

making it easy to access, save, manage, visualize, and update crash and other relevant traffic data. 

 

2.4.2 Independent software applications Visualization  

Numerous safety agencies and researchers have developed computational methods for analyzing 

road safety data. Several tools are independent software applications, whereas others rely on web-

https://paperpile.com/c/TsU6ph/ETdG
https://paperpile.com/c/TsU6ph/NWz9
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based mapping APIs to meet their national, state, and local GIS requirements. The examination of 

highway design using the Highway Geometric Design Consistency Evaluation Software was 

among the first studies. This menu-driven application evaluates the construction of roadways using 

preliminary models. AASHTO's Safety Analyst is the most well-known and up-to-date set of tools 

for traffic safety analysis. A highway safety analyst employs analytical processes to identify and 

manage cost-effective solutions for enhancing highway safety (Claramunt et al., 2000). The tool 

automates the six primary elements of the highway safety management process: traffic diagnosis, 

roadway network screening, countermeasure selection and evaluation, priority ranking, and 

economic analysis. Several types of research have been conducted on traffic safety visualization, 

which helps limit the number of incidences on the roads. (Bachechi et al., 2022) propose a 

monitoring and simulation system for individual vehicle behavior in traffic applications. The 

simulation output of the traffic model includes data on roadway speeds and traffic flow. Within 

the Trafair database, data is collected and analyzed to determine urban traffic's temporal and spatial 

evolution. The speed model index view analysis allows users to visualize the Speed Index (SI) 

profile (Bachechi et al., 2022). The SI is calculated by dividing the average speed per hour by the 

speed limit for the road segment to determine if congestion exists. 

 

2.5 Data Fix Tool  

Data fixing is an extremely important stage of making sure the quality of a dataset is a hundred 

percent accurate for the needs of any application. The purpose of Data fixing is to detect whether 

the dataset contains certain classes of errors and be able to repair them using different algorithms.  

The usual errors include outliers, duplicates, rule violations, and pattern violations. (Csail et al., 

2016) ITK-SNAP is a software that allows users to annotate 3D medical images, sketch anatomical 

https://paperpile.com/c/TsU6ph/dagq
https://paperpile.com/c/TsU6ph/dagq
https://paperpile.com/c/TsU6ph/U1pQ
https://paperpile.com/c/TsU6ph/U1pQ
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sections manually, and do image segmentation automatically. The semi-automatic segmentation 

of multi-modality imaging datasets using information from all accessible modalities 

simultaneously is supported by this interactive image visualization and segmentation tool. Manual 

segmentation, image navigation, and automatic segmentation are the software's key features 

(Yushkevich et al., 2019). LabelIMG is a free and open-source graphical image annotation 

program that uses Python and QT as its graphical interface. It was created as a demonstration of 

machine learning training. However, LabelImg only provides a rudimentary image annotation 

function that does not handle image stream annotation, and there is no auxiliary annotate at all, so 

sample annotation still takes a long time and costs a lot of money (Hsiao et al., 2019) (Yu et al., 

2019). VOTT is a program developed by Microsoft's Commercial Software Engineering (CSE) 

department for graphical images and video. It solely uses bounding boxes to annotate objects in 

an image (Aljabri et al., 2022).  Supervisory is a web-based program that draws in a completely 

manual or semi-automatic manner by selecting the necessary region to generate the marking and 

automatically generating the appropriate form. It was developed by Deep Systems for computer 

vision development. It can be annotated on a pixel level or using vector graphics(Aljabri et al., 

2022). 

  

https://paperpile.com/c/TsU6ph/XtbC
https://paperpile.com/c/TsU6ph/kDmz
https://paperpile.com/c/TsU6ph/kDmz
https://paperpile.com/c/TsU6ph/Q6xo
https://paperpile.com/c/TsU6ph/Q6xo
https://paperpile.com/c/TsU6ph/Q6xo
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CHAPTER 3 ARCIS SYSTEM 

Effectively extracting the most valuable data from the huge quantity of videos not only ensure the 

quality of traffic data, but also helps researchers and practitioners save time and cost. The majority 

of research institutions have investigated the processing of camera footage or CCTV footage for 

application in traffic surveillance systems. However, the potential of these videos to convey traffic 

congestion, near-miss incidents, and traffic statistics is limited. Therefore, the analysis of the 

Automated Road Conflict Identification System (ARCIS) has focused mostly on Unmanned Aerial 

Vehicle (UAV) data. The research by Wu et al. (2021) on ARCIS has made significant 

contributions to the discovery of road safety enhancements by utilizing learning algorithms to 

process UAV videos. The system's primary purpose is to analyze flow conditions at a signalized 

intersection by processing videos and performing a full analysis of traffic trajectories via automatic 

detection of moving vehicles and extraction of relevant surrogate safety parameters. The system 

has provided a systematic and efficient video processing methodology for extracting traffic 

parameter information from UAVs with accuracy and reliability. The methodology divides the 

entire procedure into five stages: stabilization, object filtering, video stitching, GPS to pixel 

converter, and data extraction. Multiple technologies were employed by the system to optimize the 

processing and analysis of UAV-related traffic video. The majority of the implementation was 

built with a popular Python image processing package and OpenCV library. 

 

3.1.  Stabilization  

The processing of traffic flow video obtained with a UAV will inevitably shift and rotate due to 

the direction of the wind and vibrations influencing circumstances. Captured video will have a 

translation and rotation problem between frames. This instability can impact the movement of 
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target objects, resulting in inaccurate extraction vehicles trajectory. As a result, numerous 

approaches utilizing various software and methods to lessen the effects on camera movements 

have been introduced to eliminate unintended motion and jitter without affecting the background 

or the movement of objects. The system employs a stability landmarked with human interaction 

approach to handle the instability and shakiness of UAV videos. This method ensures stability by 

tracking the coordinates of stable object locations chosen by humans from start frame, where the 

object's point remains stationary throughout the video recording. 

  

Figure 1 A flow diagram for structure of stabilization 

A logical structure is illustrated as Figure 1, with the method using only the first frame of the video 

to initialize the stable land-marker, which is defined as the object's bounding box. The tracker 

objects in the algorithm must be initialized with at least four coordinates. The tracker is created by 

the region of interest of each land-marker. Finally, iteratively update the tracker to obtain a location 

of the selected landmark in the following frame. This method significantly reduced motion in the 

final result by tracking various landmarks within the frame and generating a new video without 

unwanted motion. 
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3.2.  Filtering Object  

ARCIS uses object filtering method to increase detection accuracy by removing objects in video 

that may cause a detection error. This method will remove the visual information inside the zone 

by using image inpainting techniques (INPAINT-TELEA). The zone is designated using a binary 

mask and filled with a neighborhood pixel color to inpaint. Image inpainting techniques is a form 

of image restoration and conservation that can effectively repair removed image regions by 

propagating information preserved in the surrounding regions. The background subtraction 

method (Figure 2) has been applied to remove an object with a moving object on top of it. This 

method can apply a mask to a moving item by subtracting it from its background. The rest frame 

will use inpaint technologies to produce a new frame by filling in the blanks. Finally, the unwanted 

object will be removed by reapplying the object's mask to the new frame. By applying these 

approaches to object filtering, the removed object region will intelligently recreate itself to match 

the surrounding areas' colors and textures. 

  

Figure 2 Filtering Object method 
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3.3.  Stitching Videos  

Most cities have a 400 feet UAV fly height limit, one UAV can cover about 120 meters of road 

under this limitation. Video stitching method enables the ability to merge multiple drone videos 

which can provide the videos to have a wider field of view. The method is preceded by matching 

the overlapped key point and must be selected as a pair that can match between two images (Figure 

3) to transform an image from one perspective to match another.   

  

Figure 3 An example of matching key points for stitching 

Multiplying the coordinate with the Homograph matrix using a uniform coordinate system is 

equivalent to transforming an image. Therefore, if there are four pairs of key points that correspond 

to both images, a homograph transformation matrix can be used to calculate the value of each 

element. The Figure 4 is the desired result obtained after transformation by using the perspective 

transform matrix. 

  

Figure 4 An example of transformation using perspective transform matrix 
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Therefore, after images have been transformed, a new frame will be generated for stitching two 

images together with the same image height and the combined image width. In order to accomplish 

the goal of stitching together videos, each frame from two different videos is applied to this 

procedure in order to generate a new panoramic video file. 

 

3.4. GPS to Pixel Convertor  

The converter is allowed image pixel coordinates transfer to GPS coordinates (latitude and 

longitude). This function is applied by ARCIS to calculate traffic speed, count and statistics; it also 

has the capability of representing the trajectory of a vehicle in the form of a geographic map rather 

than an image. The method is based on used perspective transformation between an image and a 

geographic perspective map by using homograph transformation. A homograph matrix is the 

matrix to convert the coordinates from image plane to world plane. As described in the video 

stitching approach, at least four correspondence points must be used to calculate a homograph 

matrix. In converter method which needs both four-pixel coordinates points and corresponding 

four physical GPS coordinates. To generate the homograph matrix: 

1. Calculating distance between each GPS coordinates 

2. Calculating horizontal angle between the direction of a GPS point and another point  

3. Localize and output each GPS point. 

The homograph matrix will be generated by using output GPS coordinates and pixel coordinates. 

The converter calculates the angle and distance from each pixel coordinate in a geographic map 

using the inverse matrix. The converted pixel points will be displayed as in a geographic map 

shown as Figure 5. 
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Figure 5 An example of converted pixel points for drone view and geographic map 

3.5 Data Extraction 

In ARCIS, a data extraction method is employed for vehicle detection, which pinpoints the exact 

location of vehicles in UAV video. This method has used the Mask Region Convolution Neural 

Network (Mask R-CNN) algorithm to detect vehicles by providing precise masks for object 

detection. Rotated bounding rectangles can be obtained from the masks, which provides an 

alternative method to obtain vehicle sizes and more precise locations. Detected vehicles are tracked 

by Spatial Reliability Tracking (CSRT) multi-object tracking algorithm. This algorithm also 

enables the identification of missing vehicles by comparing Intersect of Union (IOU) in stopped 

vehicles. Figure 6 illustrates an example of the detected vehicle’s bounding rectangle box with its 

unique id for tracking the vehicle in different timestamps.  

  

Figure 6 An example of detected vehicle with unique ID and bounding box 
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After Mask R-CNN has been applied to each frame of video, an occupancy table for vehicles will 

be generated. The table stores information about each vehicle in each frame, including its unique 

id, size in pixels, center pixel points, and bounding box coordinates. By comparing the timestamps 

of two subsequent vehicles at each pixel, the method may also generate surrogate safety measures 

such time-to-time collisions (TTC) and post-encroachment time (PET). In addition, conflict types 

such as rear-end, head-on, and sideswipe might be determined by the process of comparing PET 

value for traffic safety diagnosis. 
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 CHAPTER 4 ADDITIONAL SOFTWARE DEVELOPMENT  

The fundamental structure of the ARCIS system consists of the video processing and data 

visualizing for traffic safety diagnosis. The backend code for all the components in the Data 

Processing Tool has been fully implemented in Python based on previous work. Integration of all 

components into a user-friendly interface is one of the tasks involved in software development. 

The remaining two tasks focus on the design and development of the Data Fix Tool, which involves 

an active learning strategy, and the implementation of a visualization tool to illustrate extracted 

data. The software is defined by its workflow plan (see Figure 7) in terms of its functions and 

component interactions. The three major components of this software are the Data Processing Tool, 

Data Fix Tool, and Data Visualization. For the first step, the software will take a raw video as 

input, which will consist of pre-processing the input video and extracting data from the fixed video. 

After that, the extracted data will be transmitted to the Data Fix tool for error correction and then 

convert pixel coordinates to GPS coordinates. Additionally, an active learning strategy is intended 

to assist humans in labeling and correcting erroneous data in a more efficient manner.  The final 

procedure involves the processing of surrogate safety measurements (TTC/PET/conflict type) and 

traffic parameter data for visualization. 
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Figure 7 workflow diagram 

To ensure that the software can be used easily and effectively by the intended users, the interface 

must be simple to use and understand without requiring extensive explanations or instructions. 

Therefore, the software's design will prioritize simplicity to make it as easy as possible for users 

to operate. User interfaces are implemented via classes, which can then be merged to create UI 

applications. PyQt5 framework is used to build this GUI because it is compatible with multiple 

operating systems, such as MacOS, Windows, and Linux, and enables rapid interface development 

from a simpler base UI component. 

 

4.1 Data Processing Tool  

The combination of multiple functionalities and a user-friendly and easy-to-use design were taken 

into consideration during the development of the Data Processing Tool's user interface. The 

interface design of the Data Processing Tool has Tabs to organize and allow navigation between 



 

 32 

groups of different functionalities. The main components are grouped by the tab in this tool which 

are the following five components: Filter Object, Stabilization, Stitching, Data Extracting and 

Convertor (Figure 8). It is essential that the user must process videos in the specified order. This 

tool is considered a pre-processing module that the user must complete prior to extracting and 

processing data in the subsequent stage. 

 

Figure 8 Data processing tool components 

4.1.1 Filtering Object  

The interface for the object filtering feature allows users to remove multiple unwanted objects such 

as people, poles, and trees with a few simple steps. This feature employs a method that 

automatically removes a selected area and instantly analyzes each video frame to generate a new 

output video file. The operation of the main window including image viewer and control panel on 

the right side for users to have the option to edit the mask region and save file.  

The process begins by loading the video using the ‘Open’ button; after the first frame has been 

visualized, the file name will be displayed. The method to remove an object by inpainting the area 

being surrounded by a region. To create a region mask around the object to be removed, the user 

needs to simply click around the object to draw a point, and then a polygon is generated based on 

the points (Figure 9). When the object has been removed from the frame the feature will 

automatically save current frames as a new file. The graphical user interface (GUI) also has built 

in a different functionally buttons: 
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a.     Add allow user to draw multiple masks around the object to remove 

b.     Redo is designed for delete a point 

c.     Delete to delete a mask 

d.  Start Loading to remove all masked object to be removed in each frame of the 

video 

e.     Save/Restart allow user the stop the program and reset the entire application 

 
Figure 9 Filtering object example 

4.1.2 Stabilization 

The stabilization module stabilizes and removes unwanted motion and shaking from UAV video. 

For stabilization to be processed, at least four steady object coordinates are required throughout 

the video. The user interface consists of three components (Figure 10): (A) user input panel, (B) 

view panel and (C) control panel. This component allowed the user to input a raw video and draw 

or delete regions on the object in the frame. Once the user selects the objects in the video, the 

program will display the bounding box around each object and store the object's coordinates in the 

backend. The algorithm used to match coordinates and track the same position from frame to frame. 

When each frame is displayed in the view panel, the stabled frame is simultaneously saved as a 

new video file. 
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Figure 10 Stabilization user-interface components 

To initiate the stabilization process on this program, (A) allows the user to either open a new video 

file from the local browser by clicking "Open" or load existing videos from the previous function. 

The GUI will load and extract in order to display the first video frame. In (B), once the image has 

been successfully loaded for viewing, this view panel has an interactive element based on the 

mouse event handler. If the user has identified the objects need to be selected, user can start draw 

a bounding box around the target object: 

1.     Start by pressing the left mouse button at top-left corner of the object 

2.     Drag the mouse until the colored area has fully covered  

3.     Release the mouse 

4.     Pressing right mouse or “Load ISO Point” button 

This approach result will display, as Figure 11, a colored bounding box surrounding the displayed 

target object. This procedure must be repeated six times in order to obtain the desired level of 

stability. In addition, the user always has the option to redraw the areas by choosing a new place 
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on the view panel or to remove the drawn regions by pressing "Redo." When all bounding boxes 

for each object have been drawn, the module will automatically store the data and execute the 

program which will process the video from the first frame to the last frame, and the output data 

will be saved to a file that will be used in the subsequent step process and may be accessed by the 

user for further analysis. By choosing the "Save/Restart" button in (C)'s control panel, the user has 

the ability to stop the running program and restart it from the beginning. 

 

Figure 11 Colored bounding box surrounding the displayed target object 

A video stabilization technique based on the point tracking feature, as shown in Figure 12, 

produced remarkable results in terms of stabilizing high jittery videos that were distorted. 

 

Figure 12 Stabilization result 

4.1.3 Stitching Videos 

Video stitching refers to the process of combining multiple videos from different drones with 

overlapping regions, to produce seamless panoramas. The interface was created to provide a user-

friendly working environment, enabling the users to follow the steps needed in the stitching 
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process. Figure 13 illustrates the GUI of this feature. This functionality allows users to stitch 

together two or three videos and process each frame of the videos. The component in (A) allows 

the user to either open a new video or load from the previous stage. In order to obtain the optimum 

match point between two overlapping regions, the GUI requires an additional reference base map 

image. Two videos will be displayed first to assure the user about the accuracy of the selected 

videos for further steps. In addition, a match histogram technique (B) is provided to help users 

improve the contrast of the videos.   

 

Figure 13 Graphic user interface for stitching video 

The "Process 1st Video '' button will instruct the user on the next step on drawing the corresponding 

points between the 1st video and the base map image. As stated previously, the image viewer panel 

contains a built-in mouse click event; by clicking the left mouse button, a point will be displayed. 

The most essential factor of image stitching is precisely matching the points from both images. 

Therefore, a zoom-in/zoom-out button has been made available for the user to specify where the 

appropriate points are. If the width of the columns exceeds the available display space after 
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zooming in, horizontal and vertical scroll bars will appear on the viewer panel's sides. A small 

arrow has been shown in the bottom as Figure 14, indicating an undo button, which a function 

performs to reverse the action of an earlier action. This option allows the user to remove points 

that have already been made. Figure 15 is the result of an image transformation after all points 

have been created. The user always has the option to return to the previous step by clicking the 

"Back" button in order to make adjustments for a better outcome. This procedure will be repeated 

for the second video. 

  

Figure 14 Undo button to reverse stitching action 
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Figure 15 Result of an image transformation 

On the last step (Figure 16), which combines the two output images, the user can modify the 

current frame by clicking the next/previous button (A). The GUI provides a bar (B) for adjusting 

the distance and area offset between images that overlap. These buttons in (C) allow the user to 

return to the previous matching point stage again and make more adjustments as necessary for a 

better output. Figure 16 also displays the before and after results after adjustment, and the user 

can just click the "Start Video" button to automatically stitch each frame from the two videos 

together.  

 

Figure 16 Before and after results after adjustment 
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4.1.4 Data Extraction 

Data Extraction enables the user to input a video for vehicle detection and tracking, as well as 

save the data in a separate table file for further processing. The table file stores every vehicle 

detail coordinate in each frame. The detection will occur within the inside of area where user 

needs to click and draw the polyline to generate it. After the user has loaded the video and 

clicked "start," the program will automatically begin detection and tracking. The "stop" button is 

intended to completely terminate the program (Figure 17). 

  

Figure 17 Main GUI of data extraction 

4.1.5 GPS to Pixel Convertor 

This process uses pixel coordinates to GPS coordinates by using user-entered input values. In 

order to convert all the vehicles in the video, a table containing the pixel coordinates of each 

vehicle is required, which the user may easily access from the previous data extractor function. 
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The main window is shown as Figure 18, there are three components designed for user to convert 

include: 

1.     View Panel, allow user to input correspond GPS coordinates 

2.     Edit Panel, for edit/delete/save input values 

3.     Result Panel, output for converted result 

The GUI enables the user to input all GPS coordinates in the view panel by double-clicking on 

the intersection of the image, a dialog box appears for entry. The input value will be displayed in 

the edit panel, allowing the user to modify or remove all GPS coordinates. To change pixel 

coordinates, simply drag the point to a different location. The result panel contains three buttons 

with distinct functions: "Load/Output" for loading the results of the converter, "Verify on Map" 

for verifying the output value on a map, and "Convert CSV" to convert all the data to GPS 

coordinates and append the value to the file. 

  

Figure 18 Main GUI of pixel to GPS convertor 



 

 41 

4.2 Data Fix Tool 

Data Fix Tool is specifically designed to improve ARCIS accuracy, it allows to fix with an error 

bounding box around vehicle objects, it handles directly with the table file of detected vehicle data. 

To improve the performance for modifying boxes throughout a sequence smoothly, this tool has 

been implemented with a variety of capabilities so that it would allow the practice of different 

kinds of functions such as fixing, labeling, shifting, and rotating the bounding box. Secondly, the 

system aims to make the fixing process as seamless and user-friendly as possible. The GUI 

operations are separated into their own distinct areas, making it simple for users to navigate. Figure 

19 exhibits the graphical interface of the tool and Figure 20 shows all functionalities of the tool. 

  

Figure 19 GUI of data fix tool 
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Figure 20 Data fix tool functionalities chart 

4.2.1 Start stage 

To load the video and a table file for this Tool is similar to GPS to Pixel Convertor by either 

opening a new file or can be loaded from the backend. Fixing data in a video is equivalent to fixing 

in a series of frames. The view panel is designed to load the first frame and the data from the table 

file that corresponds to the bounding box of each vehicle. Each bounding box contains four white 

color spots connected by a red line, as well as a vehicle identification number shown on its side.  

 

4.2.2 Video player 

Controls for the video player give the user availability to navigate the video to different frames to 

fix the bounding box. The tool provides seven different functionalities buttons, each with a simple 

recognizable icon that allow user easy to access as follows (Figure 21): 

a.     Play all frames in video 

b.     Pause video to display current frame 
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c.     Stop video back to the first frame 

f.     Next frame 

e.     Previous frame 

f.     Drag the scroll bar jump to different frame 

g.     Enter frame number in the slot to certain frame 

  

Figure 21 Video player control 

4.2.3 Toolbox 

The Data Fix Tool provides the functionality of fixing and labeling a bounding box by clicking the 

white point and it will get highlighted. Delete or add a point to the bounding box. To change the 

location of the highlighted point, the user needs to click a different location. The toolbox on the 

left side of the main window allows the user to choose from a different type of functions in order 

to precisely adjust the bounding box. In addition, the tool provides easy access to all functionalities 

using the keyboard. The user can delete the bounding box in the event of an error detection or add 

a missing bounding box for the vehicle by using the arrow keys on the keyboard. It may be difficult 

for a user to label lost vehicle tracking frames individually. As a solution, a copy-and-paste ability 

has been added to the tool, which allows the user to copy the first frame of a vehicle's bounding 

box and then paste it into the last frame before the vehicle disappears. Each vehicle has its unique 

ID throughout the video, while adjusting on deleting or adding a new bounding box, this may have 

the potential to change the vehicle's id. A slot of box has been created for modifying the vehicle 

id by inputting a new id; this will change the selected vehicle's id in all frames.  
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4.2.4 Output 

Figure 22 demonstrates an example of output before and after fixing the detected vehicle bounding 

box. This Data Fix Tool incorporates a variety of functions to enhance data quality and productivity.  

  

Figure 22 An example of output before fixing the detected vehicle bounding box 

4.3 Active Learning 

However, fixing, and labeling data is usually a time-consuming and error-prone process. The 

results of an experiment indicate that a user must spend at least six hours correcting 1,000 frames 

of data. Due to this inefficiency, the following section introduces a human-in-the-loop (HITL) on 

active learning method to increase detection data accuracy and reduce human effort. Human-In-

The-Loop often refers to a system in which an active learning machine can include selected human 

inputs or labels into its training model process, creating a 'loop' that the model continuously learns 

and improves its capabilities. The classification and labeling of a big dataset is a monumental task 

for object detection. Even if a most lightweight detection model will need hundreds of thousand 

human labeled training data, the effort and cost are still substantial. Therefore, to reduce the 

training dataset labeling cost, in the field of machine learning, Active learning can proactively 

identify subsets of training data and continuously deliver labeling requests for filtered data to 
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humans. In this study, compared two approaches use Pool Based Sampling and Stream-Based 

Selective Sampling strategies The purpose of these two strategies is to increase Average Precision 

(AP) values based on an IoU (Intersection over Union) threshold while detecting objects in a train 

dataset. As described in Figure 23, IoU is used to determine if a detection is valid or not by ranges 

from 0 to 1, with 0 indicating no overlap and 1 meaning complete overlap between ground-truth 

and predicted box. In this instance, the MaskRCNN model is used to build vehicle detection, under 

each vehicle's object detected, MaskRCNN always produces the estimation of its class, size, 

position, and bounding box that completely encompasses an object.  

  

Figure 23 AP value description based on IoU 

4.3.1 Data preparation  

Accurately labeling a small set of data is necessary for active learning, which requires specific 

information to identify the dataset. To validate the proposed active learning framework and get 

better performance on detect vehicle in accuracy, data collection was conducted at different 

intersection: 

·       On Feb 7th, 2022, from 11:30 AM to 12:50 AM at a typical 4-leg intersection of SR 

436 and Oxford Road. A DJI Phantom 4 UAV was utilized to collect the data, and the video 

was captured by an optical camera with 1920 ×1080 resolution.  
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·       On May 17th, 2022, from 17:30 PM to 17:50 PM at a typical 4-leg intersection at the 

University of Central Florida (UCF). A DJI Phantom 4 UAV was utilized to collect the 

data, and the video was captured by an optical camera with 1920 ×1080 resolution.  

A total of 10,000 frames containing the most information have been extracted from both. A sixty 

percent of all frames are assigned to the train set, thirty percent to the validation set, and the 

remaining ten percent to the test sets. While the train set and validation set are partitioned randomly 

at the beginning of each experiment, the test set remains consistent throughout all reported 

experiments. The validation set in both the Pool-Based Sampling and Stream-Based Selective 

Sampling strategies requires a JSON file containing human-perfectly labeled frames and includes 

diverse information on each vehicle's pixel coordinates and identified title of frames; this will play 

a significant role in evaluating the result file. 

 

4.3.2 Pool Based Sampling 

The pool-based sampling consists of small sets of labeled and extensive unlabeled data. In this 

method, the modular design selected allowed the difference of parameters that surrounds the active 

learning process. This experiment is using detectron2 as a segmentation model with a R-CNN 

backbone. A dataset consisting of a JSON file and a random selection of 2,000 frames that have 

been perfectly labeled by humans has been used to train an initial segmentation model. A query 

strategy Q (M, V) will be implemented at this step (Figure 24) to improve performance by applying 

the current model and a new video as input. Using the prediction probabilities from each trained 

frame, the query function will provide an informativeness score where the average confidence 

score is more than 0.90. This enables more accurate vehicle detection by continuously transmitting 

the most useful data to the model. After the function evaluated the performance based on the 
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model's prediction, 200 frames with the highest information score were sent to the unlabeled 

dataset. In this stage, a new collection of 500 perfectly labeled frames from an unlabeled dataset 

is randomly selected and sent to the model for retraining. This active learning cycle will be 

repeated three times, and each cycle will result in an IoU-based AP value. 

  

Figure 24 Pool based sampling flow chart 

4.3.3 Stream-Based Selective Sampling 

This method utilizes the collection of images that have been accurately labeled by humans as 

ground truth data (Figure 25). Using similar techniques and steps for model training in pool-based 

sampling the stream-based selective sampling method will result in a video that contains a .csv file 

including all the information on each vehicle for each frame. This data will comprise the frame 

number, coordinates of each vehicle object’s bounding box, and its unique identifier. A human 

will be required to manually fix the labeled bounding box that has been detected on the video, 

which can be done with the Data Fix Tool. A labeled dataset of 2,000 frames was used to train an 

initial segmentation model. After applying a new input drone video, the next step will be the 

removal of errors using a filtered query function. In this function, the query performs as a decision 

maker, determining whether the frame will be transmitted to a human to label or not. This decision 
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will be made by first ranking the lowest expected confidence probabilities, then selecting frames 

with low confidence <= 50 or no detection and sending them to the Data Fix Tool. To improve the 

overall detection performance of the model, fixed frames and data will be returned to the folder 

that contains the original training dataset. 

  

Figure 25 Streamed-Based Selective Sampling flow chart 

4.3.4 Results 

The training dataset substantially influences the quality of a trained classification model. To 

examine the performance of training outcomes, a 10,000 sample with most information vehicle 

frames were used. Figure 26 shows an example of detection resulting in an image, which includes 

a bounding box (red rectangle), segmentation mask, class of vehicle, and a confidence score of 86 

percent.  
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 Figure 26 An example detection made using Detectron2 algorithm. 

Two experiment methods are designed to keep the labeled training dataset as balanced as possible. 

To achieve this task, 500 frames as the number for input on each training round. According to the 

results table, MAP represents the mean of AP50 and AP75, whereas APmeidium reflects the size 

of the detected item. Because of the widespread use of drone recordings, every vehicle on the road 

will seem to be identical, and as a result, the terms APsmall and APlarge will be rendered 

meaningless. Therefore, the value of APmedium will always be about equivalent to that of MAP. 

The MAP value in both methods for the initial model is 61.94%, after 3 times the active learning 

cycle repeated, the value in method 1 has increased 15%, whereas method 2 increased 23%. Both 

values reflect a substantial increase. As shown in Chart 1, the MAP has grown with each training 

cycle, which demonstrates that both procedures have improved their training model. In each loop 

of Pool-based Sampling scenario, most informative data samples are selected from the input of 

unlabeled data samples based on informativeness measure that confidence score >=90%. These 

data samples improve the model around average 8% accuracy from the initial training dataset. 

Since each iteration needs select 500 frame samples, unlabeled data must be randomly selected 
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from a pool dataset if the model lacks the required quantity in order to achieve the same input 

every time. As another result from Stream-based scenario, which involves human labeled data in 

each loop that confidence score <=50%. The stream-based selective technique may acquire a 

higher AP score than the first method. The reason it could be used is because this approach uses 

perfectly fixed labels from humans as input sample, which makes it more accurate for models to 

train data than randomly selected training datasets.  

Table 1 Result of labeled training dataset
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Figure 27 Percentage of the classification accuracy for stream-based and pool-based scenario 

A limitation of this study is the variety of drone videos with perfectly labeled data that were utilized 

as input; the test results increased considerable value in each training because the input data was 

2000 frames only. If the dataset was large enough, the results could be lower than the current 

results. Ultimately, increasing the default number of training iterations for Detectron2 could 

produce more accurate results. On the other hand, the Detectron2 helps to train a dataset that 

correctly recognizes vehicles from drone videos, generates AP results for each training model, and 

consistently achieves improved output. 

 

4.4 Visualization Tool 

The Data Visualization Tool designed for ARCIS is to extract the most valuable insights and 

visualize the data in different formats for traffic analysis. The table file from the previous 

implemented process result can be analyzed and reviewed to identify intersection with safety issues 

or with potential for future safety issues. Using vehicle trajectories, the safety issue can be 

identified by calculating PET, TTC value, and conflict type events. In addition, the average speed 

and acceleration of each vehicle can be determined using its GPS coordinates. 
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4.4.1 Vehicle Trajectory  

Trajectory data can be used to describe safety situations for a certain time and spatial range. The 

trajectory of each vehicle can be determined from the result table, which contains the duration of 

each vehicle in frames. To estimate the duration of a single vehicle, simply subtract the last frame 

before it disappeared from the first frame using the vehicle's ID to identify. Given the fact that the 

software extracts 30 frames per second from the video, the following equation can be used to 

compute the total amount of time that a vehicle spends traveling through an intersection.  

 

Figure 28 An example of a vehicle trajectory 

4.4.2 Surrogate Measures   

TTC is the shortest time before a collision was observed during the conflict. To calculate the TTC 

values that may occur during the observed interstation using the current position, speed, and future 

trajectory of each vehicle based on the result table. The value is determined by the timestamp 

between two vehicles, considering their future trajectories to estimate the minimum possible 

occurrence time. The PET values were calculated between when the first vehicle last occupied a 

pixel and the time when the second vehicle subsequently arrived at the same pixels and one value 

was returned for each conflict corresponding to the pixel level conflict position. Conflict type is 

the event of a side-wipe, head-on, or angle movement to identify potential conflicts that were 

obtained based on the PET values with a certain threshold. 
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4.4.3 Speed and Acceleration  

Speed is a measurement of how fast a vehicle is traveling in a certain time; in a general equation, 

speed equals the distance traveled divided by the time. To compute the speed of a vehicle in a 

video by evaluating its departure and arrival distance and time based on its GPS coordinates and 

the total number of frames from the result table. The acceleration of a vehicle is the rate at which 

its velocity changes over time, which can be computed by determining the velocities at two 

consecutive locations in a total number of frames and the distance traveled by utilizing GPS 

coordinates. 

 

4.4.4 User-interface 

The visualization tool will automatically calculate all the values in the previously saved result table 

file. The tool has displayed all the measurement value into two components with Overview tab 

and Safety Analysis tab, allowing users to comprehend data quickly and maximize operational 

efficiency and productivity. To develop a user-friendly and interactive interface that is easy to 

access, all elements must be present in the right proportions, and certain specific errors must be 

avoided to build a meaningful visualization. The tool's interactive data visualization enables data 

exploration through the manipulation of a visual representation of the data. The measurements of 

trajectories, speeds, and accelerations for all the vehicles in a video are displayed on the Overview 

tab, which is utilized to perform an overview analysis of an intersection. To help visualize result 

data in a more detailed and useful way, it comes in different forms such as line graph, information 

box, and moving path in image. A video player with controls has been implemented to play and 

pause the video and allow the user to select a specific vehicle to closely examine it. The user may 

simply click the center point in each vehicle to visualize the future trajectory path, and on the right 
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panel (Figure 28), a line graph with the selected vehicle's speed and accelerations also be provided. 

The reason a line graph with distance on the x-axis and time on the y-axis is used to illustrate a 

vehicle's speed and accelerations is that it can assist the user in determining the changing speed at 

different distances. 

  

Figure 29 Data Visualization tool functionalities chart 

Using a 3D map on the MapBox platform is another optimal method for illustrating the speed of 

every vehicle. Using a 3D map visualization technique, a static two-dimensional graph can be 

transformed into a dynamic visual display allowing the user to view more information. An example 

shows in Figure 29 of the Safety Analysis tab, the speed of each vehicle is demonstrated in a 

hexagon shape and speed value in its height level. The interface allows users to modify the 

presented results by selecting a value from a drop-down menu to either filter by vehicle id or by 

time speed. This interactive feature gives users more accurate indicators in extracting the data they 

need for analysis. A heatmap in 3D form uses color to represent value for PET/TTC measurement 

and the darker colors are perceived as being higher change to cause a conflict. Conflict type has 

been using markers. To demonstrate a conflict event, a marker is placed in the area where a 
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collision may occur, and a table on the side provides the user with additional information about 

the event, such as the ids of the two vehicles involved, the time, and the conflict type (Figure 30). 

Color-coded systems are utilized, and the reason it was selected was because of their ability to 

make better visualization of the volume of locations that are taking place within the dataset. This 

made it easier for the users to be directed to the information of value to them. The large volume of 

data that traffic contains can display the data in a much more generalized view to numeric values.  

  

Figure 30 An example of the Safety Analysis tab 

  

Figure 31 An example of conflict event 
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CHAPTER 5 CASE STUDY 

With all the tasks outlined in the previous chapters, the software-friendly user interface for ARCIS 

has been established. Continuous testing is frequently considered while delivering dependable and 

high-quality software to the end user. A case study has been presented in this chapter which has 

followed the work-flow diagram (Figure 7) to demonstrate this software. A raw video from UAV 

has been used for the test data as input, where the video is a typical 4-leg intersection of SR 436 

and Oxford Road.  

Before all vehicles can be detected in a video, the video must be preprocessed, which includes 

object filtering and stabilization. Since this raw video consists of just a single file, no stitching is 

required at this stage. Figure 31 illustrates the outcome after the video has removed objects that 

could cause a detection error, as well as the stabilization results after selecting six stationary 

objects as reference points. 
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Figure 32 An example of result after removed objects that could cause a detection error 

The next step is to use the data extorter interface to detect all vehicles in videos and generate 

output data for each vehicle that includes trajectory, head, tail, and bounding box. The output 

table file will be sent to the interface of a convertor that allows all vehicles to convert the pixel 

coordinates to GPS coordinates (Figure 32). 
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Figure 33 An example of convert the pixel coordinates to GPS coordinates 

Automated detection may contain errors, such as the detection of a missing vehicle or the wrong 

object. Consequently, detected data must be fixed for a high-quality and reliable dataset prior to 

analysis. Figure 33 have shown the before and after result using Data Fix Tool to correct the 

erroneously detected bounding box caused by shadow and to fix the bounding box to accurately 

cover the vehicle. 
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Figure 34 An example of before and after result using Data Fix Tool 

The data visualizer will present fixed data and generate safety measurements for evaluation; 

Figure 34 is an illustration of a vehicle id of 22 trajectory that is attempting to turn to the right. 

The graph on the side of the main window indicates that the vehicle accelerates as it turns onto 

the main road. In addition, the speed of a vehicle can also be displayed on a 3D map for a much 

broader perspective. 

 

Figure 35 An example of data visualizer generates safety measurements for evaluation 

To analyze the safety conditions for the intersection in the video can be viewing the surrogate 

safety measures such as TTC and PET. Figure 35 demonstrates a comparison of the trajectories 
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of vehicles based on PET and TTC values with different thresholds in seconds. The higher the 

threshold on time, the greater the conflict event count. A conflict type is presented in Figure 36 

to highlight that a head-on collision involving vehicle id 56 has the potential to occur. 

 

Figure 36 Vehicles’ trajectories on PET and TTC values are less than 1.5 s in a 3D heatmap 
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Figure 37 Example of conflict type event 

As a result, the test case using a raw video of a 4-leg intersection has successfully generated the 

output data and video for traffic safety analysis. This software's testing is time-consuming for 

longer videos and large datasets, as the preprocessing and detection stages need frame-by-frame 

video processing. Future studies should focus on combining these stages into a single frame 

process to increase processing speed. 
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CHAPTER 6 CONCLUSION  

In this thesis, a user-friendly interface designed for the ARCIS system is introduced, and the effort 

on ARCIS additional development is demonstrated. With the integration ARCIS drone video 

processing function, a human-in-the-loop tool for correcting data, and traffic safety visualization, 

the software provides a convenient platform for end user to perform conflict identification and 

safety diagnostics based on UAV videos.  

The framework of UAV video processing is presented, which includes video stabilization, video 

stitching, pixel to GPS converter, and data extraction. Afterwards, in order to reduce the labeling 

time and cost, the human-in-the loop data fix tool adopted the active learning technique. Analysis 

for the different active learning strategy was conduct in the study, method based on Stream-Based 

Selective Sampling strategy out preformed others. Besides, visualization method of traffic safety 

data is discussed, and the operation guide of the user interface is explained. Finally, A case study 

was conducted at a typical 4 leg signalized intersection at Orlando. The case study has validated 

the feasibility of investigating safety situations from UAV videos based on different traffic 

parameters and surrogate safety measures (i.e., PET) output from ARCIS. 

There are few limitations. First, only UAV video can be processed for vehicle detection. Second, 

the computational efficiency of the system still needs to be improved. Last, more advanced 

analysis of traffic safety (e.g., cause of conflict, hot spot identification) is expected to be included. 

In the future, the software might be extended to process any types of video data in addition to 

drone video data. This software can be viewed as another steppingstone in the process of 

diagnosing road safety risks. 
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