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1. There exists more than a superficia_l similarity between tl).e 

interdependence of different industries within the framework of a 

national, or even the entire international economy, and the 

relationships between different disciplines within the broad highly 

diversified area of scientific knowledge. Both the economic growth 

and the advancement of scientific knowledge are characterized by 

structural change which involve, in the long run, disappearance of 

old and introduction of entirely new products and ideas. 

Measuring and counting plays such an important role in 

economic transactions that the use of quantitative approach in the 

description of the interdependence between the different sectors of 

a complex national economy began more than t.o hundred years ago. 

Although philosophical discourse about the rela'tionship between 

different fields of scientific inquiries has cee~ conducted from 

times immortal, plausible generally acceptac:.e =.e-::-:o::.s of measuring 

the production, circulation, and uti 1 i z a-:.:..:::--. scientific 

knowledge became available only thirty years a;::. :~e .:..~vention by 

Eugene Garfield of so-called citation ind:ces a~= -:~e rapid spread 

of their practical use as a numerica:. =.eas..:..:-e research 

approach in performance opened the door to the use of 

analysis of scientific knowledge. 

A citation index is based on a 

~-::i--·-::-···c ~--·· -- -- -- " -

,__ ·-.__ -·. - .::::::.:ographic 

references made in scientific papers to c-:~er s::e~-::f.:..c papers. 

such references usually identify the authc~. -:~e s_::e:-:, ;;:.ace and 

time of publication of the citing and the c:-:e: ~~:_:~e. Because 
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of the steadily growing demand systematic compilation of citation 

indices become a profitable business. The first and best known 

enterprise engaged in it is the Institute for Scientific 

Information located in Philadelphia U.S.A. Several hundreds of its 

employees are now processing current issue of some 2600 leading 

scientific journals.and thus maintain a data base that goes back to 

the year 1981. several other organizations are engaged in similar 

activities. 

2. It has become a common practice in academic circles and in 

scientific administration to consider in assessing the importance 

of a scientific paper the number of references made to it in oth€7k: 

scientific papers. A paper that has been often quoted is with good 

reason being considered to be more important, i.e., to have made a 

greater contribution to knowledge than a paper that has been seldom 

quoted or even not at all. 

The total number of citation referring to articles published -

over a year, or a period of several years -- in a particular field 

can be used as a measure of the total output of researcher or 

research organizations working in the field. The total number of 

citation made in these articles to other scientific articles 

published in the same or any other field can be used as a measure 

of the total input of new knowledge used in that field in the 

process of generating its own output. 

In particular, the number of citations made in articles 

published in field A to articles published in field B, can be 

interpreted as measuring the amount of new knowled,ge delivered from 
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field B to field A. The broader is the definition of a particular 

field the more often will articles published in it contain 

references to articles classified as belonging to the same field. 

Generation of one particular kind of knowledge as a rule 

involves systematic use of other kinds of knowledge. This accounts 

for the existence not only of direct but also indirect 

interdependence between different sciences. A systematic record of 

citation flows between different kinds of scientific journals can 

thus be interpreted as reflecting the flow of the knowledge between 

different entities engaged in its production. 

The total amount of scientific labor required to produce one 

unit of output {one citation) in a particular field consists not 

only of a direct contributions by researchers working in that 

particular field but also indirect contributions by those working 

in fields producing other kind of new knowledge that constitutes 

the intellectual input in that field. 

The Input-output methodology first introduced fifty years ago 

and widely used in description and analysis of economic systems can 

now be adopted and effectively employed in quantitative description 

and theoretical modelling of relationships between different fields 

of scientific knowledge. 

Information on the number of scientists employed, and of the 

research expenditures incurred in each field of scientific 

research, incorporated in an Input-output model of 

interdisciplinary relationships can provide a link with the 

analysis of the economic aspects of production of scientific 

knowledge and thus pave the way to inclusion of a knowledge sector 

in analysis of the input structure of particular regional, 
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national, and even of the entire international economy. Export and 

import of citation could then be described and, to some extent, 

explained alongside with exports and imports of ordinary goods and 

services. 

3. The representational interdisciplinary flows of knowledge by 

an Input-Output table is illust_rated by the simple numerical 

example in Tal:,le 1.1; there are four scientific fields, 

aath ... tics, physics, ch-istry and biology, listed on top of the 

first four columns and at the left of each row. The fields of 

knowledge are assigned a sector number appearing below the field 

name in the columns and to the right of it ip the rows; aathematics 

for example has been assigned sector number 1. 

The numbers in each cell of the table represent the number of 

citations that articles belonging to the column-field make to 

articles written in each of the 'row-field' thus the entries in 

each row reflect the flows of knowledge from the row-field to the 

fields listed on top of each column, they represent the 'output 

distribution' of the row-field; for example the first row in Table 

1.1 reveals that articles in mathematics (math), have been cited 21 

times by articles in the same field, 13 times by articles in 

.physics (phys), 8 times by articles in chemistry (chem) and 3 times 

by articles in biology (biol) . Read column-wise, the entries 

indicate the 'input distribution' of a field, the citations that a 

column-field absorbs from each of the row-fields; for example, the 

first column, shows that mathematics cited 21 times articles from 

the same field, one article from physics, and O articles from 
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ch .. istry or biology. 

s 

Scientific knowledge is also delivered to 'final users' that 

do not belong to the scientific disciplines; the uses of knowledge 

that are not recorded in the interfield part of the citation table 

are entered in the column of "final demand"; these entries 

include, for instance, citations made to the scientific literature 

by popular scientific magazines, textbooks, encyclopedias and also 

references to the scientific literature contained in patents. In 

Table 1.1, the final demand sector has cited mathematics twice, 

physics 12 times, chemistry 11 times and biology 5 times. The last 

column of the table shows Total outputs i.e. , the sums of the 

entries in each row; it represents the total number of citations 

that a row-field has received from all scientific disciplines in 

addition to the final demand sector; for example, mathematics has 

a total output of 47 citations of which 45 are from the scientific 

disciplines and 2 from the final sector. 

The two bottom rows of Table 1, shows the number of scientific 

personnel employed in each of the fields (nam~d at the top of the 

corresponding column), and the financial expenditures incurred in 

research in the respective fields; again looking at the mathematics 

column we see that 44 scientists were employed and $450 were 

incurred in research related expenditures. Overall, 120 scientists 

were employed in all four disciplines, with a total research cost 

of $1650. With that set of information added to the citation data, 

the entire input structure of each column-field is described, both 

in terms of knowledge flows and in terms of its' primary inputs. 
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A general mathematical representation of the numerical table 

is given in Tal:,le 1.2. The interdisciplinary flows of knowledge 

are described by the variables Xt.J. for i,j = 1,2,3,4,; that 

represent the number of citations to articles written in field i, 

by articles written· in field j; for example, X1,3 represent the 

number of citations made to field 1 (mathematics), by articles in 

field 3, (ch-istry) which is equal to 8 citations, in Tal:,le 1.1. 

The final demand variables are denoted by Yi. i=l, 2, 3, 4; which 

represent the number of citations that each field i receives from 

the final demand sector. The total output of a field i X. is equal 

to the sum of the interdisciplinary and final demand citations made 

to it; similarly, Li and c;, i = 1,2,3,4, represents the number of 

employed scientists and the dollar research expenditures, in field 

i, respectively. 

The entire system can be descriLed by the following set of 

equations: 

sectoral output: xi = Lt=l X;J + Y; 

employment: L = L1=i L; 
expenditures: C = L1=i C; 

(1) 

4. From the preceding Input-output table we can derive tables or 

matrices of 'input coefficients' which give the average input 

requirement per unit of the output of each field; these are 

obtained by dividing each element of a column-field (the inputs to 

that sector) by the total of its corresponding row field (the total 
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output of that field); square interdisciplinary matrix shown o~ 

Table 1.3, contains these 'structural' coeff!cients, derived from 

Table 1.1: they describe the amounts of inputs received by each 

particular scientific field from itself and from each of the other 

fields - per unit of its total output; these inputs coefficients 

are of the form~= Zt.J/~, for i,j = 1,2,3,4. In Table 1.3 for 

example, the first element in column 2 (phys), a1.z is equal to 0.25, 

which is obtained by dividing X1.z = 13 by Xz = 51 from Table 1.1; In 

that case, for every unit of citation that physics obtain from any 

field, it makes, on average, 0.25 citation to mathematics. 

Similarly, the two vector~ in the bottom of Table 1.3, contain the 

employment and cost coefficients per unit output; for example, 

aathematics requires o. 9 scientist and 9. 6 dollars for. every 

citation produced. Table 1.4 describes the corresponding 

mathematical notation used for the definition of the structural 

tables; the A matrix corresponds to the interdisciplinary matrix of 

average input requirements per unit of output; vectors 1, and c 

contain the average labor and cost input coefficient (per unit of 

total output). 

The corresponding system of equation can be written as: 

Sectoral output: Xi = r:;=l D.iJ 'Xi + J'i 
employme!lt: L = r:;=l l; . xi 

e:cpe:i.ditures: C = r:;=l C; • xi 
(2) 
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In matrix notation (2) can be expressed as: 

sectoral output: X = A • X + Y or Y = (I - A) · X 
employment: L' = i · X 

expenditures: C' = c · X 

8 

(3) 

Where Y is the vector of final demand, Xis the vector of 

total output, I is an identity matrix 1 and care the diagonal 

matrices of the employment and cost coefficients 1 and c, and L' C' 

are the transpose of the vectors Land C respectively. 

5. The solution of the system of equation (3) is, 

sectoral output: X = (I - A)-1 • y 
employment: L' = f. [(I - A)-1 • Y] 

expenditures: C' = c. [(I - A)-1 . Y] 
(4) 

The central elements in this computation is the square inverse 

matrix (I - A)"1 , given in numerical form in Table 1.5 (derived 

from Tal:)le 1.3), and presented in general mathematical notation in 

Table 1.6. This matrix is similar in form to the matrix A, with 

each row and column is labelled by the corresponding field of 

knowledge. Each element of this inverse, denoted bys~. represents 

the total - direct and indirect - contribution by field i to the 

production of every unit of citation delivered by field j to final 

4sers; for example, S1.z = 1.oa shows that for every citation 

'delivered' by physics to final users, mathematics contributes 

directly and indirectly. 1. 08 citation to it; a column of this 

matrix therefore, specifies the total inputs requirement of the 

corresponding field, from each field of knowledge, for its delivery 
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of a unit of output to final users; for example, column 3 in Tal:>le 

1.5 specifies the total requirement to the delivery of one citation 

from chemistry to the· final users; it requires 8 0 =1.25 units of 

citation from mathematics, Su=1.09 unit of citation from physics, 

8 3,3 = 2 unit of citation from chemistry and 84,3 = 0.07 unit of 

citation from biology. 

The employment and expenditures requirements for the delivery 

of one unit of citation to the final sector can be calculated by 

multiplying the scientists and cost input coefficients in Tal:>le 1.3 

by the corresponding sectoral total input requirement obtained 

above. For example, to deliver one unit of citation from chemistry 

to the final sector, 3.7 scientists need to be employed (scientists 

coefficient row vector times chemistry column in the inverse) and 

47 dollars of expenditures incurred (cost coefficient row vector 

times chemistry columns in the inverse). Similar computations can 

be carried out to determine the levels of output, employment and 

the total costs required directly and indirectly to deliver to 

final users one unit of citation of each field; the requirement to 

any bill of final demand can be calculated similarly based on this 

matrix; Tal:>le 1.7, reports the result of computations for the total 

requirements to satisfy the original final demand vector; the 

computed requirements for output, employment and costs, obviously 

replicate the original data. 

6. Since the diffusion of knowledge between the different fields 

is a dynamic process, the explicit representation of time sequences 
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in the modeling of interdisciplinary relationships is very 

important for revealing the structure of the time lags in the 

transfer of knowledge among its various branches, and capturing the 

process of 'structural changes' i.e., changes in the composition of 

inputs of each field, that in the long run leads to the gradual 

disappearance of old and the introduction of entirely new fields of 

knowledge. 

This section describes a three period version of the 

Interdisciplinary Input-output model of the previous section using 

the framework of the multiperiod Input-Output model developed in 

Leontief (1989) that is particularly suited to the description of 

interdisciplinary relationships under conditions of structural 

change. The flow of knowledge between the scientific disciplines 

is measured by the number of citations each field makes to the 

other fields and to itself within a time period during which it is 

generated and across several future time periods. In this example 

there are three periods, 1, 2 and 3, and there are three fields of 

knowledge mathematics, physics and chemistry in the first two 

periods, and fourth one ~iology is introduced in the third period, 

in order to illustrate the way the model takes into account 

structural change in the scientific disciplines. 

A numerical example of the flows of citations between the 

different fields and time periods are given in Table 2.1, by the 

matrices X1,1, X1.z. X1,.3, Xz.z,Xi.J and ~,.3.. Each of these matrices Xi_;, is 

similar to the flow table in the previous section; the first 

subscript refers to the period in which the cited articles were 
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written and, the second subscript refers to the period the citing 

articles were written. Articles written in period 1 can be cited 

in periods 1, 2, and 3 (X1,1, X1,2, X1,3); articles written in period• 2 

can be cited in periods 2, and 3 ( ~ Xi,:,) ; articles written in 

period 3 can only be cited in periods 3 (%.,,3). X1,1 , X1,2, ~ are 

{3 x 3) matrices (3 fields cited and 3 fields citing); X1,3 , X2,3 are 

(3x4) matrices (3 fields cited and 4 fields citing); and X3~ is a 

(4x4) matrix (4 fields cited and 4 fields citing). Each of these 

matrices~ is similar to the flow table in the previous section; 

the elements have the same interpretation. In X1~ for example, the 

first column refers to the citations that articles written in 

mathematics in period two have made to articles written in period 

1. They cite 4 articles in mathematics, one article in physics, 

and none in chemistry. 

The final demand vectors Y1, Y2 and Y3 in Table 2. 1, record the 

citations that final users make to the different fields in 

different periods of time; the subscript refers to the period the 

cited articles have been written. 

As in the 'static' Input-output model of the previous section 

data on scientists' employment and research expenditures in each 

field, in each period are also shown in Table 2.1. 
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7. The matrices in Table 1 and Table 2 can be combined to form 

the following three period time-phased interdisciplinary input-

output model: 

pcriocl ,moc2 pcriod3 Dm111rul Tot11l 
time ,,..,,.__ ,,,..,..__ ,,,..,..__ ,,..,,..... ,,..,,..... 

period 1 { 
X1,1 X1,2 X1,3 

Yi X1 

0 X2,2 X2,3 + 1'; -
X2 period 2 { 

period 3 { 0 0 X3,3 }'j X3 

Scientists 
[ L1,1 

L2,2 
£3~ l [-n 

~~.-1 ~~.~ 
-

Costs C1,2 

where X1 , Xi. and X:, are the vectors of total outputs of the fields 

in each period; this system corresponds to the system of equations 

( 1) • Table 2. 2, and Table 2. 3 are constructed in the way described 

above; the sum of citations a row "delivers" to interfield 

transactions, through all periods, and to final users constitutes 

the total output of the field. Table 2. 2 contains the mathematical 

.notation of the variable in each cell and, Table 2.3 the 

corresponding numerical example. 

This intertemporal model contains a larger interdisciplinary 

flow matrix, but the interpretation of it's rows and columns is 

basically the same as in the discussion of the 'static' flow table 
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of the previous section. In order to see the fundamental 

similarity, following Leontief (1989), we can interpret the time 

period as another qualitative characteristic of the variables, sd 

that articles written in a specific field in two different periods 

of time are considered as belonging actually to two different 

fields; i.e., citations produced in the same field in two different 

periods are considered as being generated in two different sectors. 

In Tables 2.2, and 2.3 the fields have been assigned a sector 

number 1, 2, •.. 10, so that mathematics in period 1 is assigned 

sector number 1, in period 2 sector number 4, and in period 3 

sector number 7, and similarly for the other fields; we end up with 

a 10 x 10 interdisciplinary citation flow matrix. In Table 2.3, 

reading column-wise sector 9 (which refers to articles in chemistry 

written in period 3), for example, the entries indicate the number 

of articles that this sector is citing from each row-sector (i.e., 

from the fields in the different periods of time); it makes one 

citation to sector 1 (articles in mathematics, written in period 

1), two citation to each of sectors 2 and 3 (articles in physics 

and chemistry respectively, written in period ·1), two citation to 

each sectors 4 and 5 (articles in mathematics and physics 

respectively written in period 2), four citation to sector 6 

(articles in chemistry, written in period 2), and one citation to 

sector 7,8,9, and 10 (articles in mathematics, physics, chemistry 

and biology respectively, written in period 3). 
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Reading sector 9, row-wise now, we see that it "delivers" no 

citation to the first 6 column sectors, obviously, since the latter 

refers to articles written in the two previous period, it also 

"delivers", nothing to sector 7, and 8, one citation to sector 9, 

and three citations to sector 10; moreover sector 9 delivers 4 

citations to the fi~al demand vector; the total output of sector 9 

which is recorded at the end of the row is equal to the sum of all 

of those citations which amounts to eight in the present case, 

The employment and expenditures in each field are given at the 

bottom of the corresponding column. 

8. Since the intertemporal model is structurally equivalent to a 

static model, the same procedures applies; from the flow tables we 

compute the structural matrices who's elements are the average 

input requirement per unit of output; the basic difference lies in 

the fact that the intertemporal flow matrix is block triangular 

"reflecting the fundamental · ordering function of time 

(Leontief,(1989))". 

The corresponding input coefficients, matrix A is given in 

Table 2.4; its elements are obtained by dividing each element of a 

column sector (the inputs to that sector), by the total of it's 

corresponding row sector (the total output of that sector). 

For our numerical example the magnitude of these direct input 

coefficients are presented in Table 2.5. 

From this time phased matrix of input coefficients we can 

obtain the time-phased inverse ( I - A) ·1 showing the total i.e. , 

direct plus indirect input requirements for delivery to final 
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demand of one citation produced by each sector in each period of 

time. This matrix is given in Table 2., for the numerical example. 

The interpretation of this intertemporal inverse is similar to 

that of a static inverse, in the sense that although the inputs 

required from previous time period are explicitly represented, the 

present formulation allows them to be treated as just originating 

from other sectors; therefore the basic structure and hence the 

interpretation remains, unchanged. 

Looking at 'l'al:>le 2.,, we see that to deliver in period 2 one 

citation to its final users, sector 6 (articles written in 

ch .. istry in period 2) absorbs directly and indirectly 0.25 

citation from sector 1, 0.31 citation from 2, 0.38 citation from 

sector 3, 0.21 citation from 4, 0.28 citation from sector 5, 1.23 

citation from itself, and none from the other sectors. 

9. The solution of the intertemporal model is equivalent to the 

solution to the "static" model given by the system of equations 

(4); the "static" Input-output equation still hold in this "quasi-

dynamic" model; The output solution is given by the standard 

equation X = ( 1-A) ·1 Y which can be represented in the present case 

by: 

JJCf"itHll ,_.;042 ,_.;043 
time ......-.. ,,,_,..__ ,,,_,..__ 

-1 

periodl { I -A1,1 -A1,2 -A1,3 
... Yi X1 

period2 { I -A2,2 -A2,3 - X2 0 ½ 

period3 { 0 0 I -A3,3 i'j X3 
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The result of this computation using the data of the numerical 

example is reported in Ta))le 2.7. The total output required to 

deliver the final demand vector is given for each sector, along 

with the sectoral requirements in terms of the number of scientists 

employed and the research costs incurred that were calculated 

according to the system of equations (4). In that particular case, 

because the vector of final demand used here is the one provided 

originally in the example, the requirements of output, scientists 

and research costs match exactly the original data. 

10. The possibility of obtaining very detailed classification of 

the scientific activities, with the corresponding data on their 

citation flow, ordered and analyzed through an Input-Output 

framework could allow for a systematic investigaion of the 

relationships between different fields of science and the nature of 

the interdependencies and of the feedback effects at work and their 

implications for employment and research expenditures; standard 

computational techniques can be used to locate important clusters 

of closely interrelated disciplines so as to approximate a "pecking 

order" between the different fields. Moreover, the possible 

identification of the national origin of the scientific ideas could 

allow a study of the international flows of knowledge and the 

interdependencies and international linkages as is commonly done in 

economic input-output analysis. 
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The Citation Flow Tables 

Table 1.1 

fields math phvs chem 
# 1 2 3 

math 1 21 13 8 
phys 2 1 23 11 
chem 3 0 5 17 
biol 4 0 0 1 

biol Final 
4 Deman 
3 2 
4 12 
8 11 
2 5 

44 32 36 
450 700 380 12~ I 

Table 1.2 

fields math phys chem biol 

# 1 2 3. 
math 1 Xi.1 Xi.2 Xi.3 
phys 2 Xi.1 Xz.2 Xz.3 
chem 3 ~.1 ~-2 ~.3 
biol 4 X,. x,., X,-i 

L, 
C., c, 

Direct requirement matrix 

Table 1.3 

fields math phys chem 

# 1 2 3 
math 1 0.45 0.25 0.20 
phys 2 0.02 0.45 0.27 
chem 3 0 0.1 0.41 
biol 4 0 0 0.02 

0.94 0.63 0.88 
9.57 13.7 9.27 

Table 1.4 

fields math phys chem 

# 1 2 3 
math 1 cli.1 cli.i 81.3 
phys 2 cli.1 ¾2 ¾2 
chem 3 ~.l 83.2 83.3 
biol 4 a.!.. a,., an 

c., 

4 

Xi.4 
Xi.4 
X3.4 
X, d. 

L.,_ 
C4, 

biol 

4 
0.38 

0.5 
1 

0.25 

biol 

4 

cli_4 
c½_4 
83.4 
a,, 

f'inal 
Deman( 

yl 
Y2 
Y3 
Y, 

Total 
output 

47 
51 
41 

8 

Total 

output 

Xi 
~ 
X3 
X, 



Total (Direct and Indirect) Requirements per Citation 

Table 1.5 

fields math phys chem biol 
# 1 2 3 4 

math 1 1.85 1.08 1.25 3.31 
phys 2 0.08 2.05 1.09 2.86 
chem 3 0.01 0.36 2.00 2.92 
biol 4 0.00 0.01 0.07 1.43 

Table 1.6 

fields math phys chem biol 
# 1 2 3 4 

math 1 5t.1 5t.2 5t.3 5t., 
phys 2 Sz.1 5z.i Sz.3 Sz., 
chem 3 ~.1 ~.2 ~.3 ~-' 
biol 4 SJ' sj,, s{'t sj,. 

output, employment and cost requirement 
Table 1.7 

fields Final Requirements 
s I Demand Output Scientists 

math 1 2 3 44 
phys 2 12 14 32 
chem 3 11 14 36 
biol 4 5 9 8 

Expenditures 

450 
700 
380 
120 



Tabl~ 2.1. 

Interdisciplinary flow tables Final demand 

Y1 
(perlom 1) 

chem chem chem b1<>l 

math 2 1 math 3 1 math 1 1 1 I ii phys 4 1 phys 5 2 phys 2 2 1 
chem 0 3 chem 1 4 chem 1 2 2 

Y2 
(perlom 2) 

chem chem biol 

math 2 2 math 3 2 1 

OJ phys 4 3 phys 4 2 1 
chem 1 3 chem 2 4 3 

Y1 
(perlom 3) 

chem biol 

math 2 1 1 

~ phys 4 1 2 
chem 0 1 3 
biol 0 1 2 

Employment and expenditures 

period 1 period 2 period 3 

Field chem Total Field math chem Total chem biol Total 

L, Scientists 12 12 39 L2 Scientists 15 10 14 39 L3 Scientists 10 10 8 42 
C Costs $ 150 250 100 500 C Costs $ 150 250 150 550 C Costs S 200 130 131 600 
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I 
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The Citation Flo\\,· Tables 

Table 2.2 
time I period 1 I 

I 
I fields math phys chem/ 
! I s 1 2 3 

math 1 X1,1 X1,2 X1,3 

period 1 phys 2 X2,1 X2,2 X2,J 

chem 3 XJ,l XJ,2 X3,3 

math 4 0 0 0 
period 2 phys 5 0 0 0 

chem 6 0 0 -0 

math i 0 0 0 
period 3 phys 8 0 0 0 

chem 9 0 0 0 
biol 10 0 0 0 

I 
scientists I 

I 
L1 L2 L3 

S Costs C1 C2 C3 

Table 2.3 
time I I 

I 

period 1 I I 

I fields I I math / phys chem/ 
I I s I 1 2 3 

math 1 3 2 1 
period 1 phys 2 0 4 1 

chem 3 0 0 3 

math 4 0 0 0 
period 2 phys 5 0 0 0 

chem 6 0 0 0 

math i 0 0 0 
period 3 phys 8 0 0 0 

chem 9 0 0 0 
biol 10 0 0 0 

I 
scientists I 

I I 
15 12 12 

8 Costs 150 250 100 

period 2 i period J I I 
math phys / chem I math I phys chem I biol I tinal I total 

4 5 I 6 I i 8 I 9 10 I dem outpu 

Xl,4 X1,s X1,6 X1,7 X1,a Xi,9 Xi,10 i'i X1 

X2,4 X2,s X2,6 X2,7 X2,a X2,9 X2,1a Yi X2 

X3,4 X3,s X3,6 X3,7 XJ,8 X3,9 X3,1a ½ X3 

X4,4 X4,s X4,6 X4,7 X4,a X4,9 X4,1a Yi. x4 
Xs,4 Xs,s Xs,6 Xs,7 xs,a Xs,9 Xs,1a Ys Xs 

Xs,4 xa.s Xa.6 X,;,;- Xs,a Xa,9 Xs,1a Ys Xs 

0 0 0 x--,,, X;,a X;,9 X;,1a Y;- X; 

0 0 0 Xa,; xs,a XB,9 Xa,1a Ys Xa 

0 0 0 X9,; X9,a X9,9 X9,1a ½ Xg 

0 0 0 X1a.7 Xia.a Xia.9 X1a,1a Yio Xia 

L4. Ls Ls 

I 
L-

1 

La Lg L10 

I 
L 

C4 Cs Cs C-: Cs Cg C1a C 

period !2 I period 3 I I 
math I phys I che:n I mach I phys / chem biol I final total 

4 I 5 I 6 I T I 8 I 9 I 10 I dem output 

4 3 1 2 1 1 1 1 20 
1 5 2 0 2 2 1 6 24 
0 1 4 0 1 2 2 3 16 

3 2 2 j 3 2 1 1 19 
0 4 3 0 4 2 1 4 18 
0 1 3 0 2 4 3 4 Ii 

0 0 0 4 2 1 1 0 8 
0 0 0 0 4 1 2 2 9 
0 0 0 0 0 1 3 4 8 
0 0 0 0 0 1 2 5 8 

15 I 10 

I 
14 

I 
14 10 

I 
10 8 120 

150 I 250 150 150 200 130 120 1650 



C.. 

= 

= 

= 

= 

The Structural (Direct Requirements) Tables 

Table 2.4 
time ii period 1 period 2 I period 3 

fields I ma:h . phys chem math phys chem math phys chem I 
I 

s I l i 2 3 4 5 6 i 8 9 
math 1 a1,1 a1,2 a1,J a1,4 a1,s a1,s a1,, a1,a a1,9 

period 1 phys 2 a2,1 a2,2 a2,J a2,4 a2,s a2,s a2,1 a2,a a2,9 

chem 3 a3,1 a3,2 a3,3 a3,4 a3,s a3,s a3,; a3,s a3_9 

math 4 0 0 ·O a4,4 a4,s a4,s a4,; a4,s a4,9 

period 2 phys 5 0 0 0 as,4 as,s as,s as,, as,s as,9 

chem 6 0 0 0 a6.4 a6,5 a6,6 a6.7 a6.s a6.9 

math 7 0 0 0 0 0 0 a- -'•' a7,s a1,9 
period 3 phys 8 0 0 0 0 0 0 as.7 as,s as,9 

chem g 0 0 0 0 0 0 a9,; a9,s a9,9 

biol 10 0 0 0 0 0 0 a10., a10,s , a10,9 

scientists 1 11 

I 
l2 l3 l4 ls 16 

I 
l, 

I 
la 

I 
l9 

$ Costs C C1 C2 C3 C4 C5 Cs c- CB Cg 

Table 2.5 
time period 1 period 2 I period 3 

fields I math phys chem math phys chem I math I phys I chem 
s 1 2 3 4 5 6 I 8 9 

math 1 0.15 0.08 0.06 0.21 0.1 i 0.06 0.25 0.11 0.13 
period 1 phys 2 0.00 0.17 0.06 0.05 0.28 0.12 0.00 0.22 0.25 

chem 3 0.00 0.00 0.19 0.00 0.06 0.24 0.00 0.11 0.25 

math 4 0.00 0.00 0.00 .,0.16 0.11 0.12 0.63 0.33 0.25 
period 2 phys 5 0.00 0.00 0.00 U.00 0.22 0.18 0.00 0.44 0.25 

chem 6 0.00 0.00 0.00 0.00 0.06 0.18 0.00 0.22 0.50 

math 7 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.22 0.13 
period 3 phys 8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.44 0.13 

chem 9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.13 
biol 10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.13 

I 
scientists I l 0.75 0.5 0.75 0.79 0.56 0.82 

I 
1.75 11.11 

I 
1.25 

$ Costs C 7.5 10.4 6.25 i.89 13.9 8.82 18.S 22.2 16.3 

biol 
10 

a1,10 

a2,10 

a3,10 

a4,l0 

as,10 

a6.10 

a;,10 

as,10 

a9,10 

a10.10 

I 
110 ii 
C10 lj 

I 
biol I 
10 

0.13 
0.1 
0.25 

0.13 
0.13 
0.38 

0.13 
0.25 
0.38 
0.38 

1.0 
15 



\ 

The Total (Direct & Indirect) Requirement per Citation 
Delivered to Final Demand 

Table 2.6 
time period 1 period 2 period J 

fields math phys chem math phys chem math phys chem 

I s 1 2 3 4 5 6 7 8 9 

math 1 1.18 0.12 0.10 0.30 0.36 0.25 0.97 1.26 l.ll 
period 1 phys 2 0.00 1.20 0.09 0.08 0.47 0.31 0.09 1.08 1.07 

chem 3 0.00 0.00 i.23 0.00 0.ll 0.38 0.00 0.49 0.84 

math 4 0.00 0.00 0.00 1.19 0.18 0.21 1.48 1.54 1.18 
period 2 phys 5 0.00 0.00 0.00 0.00 1.31 0.28 0.00 1.16 0.87 

chem 6 0.00 0.00 0.00 -0.00 0.09 1.23 0.00 0.56 1.00 

math 7 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.80 0.52 
period J phys 8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.80 0.37 

chem 9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.23 
biol 10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21 

Output~ Employment and Cost Requirements 

Table 2.7 

I I FinJ.l requirements 
time I field I s I demand output scientists expenditures 

math 1 1 20 15 150 
period 1 phys 2 6 24 12 250 

chem 3 3 16 12 100 
math 4 1 19 15 150 

period 2 phys 5 4 18 10 250 
chem 6 4 17 14 150 

math 7 0 8 14 150 

period 3 phys 8 2 9 10 200 
chem 9 4 8 10 130 
biol 10 5 8 8 ·120 

biol 
10 

1.62 
1.38 
1.20 

1.69 
1.18 
1.32 

0.86 
0.78 
0.62 
1.44 
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ABSTRACT An "innovarion matrix" is established from a recenr 
/STA TICNR survey vf. innovation. After specifying the particularity of 
an innovation matrix in comparison with other flow matrices, it 1s 
shmvn that the innovation matrix is asymmetrical and clustered in 
parts of rhe economic space. The structure of the innovarion marrix is 
similar to that of the domesric and imporr requiremenr matrices, but 
not the capital flow matrix. Strong correlarions indicate the usefulness 
of using input-output analysis for innovation and suggest furure 
examinations of nossible causal relarionships. 

I. Introduction 

Innovation is a new way of doing things. As a new or improved product or process, an 

innovation can be analyzed as the setting up of a new production function (Schumpeter, 

1939). For this reason, economic analysis in general, and input-output in particular, 

have mainly considered innovation as external to the economic system. 

It may therefore appear paradoxical that we suggest that innovation has a 

"structure." Furthermore, it may appear curious to use input-output analysis - a tool 

most adapted to revealing stable structures and systems - in order to analyze this volatile 

and disruptive factor called innovation. Yet, in this paper, we will try to show that input

output analysis is an appropriate method for the study of innovation: its location i n 

economic space also has a structure. 

The central measurement problem is how to fit the "new" - innovation - into the 

categories of the "old" economic structures. By limiting our goals to mapping where in the 
Chris DeBresson, Univasity of Quebec in Montreal. C.P. 6192, Sue "A" Montreal (Quebec) 

Canada H3C 4R'.! This work. in particular sectinns 2 to 5. was performed while at Concordia 

University. I thank the Fonds de cr.:ation et d'Aide aux Chercheurs du Quebec for its 

support. Giorgio Sirilli, lstitut,, di StuJi sulla Ricerche e Documentazione Scientifica. 

Consiglio Na1.ionale delle Ricerca. Xiaoplllg Hu & Fung Kwan Luk. Center for Research on the 

Developmc:nl of Industry & Technology. \1ontreal. We wanl to Lhank Anne P. Carter, Stephen 

Klepper. F Mike Scherer. Wassily Le,1 11t1d. Faye Duchin. Andras Brody. Daniele Archibugi, 

krome Allaire. Pierre Mohnen and R,,berto Simonetti for comments and suggesti,rns. 

although we have not h.:e11 able t,, a11'w.:~ .,!I ,,f their questions. 



old economic structures innovative activity arises. we reduce the violence done to 

classifying the innovations to a minimum. 

We know that firms are more diversified in terms of technological assets than 

output. Hence, there is even more of a temptation for input-output analyst of technology to • 

use rectangular make/use matrices where lines are industries and columns are products, 

each industry producing and using an array of products. In this survey, however, we only 

have information about the economically most important innovation and its typical 

industry of use. We have therefore restricted ourselves to a square matrix, easier to 

manipulate. 

Because input-output analysis can simultaneously take supply and demand factors 

into consideration, it enables us to supersede an overworked debate between "technology 

push" and "demand pull" (DeBresson, 1990). We will show that an "innovation matrix" 

has a clear pattern in relation to the table of economic activity; in particular, the "market 

profile" (or output coefficients) of the supply vectors of both matrices have similar 

structures. 

Our study of innovation in Italy was made possible because its central statistical 

office carried out a compulsory survey explicitly designed to build such a matrix (ISTAT, 

1990). Using a short questionnaire, 30,000 manufacturing firms (with more than 20 

employees) were surveyed; 24,000 responded and 16,000 stated that they had introduced 

new or improved products or processes between 1981 and 1985. This population was then 

divided into two groups. The first, a more highly innovative group, was surveyed by 

interview; this yielded 2,701 respondents, who identified their economically most 

important innovation and indicated the most typical user ind1;1stry, thus enabling us to 

build an innovation supplier-user matrix. For all respondant firms, we have a general 

sector of use (see Table 5). The findings can be tested tor sensitivity of the measurement, 

as each innovation can be weighed by degree of novelty, share in the total sales or exports 

of the respondant. 

The new findings in this paper can largely be attributed to a new set of systematic 

empirical observations. The higher level of resolution reveals marked patterns. If one 

considers three normal scientific stages - empirical measurement, pattern recognition, 

and then theory building and causal explanation - this paper remains at the second stage of 

pattern recognition. We want to convince researchers that there is a well characterized 
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phenomenon that requires analysis and theoretical examination. We do not attempt any 

causal analysis of these patterns here. although these correlations suggest hypotheses for 

future research. 

Innovation surveys, like any industrial survey administered by central statistical 

offices, are surveys not only of innovation in the Schumpeterian sense, but also of its 

adoption. The survey thus captures both the setting up of new production functions as well 

as firm level innovation in a more modest sense, e.g. the commercial application of an idea 

that is new to a firm, but not necessarily new to world industry. From the perspective of 

the firm, innovation is only the commercial application of a new idea, and it cannot always 

tell ex ante whether its private innovation is new to the world. Many other firms are 

innovating simultaneously, and only the others' imitation will decide ex post if its private 

innovation was actually a bona fide creation, one new to the world and disruptive of the old 

ways of doing things. The data we are analyzing here are therefore about both innovation 

and its adoption. In order to minimize measurement problems and evaluate the sensitivity 

of our analysis to measurement, we have weighted innovations according to their degree 0t 

novelty and share they represent in the firm's sales and exports and checked all analyses 

with this weighted indicator. We have also performed the analysis on the subset of firms 

that claimed world first innovations. 

Because we are also dealing with adoption of various innovations in this paper, 

there are reasons to expect the location and adoption of innovation to be directed by 

existing economic relations. But this is not to say that bona fide innovation (world firsts) 

may not also be affected by the economic environment. There is a well known continuum 

between imitation and modification, adoption and adaptation, straightforward adoption and 

re-innovation. Technological knowledge is cumulative, and there are no clear border lines 

between imitation and creation. Because innovation is a re-combination of factors and 

utilities, no individual element need be new as long as the combination is new. 

lncrementalism can therefore lead to qualitative change, and technical evolution can make 

leaps; the gradual improvement of the crankshaft, from at least the 9th century, leading to 

the birth of machinery in the 15th century is a case in point. It is therefore not 

impossible, as we shall see, that what is true of the adoption of innovation may also be true 

of the creation of the innovation: pre-existing economic relations may influence the locus 

of creation of new techniques. 
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Furthermore, Schumpeter focused and encouraged economists to deal mainly with 

substitute and radical innovations, and minimized the importance of complementary 

innovations within a system of interdependence. Technique, however. is at the root of 

economic interdependence and technical systems at the root of the concept of complements 

and substitute in consumer theory. No innovation stands alone without its auxiliary and • 

complementary innovations. Techniques. and innovation. always come as part of systems. 

In our survey, radical substitute innovations are probably less frequent than 

complements, and therefore we should expect interdependence between innovations. Input

output techniques are ideally suited to analyze such interdependence. 

2. What is an Innovation Matrix? 

An innovation matrix is a standard square matrix in which the supplier industries of the 

firm make up the rows and the typical user industries of each innovation the columns. 1 

The frequency in each entry tells us the number of times a firm from industry i ha. 

supplied that firm's economically most important innovation to a firm in industry j. 

(Table 1 approximately here) 

The usefulness of building a supplier-user innovation matrix derives from a 

recurrent finding of innovation case studies: a user - in particular the first user of an 

innovation - is as important to the generation of new products and processes as suppliers 

(von Hippe!, 1989; Teubal, 1987). In the field of innovation studies, this universally 

accepted finding is equivalent to Alfred Marshall's insistence that both the supply and the 

demand curves of the market "scissors" be considered. 

By definition, each innovation occurs only once for the firm; the change is more or 

less irreversible. (We are observing a phenomenon similar to a fixed investment 

inasmuch as the action is only taken once.) An innovation is therefore an indicator of the 

level of technological knowledge, and the innovation matrix is a fund matrix, but of a 

particular kind. Whereas an equipment stock will depreciate, a fund of technical knowledge 

may not automatically do so (DeBresson. 1990). Technological knowledge is cumulative, 

so that most prior knowledge will be incorporated and subsumed into new knowledge; some 

inventions may make some old knowledge even more valuable. Drawing on the fund of 

knowledge is more likely to increase than deplete it. Nor will the sale of a process to a 

competitor deplete the firm's own fund, whicn may actually increase because technological 
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knowledge is not an alienable or excludable good. In these respects an innovation matrix 

represents a very peculiar type of fund matrix. 

A radical innovation could eventually create a new linkage between two industries 

(i.e. fill up an empty matrix cell) or even a whole new indsutry; but it would take a long 

time before this would show up in an input-output table. The adoption of the innovation 

will eventually affect the input coefficients. Theoretically, each innovation could be 

described by a corresponding vector of input coefficients in physical quantities reflecting 

its associated factor proportions. As an innovation diffuses in the industry and replaces 

previous practices, the physical quantity input coefficients of that industry will change. 

But we do not have information on the input coefficients of each innovation, and this 

analysis has not been done. Therefore, none of the likely effects of the innovation adoption 

on the input-output structure can be evaluated. 

Ir. this paper we are concerned not with the effect of technical change on the 

economy, but the reverse: the effect of the economy on the patterns of technical change. In 

our study, the innovation matrix only maps the occurrence of the supply and use of an 

innovation. i.e. the economic breeding grounds of creative entrepreneurial activity and its 

adoption. not its economic impact. 

There are many problems of measurement and classification in trying to map 

innovation in the economic space. The temptations offered by the versatile powers of 

matrix analysis must be resisted, temporarily at least. We have to make sure what and 

how we are measuring. A radical technological innovation such as solid state semi

conductors electronics hardly fit into business machines or telecommunation industries in 

which it was classified for years. Squeezing new technologies into the categories of the old, 

therefore, pinches. But if we limit ourselves to identify where in the old economic 

landscape the new techniques start being used, we are not forcing reality. The new 

production functions are no doubt carriers, if and when they are adopted. of future 

economic structures - but this is another research topic. 

3. Patterns 

In this paper we establish the pattern of the innovation matrix and compare it with the 

total, domestic. import requirement and capital flow matrices of Italy in 1982 

(ISTAT,1987). In order to highlfght the patterns, we calculated a transition (or 

5 



conditionnal probability) matrix. where the size of the supply vectors are normalized by 

dividing each cell by the line total of each supply vector. This gives us the output 

coefficient matrix, sometimes called the "marketing profile." In Graph 1, the matrix is on 

the horizontal plane and the percentage of the supply of innovation by an industry to 

another is displayed on the vertical axis; in Graph 2, the vertical axis displays the 

transition supply vectors of the total requirement matrix. 

(Graphs 1 & 2 approximately here) 

In Table 1, where the first line of each cell lists the flows of goods and services, 

the second capital flow, and the third innovation frequencies. Already it is apparent that 

innovation is often absent when there is exchange of goods and equipment: this indicates 

that innovation is clustered in only part of the economic table. The clustering of innovation 

is also reflected by the smaller number of cells having high values in the third line. In 

most cases, one would not expect much innovation if there is no economic activity at all. 

Those radical innovations that create new economic markets from scratch are exception. In 

Table 1, in only 4 cells are there some innovations without flows of goods or equipment. At 

the disaggregated level, only 30 cells show that some innovation exist when goods and 

services flows did not exist at the 100 million lires level. 

In order to confirm Schumpeter's hypothesis that innovation clusters in only part 

of the economic space (Schumpeter, 1939; DeBresson, 1989), we compared the density 

indices 

Density 

where zij is the linkage between the supply sector i and the user sector j in the respective 

matrices and N is the total number of possible cells. If the Italian case is consistent with 
Schumpeter's contention we should find that D < D . In all cases, the density of the 

i 10 

innovation matrix is lower than the other matrices. Innovation, either defined in a strict 

Schumpeterian or in a broader sense, is clustered in only part of the economic space. 

It should be noted that the Italian domestic requirement input-ouput matrices 

themselves have a low density: what domestic flows exist are highly concentrated. A 

medium size and relatively open economy need not have all inter-industrial linkages 
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domestically and tends to be more specialized than a large country. Innovation will then be 

clustered within this restricted set of economic linkages. The question is: in which parts of 

the economic space? 

(Table 2 approximately here) 

4. The Shape and Location of the Innovation Clusters 

A characteristic of the Italian innovation system is its low level of integration. This can be 

measured by a directed graph analysis: to any sub-matrix form corresponds one directed 

graph and one only - there is a bijection between matrix forms and directed graphs (see 

appendix 1 ). In a directed graph, the "summet" corresponds to the industry which 

supplies or uses innovation, and the "arc" between two summets corresponds to the 

number of innovation linkages (the matrix cell value) between two summets. At any level 

of aggregation - whichever measure of innovation one uses(see appendix 2), and for a 

wide range of minimum arc values - the degree of integration in the innovation clusters is 

modest. In reference to the different types of clusters (described in Appendix 1), there 

are only clusters of the third order; i.e. agglomerations. In all cases, the consumer, 

construction and automobile industries remain the primary first users of innovation. 

If one considers a level of innovative interaction that excludes low levels of arcs 

(which could be considered as random occurrences and statistical noise) whitout, howver, 

loosing a higher order graph, the Italian national innovation system appears to be 

constituted of two distinct and separate sub-systems: a simple innovative agglomeration 

and a non-standard tree, with weak links between them. 

(Graph 3 approximately here) 

The primary innovative agglomeration is formed by innovation clustering around 

final demand goods, be it by the consumer and construction (Graph 3). Many industries 

supply innovation to these three main users, some of them to all. This cluster accounts for 

the largest share of innovations in the Italian system. 

The second innovative cluster. a non-standard tree (second also in number of 

industries and innovative interactions) is in producer goods around the chemical, metal 
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products. mechanical machinery, and automobile industries (Graph 4). This cluster of 

innovative industries accounts for a much smaller share of innovations in Italy. 

(Graph 4 approximately here) 

The producer good innovation cluster has a weaker level of internal integration 

than that in the consumer goods in 1981-1985. The two clusters are only weakly related 

by a few nodal industries: machinery, metal products, electrical and electronic and 

chemical innovations. These are the only nodal industries. If we weight the importance of 

the innovations in terms of their contribution to the sales of the firm, or the contribution 

of the innovations to the global competitiveness of the Italian economy in terms of exports, 

the two main clusters are slightly more closely related. 

In summary, the innovation system in Italy is more heavily oriented towards final 

consumer goods than to capital goods or other producer goods. This may explain why a 

modest amount of well-focused technology, much of it imported, has contributed 

considerably to economic growth and benefits to the country. Also, the lack of integration 

may be associated with the flexibility of the Italian industrial system. 

5. The Main Suppliers and Users of Innovation in Italy 

In order to have a clear sense of the contents of the disaggregated innovation matrix, it is 

useful to look sequentially at the main suppliers of innovation and then the first users 

(Tables 3 & 4). 

(Tables 3 & 4 approximately here) 

In Table 3, we ranked supplying industries first by the importance of the forward 

linkages (i.e. number of user industries they supplied (column 3)) and second by only the 

total number of innovations (column 1 ). In Table 4, we do the same for the user 

industries. As one would expect of a developed country, the main suppliers of innovation 

are producer goods industries, and in particular. fixed capital goods. The metal products, 

industrial chemicals and other chemicals. machinery and plastic products industries were 

major suppliers of innovations. Each of these industries supplies innovations to many 

industries, and in significant quantities (more than 100 innovations, or 3. 7% of the total 
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supply of innovation). The ten largest supplying industries account for 40% of all 

innovations supplied; there is therefore some concentration in the supply of innovation. 

The main users are those economic activities that focus the clustering of innovation 

in Italy. Among these, three dominate: the final consumer (family consumption), 

construction and the automobile industry. The consumers (or families) are supplied with 

innovations by many different industries: drugs, wood furniture, metal products, clothing, 

plastic products, electrical appliances, and many other industries. The automobile 

industry is supplied with innovation by itself, plastic products, electronic equipment, 

industrial machinery, metal products and other industries. From the point of view of the 

quantity of innovation used (but not number of backward innovative linkages), the 

construction industry was the second largest user of innovation in Italy during that period. 

From Table 4, it appears that the use of innovation is more concentrated than the supply of 

innovation. The first two economic activities - final consumption and automobiles - alone 

account for close to 30% of the total use of innovations; 68% of all use of innovation is 

concentrated in ten industries. 

The above analysis was performed on 2,701 of the most innovative firms (and for 

their economically most important innovations), and may or may not be representative of 

the whole innovation survey of over 8,220 firms. For the whole survey, however, we do 

possess some very aggregated indication of innovation use: all respondents indicated the 

sectoral "economic destination" for which the technological innovations had been produced 

(e.g. final consumer goods, intermediate goods and components, finished capital goods, 

services to enterprises). These data enabled Cesaratto, Mangano and Sirilli (1988) to 

calculate a rectangular matrix (Table 5). 

(Table 5 approximately here) 

Table 5 confirms that intermediate (48.1%) and final consumer demand (40.2%) 

are more important destinations for Italian innovation than capital goods, which only 

accounts for 28%. These general aggregated results are consistent with the more detailed 

matrix reported in this paper. "The direct fall-out from innovation on consumers is in 

any case a widespread phenomenon involving about 40% of firms" (ibid), in particular 

from wood furniture, footwear, clothing, metal products, textiles, food and chemical 

industries. 
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The Italian innovation system is an asymmetrical system: the most important users 

of innovation are most often not the same as the most important suppliers of innovation. 

Whereas producer sectors, in particular capital goods, are the most important suppliers 

of innovation, consumer sectors are the most important first users. The only exceptions 

are those industries that are important, to some extent, as both suppliers and users of • 

innovation: mechanical machinery, chemicals, metal products and electrical and electronic 

industries. This result is consistent with those found in the United Kingdom and Canada 

(DeBresson & Townsend, 1978; DeBresson et al., 1986). Thus only a few capital and 

producer goods industries (mechanical machinery, metal products and chemicals) are 

strategic from the point of view of generating new technology, and a few users 

(consumers, construction, automobiles) are strategic from the point of view of demand. As 

for the United Kingdom and Canada, one can thus understand why in Italy supporters of a 

"supply push" policy are not referring to the same set of facts as are supporters of a 

"demand pull" policy; both are right in different ways. We are in presence of a division of 

labor concerning the generation and use of new techniques and innovation. 

6. Comparison of the Input-Output and Innovation Structure 

Visually comparing Graph 1, the structure of innovation, with Graph 2, the structure of 

the total requirement matrix, casual empiricism suggests a similarity of structure. 

Checking this visual similarity statistically, we find a correlation of .836 (T test at the 

.0001 level of significance) between the two composite supply vectors.2 The Spearman 

Rank correlation is .58. If we take only the subset of firms having "world first" 

innovations - thereby excluding most of the adoption phenomenon, we still find a .49 

correlation at the .01 level of significance between the two composite supply vectors. 

A caveat related to the measurement problem is appropriate at this juncture. If we 

make the reasonnable assumption that the technical assets and activities are often more 

diversified than its product output, this similarity of structure is all the more 

surprising. However, in order to check the robustness of this similarity, it would be 

sueful to have information on the use sector of all innovations and not only the 

economically most important one. The we would have to comparte the innovation matrrix 

structure with that of a "make/use" input-output matrix refecting the variety of outputs 

of the firms. and see if the similarity of structure still holds. 

I 0 



-· .. .. . ... 
.. ... - . . . -·. ·-- -- -· -·---· ... ··-·--·· -··-• .. 

T•bl• C" uua9TaUac 11nm b7 -•--c tl..UUU.. •I laMftllY• aoou au lffTtca l,7 aaaJNr el 
1mpla7ea aad ec ... auc acUflt7 

<-miNr'olfialll) 

NT.JMJa OF~ Tcul 5: lllr •a•uli .. 
lmowaUllc 

MTJ 1!am 
Piailllad Mi an Plailbed s..ricm 011w 

S::::,NOMIC~ - aoadallltl ... • ...... ... 111111 -· ... ~ 
,r 

s::::,:,;oMICAC:'N'rr'l 

1 ~.G>.S,WAm. 
1.4 Pci:rolcmn 19 11 u 3 2 3 

Tow 19 11 u 3 2 3 

l E:l..""raAc::!Va~ 
C-e.iICAL.S 
::.: !,uuls 1~. 16 123 33 l l 

:., Noa mews. Mlacn1S 513 .ll0 332 115 27 16 

:.! Ocmicaic ,,o ~~ 310 3% 14 6 

~j p,-__iaJ,z 1J4 .1JJ ·. JI 9 J 0 

:.6 s~ t1bres 11 .. 1 10 1 0 0 

Tow 1.:3% ,15 775 111 A3 24 

3 MA.",1JrAC:.; ME!AL.S. 
PltSOSION ~ 
3.IMcwprodllm 1.051 301 611 309 63 16 

3.: Medumical -.iwri:D& 1,404 151 4'4 '" 19 %4 

J.2.2 JIIIOliM IIMIU 217 11 91 ::2 16 1 

J.2.1 OIMr---, 242 J1 124 107 17 9 

3.3 01flclm-==-Y I tnc 11 3 2. 9 1 0 

3.4 Ela=ric. !lemaaic 651 l0I 359 l37 54 2.0 

J.4.4Elcci.....,.,.~ Id Jo ,, JI J 4 

J.4.J JfA,Ji..ulmsiMc UU9'SA 111 J4 72 %9 10 4 

J.4.6 H~ .,,,a.-u 12 60 %4 14 J 2 

3.! Mouw ffilida ad ~ 177 43 109 62. 7 ' 
J.JJ M- wilit:Ju 9 6 ' J 0 J 

3.6 01DC1' nmpacl 100 l1 50 43 ' 2. 

J,.6.4 ,4a9.-,. w/lllrf 16 .: 10 9 2 0 

3. 7 Pre=sioa imll'lmmlU )4,4 63 56 55 6 7 

Tow l.5A5 111 1,631 1.11, m 73 

' MA.,1.-;Ac:.: :=ooc. T.EXIU.ES. 
I.S.~ne.. crma 
4.l Food 319 :77 7:Z 34 1 & 

.:.: S111:a:, Ormuics :12 110 47 19 :z l 

4.:! Tcnilcs 714 303 425 66 45 10 

·4.-1 L.ca&bct 132. -S3 16 13 6 3 

,.5 Foo,wc.-. OoltliDc 412. 3%7 76 41 13 s 
4.6 Wood, i=umamn• 575 356 ll3 16 7 6 

,.1 Pai,cr. Prwinc 43A 199 240 " 60 33 

U bboer. P1asw: 477 i,O 324 12 15 9 

4.IJ Tyru IP .%6 76 JI J J 

,., OUlcr imraa!xmrinl 149 126 37 10 s .6 

Tow 3,424 l,011 1.530 401 154 12 

TOT'AL 1..::0 J.3O1 J,951 l..300 421 11: 



For economists, the present results appeal to our common sense. They are also 

consistent with economic theory. which has related the orientation of innovative efforts 

with demand (Schmookler, 1966). In other words, the innovation of one supplier industry 

will likely be used in greater proportion by a user industry that consumes more of that 

suppliers output. 

We performed, however, the same analysis again with the demand vector, putting 

the percentage supplied by each industry on the vertical axis: the correlation was .24, and 

the resemblance of the two structures still existed, but was not quite as striking. This is 

consistent with previous tests, which show innovation patterns more regularly correlated 

with demand factors than with supply, although both must obviously be taken into account. 

Let us now look at the substance of these similarities between the total requirement 

and innovation matrices: the importance of final demand of the consumer for most 

supplying industries (the line of "trees" in the back row) is common in both graphs; the 

diagonal of the intermediate exchange matrix is important in the two graphs (it represents 

self-supply of process innovation, perhaps internal to the firm itself); and a number of 

supplying industries that have a wide scope of forward linkages (such as chemicals, metal 

products and chemicals) also have a pervasive innovative effect on many user industries -

what may be called a "forward technological linkage." Although the existence of a linkage -

or its non-existence, as indicated by a zero value in a cell - of the two matrices correlate, 

the frequencies of the cells do not, as some industries do not have the same importance in 

both matrices. 

Examining in more detail which components of the input-output have a similar 

structure to that of innovation and its adoption, we found that the domestic requirement 

matrix is highly correlated (.80 at the 0.0001 level of significance) and the import 

requirement matrix somewhat less so (.68 at the 0.0001 level). The "pervasive" 

innovation supplying industries are not as well matched by import supply vectors. 

If, however, we compare the innovation structure with the capital flow matrix (12 

x 23),3 there is weak correlation (.278 at the 0.0001 level). The suggestion by 

Schmookler and classical economists that technical change is oriented by capital formation 

is not confirmed with this cross-sectional snapshot (and would require time series data). 

The importance of final demand and the consumer for most suppliers of innovation in the 

Italian innovation system - in contrast to producer goods - is reflected in the lack of 
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similarity of structure of capital flows and innovation. Nevertheless, a similarity does 

remain: a number of supplying industries that have wide forward linkages in the capital 

flow matrix (such as metal products, machinery and chemicals) also have pervasive 

forward innovative linkages. Capital formation in Italy may affect foreign innovation 

through imports of capital goods more than domestic innovation. 

The strong structural relationships between the supply vectors of the total 

requirement matrix of 1982 and the innovation matrix of 1981-5 holds with the 1 985 

input-output matrix - corresponding to the last year of the innovation survey. We 

performed a stepwise regr~sion using all the supply vectors, and found mean R
2 

for some 

30 equations between . 7 4 and . 90 with variance between . 14 and . 31, whatever set of two 

matrices we use. Whether we try to explain the innovation supply vectors with the goods 

supply vectors of 1982 or 1985, or the reverse, the statistical results are very similar 

(appendix 3). In other words we are confronted with a very strong structural similarity 

- so strong that it is impossible to infer any direction of causality. We can interpret this 

in three ways: either the two phenomena are so intrinsically interlinked that it is 

impossible to seperate out the effects of each phenomenon on the other; or, both phenomena 

are affected by a third set of unspecified variables; or, a combination of the former. 
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7. Conclusion 

In summary, the innovation supply and use matrix reveals a clear structure, but we will 

have to wait for the results of the next survey to see if this structure is stable. Innovation 

is clustered in part of the economic space, consistent with Schumpeter's assumptions. In 

Italy, at least during 1981-85. the main cluster is focused on final demand, automobiles 

and construction; a smaller cluster exists around producer and capital goods, but there are 

only a few weak links between the two clusters. 

Two independent data sets - collected separately, with different goals in mind and 

using different methods - reveal similar structures, in particular of output coefficient 

structures. The innovation output coefficient matrix is similar to the corresponding total, 

domestic and import output requirement matrices; the capital flow matrix, however, is 

not similar. The recognition of this pattern in this large innovation survey suggests that, 

in Italy at least. there is some relationship between innovation patterns and economic 

exchanges. If this pattern reveals itself as specific to Italy then it might tell us something 

about this country; if this pattern is shared by other countries, we may be observing some 

strong relationship between innovation and other economic variables (or between both and 

a third set of variables) worth examining theoretically. 

In this paper, we pointed only to the co-incidence of similar patterns and suggest 

that input-output analysis is the appropriate tool to reveal these structures and their 

similarities. We do not claim any causality of exchanges of goods on innovation patterns or 

the reverse; this requires other analyses. Whether or not one could establish such 

causality in the future and establish stochastic relationships between the two, however, 

would have wide implications for future survey sampling, _forecasting, reduction of 

uncertainty, planning and dynamic modelling. 

Notes 

t. In order to keep the reporting of the user industry as consistent as possible with the supplier 
disaggregation and comparable with the input-output matrices, we have constructed a 43 by 
66 matrix, the 23 extra user sectors representing services and final demand not surveyed 
as suppliers of innovation. In Table 1, the 1981-85 innovation matrix is aggregated to a 12 
by 23 matrix, and presented Jointly with the 1982 total requ,rement and capital flow 
matrices. 
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2. The correlation is calculated between the string of supply vectors of innovation (in 
percentages) and output of goods and services. In Graphs 1 and 2 we have put on the vertical 
axis the percentages of the supply of an industry which is used by another industry. In other 
words the total of each supply vector is equal to 1 00%. We checked that our statistical 
analysis was not sensitive to the use of percentage vectors. Selecting randomly 75%, 80%, 
90%, or 95% of the observations in the stacked vector, the results were stable. 

3. We thank ISTAT for supplying us with this unpublished data. 
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Appendix 1: The directed graph method of identifying clusters 

At a very elementary level one can differentiate supplier-user interactions using simple 
set theory concepts. We can distinguish whether they are unidirectional, symmetrical (if • 
a-b, then b-a), or transitive (if a-b, and b-c, then a-c). These simple notions enable us 
to distinguish extreme types of clusters. A first extreme type of cluster is when all 
industries are innovating with each other; we will call these clusters "cliques." Another 
type of cluster is when linkages are unidirectional; we will call these ''trees." In between, 
we can define "agglomerations" or "complexes" as innovation clusters that have some 
symmetrical or transitive linkages. Of course there are innovative industries that are 
independently innovative and do not interact innovatively with any others; we call these 
"points of development" or "enclaves." The rank order of clusters (see list below) must be 
seen as an indicator of synergy and integration: the higher the level of cluster, the higher 
the suspected level of positive or negative synergy. (For a more extensive discussion of the 
mathematics, see Lemay and DeBresson, 1988.) 

Let us just give the mathematical definitions of each of these directed graphs (or 
clusters). First, we have six elementary structures: 

1. Development point: A summit is called a development point if and only if 
(iff) (i,I) is an element of D and for each J=i, (i,j) and (j,i) are not elements of A. 

2. Innovative couple: A connex component G'=(S',A',D') of G is called an 
innovative couple iff the cardinality of S'=2 and the cardinality of A'=2. 

3. Standard tree: A connex component G'=(S',A',D') of G is said to be a standard 
tree iff cardinality of S'= cardinality of A'-1 and for every element of S', deg· ( i) < = 1 . 

4. Non-standard tree: A connex component G'=(S',A',D') of G is said to be a 
non-standard tree iff cardinality of S'= cardinality of A'-1 and for every element of S', 
~- (i)> 1. 

5. Standard cycle: A connex component G'=(S',A',D') of G is said to be a standard 
cycle iff for every element of S', deg· (i) = deg+ ( i ) = 1 

6. Non-standard cycle: A connex component G'=(S',A',D') of G is said to be a 
standard cycle iff for all element of S', deg· (i) + ~+ (i)=2 and there exists i element of 
S' such that deg· ( i ) = O 

From the six above elementary structures, it is also possible to define three 
composite structures. thus covering all possible structures: 

1. Clique: A connex component G'=(S',A',D') of G, of an order superior to 2, is 
said to be a clique iff for all E=(S", A",D") contained in G', cardinality of S"=2 => E is an 
innovative couple. 
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2. A technological complex: A connex component G'=(S',A'.D') of G is said to 
be a technological complex iff there exists a structure E contained in G' that is an 
innovative couple, and there exists a structure E' of second order contained in G' that is not 
an innovative couple. 

3. A simple agglomeration: A connex component G'=(S',A',D') of G is said to 
be a simple agglomeration iff G' is not an elementary structure and G' contains no 
innovative couple. 

These 9 types of clusters constitute a complete bijection with different types of 
sub-matrix forms, so that, given a specification of minimum arc value, a computer 
algorithm is capable of rigorously identifying a di-graph from a matrix. 

A full mathematical definition of the directed graphs corresponding to these 
different clusters (simple or combined forms) and the computer algorithm are to be found 
in Lemay and DeBresson'(1988). The programme can be requested from the first author. 
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Appendix 2: Size of matrices according to minimum arc values 

Minimum Arc Number of Arcs Number of 
Value Industries 

Frequency 1 769 1 5 7 
2 3 4 7 1 2 3 
3 3 2 9 1 1 5 
4 1 6 7 
5 1 3 7 
6 1 0 7 85 
7 84 76 

8 7 1 2-

Weighted 
by sales* 1 7 3 1 1 5 3 

6 379 
11 1 9 6 1 0 9 
16 1 3 8 93 
18 1 1 2 83 
19 1 0 2 77 

3 2 9 1 2 

by exports** 1 606 151 
11 1 4 2 83 
12 1 3 4 82 
13 1 2 1 79 

........ 
1 5 3 2 4 

• excluding 38 firms that found the contribution of innovation to sales impossible to 
estimate 
.. excluding 32 arcs from firms that reported it was impossible to estimate the share of 
innovation in their exports and 131 arcs from firms that had no ~xports at all 
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Appendix 3: Stepwise regressions oetween 1981-85 innovation and 1982.1985 input-output 
supply vectors. 
DEPENDENT VARIABLE: INNOVATION VECTORS INPUT-OUTPUT VECTORS 
INDEPENDENT VARIABLE: INPUT-OUTPUT VECTORS INNOVA llON VECTORS 

RANK A-SQUARE RANK A-SQUARE 
sector 1982 1985 1982 1985 1982 1985 1982 1985 
1 NA NA NA NA NA NA .97 .58 
2 NA NA NA NA NA NA .58 .96 
3 NA NA NA NA NA NA .99 NA 
4 NA NA NA NA NA NA NA NA 
5 NA NA NA NA NA NA NA NA 
6 NA NA NA NA NA NA NA NA 
7 1 1 .99 .99 1 1 .99 .99 
8 NO NO .90 .91 NO NO .88 .30 
9 NA NA NA NA NA NA .98 .54 
1 0 NA NA NA NA NA NA .92 .33 
1 1 NA NA NA NA NA NA .37 NA 
1 2 NA NA NA NA NA NA NA NA 
1 3 NA NA NA NA NA NA NA .51 
1 4 .97 .97 .71 .69 
1 5 1 .97 .98 .95 .94 
1 6 1 .96 .97 1 .98 .98 
1 7 2 .99 .99 2 .99 .91 
1 8 1 .94 .95 1 .94 '16 
1 9 1 5 .99 .99 1 .91 .89 
20 8 NO .99 .99 NO .93 .99 
2 1 3 NO .97 .96 1 4 .79 .94 
22 .96 .95 2 .98 .92 
23 1 .95 .96 1 .97 .94 
24 1 .97 .99 1 1 .97 .89 
25 NO .66 .66 NO NO .95 .46 
26 1 .98 .98 .98 .96 
27 3 .89 .97 .85 .80 
28 1 1 .65 .67 1 1 .65 .74 
29 9 NO .99 .99 1 NO .99 .24 
30 1 1 .99 .99 2 7 .99 .99 
3 1 NA NA NA NA NA NA .82 NA 
32 NA NA NA NA NA NA .61 NA 
33 NO NO .97 .99 NO NA .80 NA 
34 NO .82 .83 NA NA .99 .98 
35 2 .94 .95 1 2 .97 .96 
36 1 3 .99 .99 3 2 .99 .99 
37 NO NO .99 .99 2 NO .99 .99 
38 .95 .95 2 1 .99 .99 
39 1 1 .99 .99 NO 7 .99 .99 . 40 2 2 .99 .99 .98 .97 
41 1 1 .98 .98 .97 .95 
42 1 1 .86 .97 .94 .93 
43 NO NO .99 .99 .99 .99 

NA Not applicable because of O on one of the two vectors either because of of true 0 values 
or because of absence of that sector in the innovation survey. 

NO The corresponding vector does not appear in stepwise regression 
Rank of corresponding supply vector 
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Table 2: Density indices for different matrices 

matrix World Firsts Innovation Total Domestic Import Capital flow 
size requirement requir. requir. 

43x66 .072 .11 48 .46 26 

12x23 .43 .70 

Table 3 The 1 0 First Suppliers 

SIC Industries Frequency Percentage # of 
of supply users 

31 O Metal products 175 6.48 43 
250 Chemicals 142 5.26 38 
328 Othc Machinery 101 3.74 38 
324 Chemical Machinery 112 4 .14 36 
483 Plastic Products 141 5.22 36 
325 Mining Machinery 94 3.48 28 
322 Machine Tool 94 3.48 27 
343 Ind. electr. equip. 93 3.44 26 
327 Wood work. Machin. 55 2.03 24 
342 Electric. motors 85 3.15 23 
Sub-total 1092 40.42 
Total 2701 100% 

Table 4: The 10 First Users 

SIC Industries Frequency Percentage Number of suppliers 

999 Consumers 693 25.65 72 
350 Automobiles 184 6.81 52 
320 Mech. machinery 150 5.55 48 
340 Elec.& Electronics 148 5.48 44 
250 Chemicals 1 1 6 4.29 32 
450 Clothing 103 3.81 30 
31 0 Metal products 1 1 1 4.10 28 
500 Construction 230 8.51 27 
430 Textile products 81 3.00 27 
470 Pulp & Paper 67 2.48 26 
Sub-total 1837 67.99 
Total 2701 100% 
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Graph 2: Innovation Agglomeration in Producer Goods (14 industries; 15 interactions) 
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Abstract 

A general definition of production is given. It involves the inclusion 
of the production of human capital and of active human in the total 
production system. The total production system is represented by 
means of the dynamic input-output -model, generalized to include the 
production of heterogenous human capital and human time. The rate 
of change of the balanced rate of growth is suggested as a measure 
of overall technical change. It is a generalization of the traditional 
measure of technical change to the total production system. The rate 
decrease of the production price is suggested as a sectoral measure of 
technical progress. It is a generalization of the sectoral measure of 
technical change for wholly integrated sectors. The main results of an 
empirical application to the Finnish data in 1970,1980 and 1985 are 
given. 



1 Introduction 

Technical change, or change in total factor productivity, is normally measured 
by the difference between the growth rate of output and the weighted sum of 
the growth rates of productive inputs. ff output is represented by the value 
added then only capital and labour are regarded as productive inputs, or as 
factors of production. On the other hand, also intermediate inputs can be 
treated as factors of production. In this case they have to be included in the 
value of output a:s well. 

However, sectors do not benefit only from improvements in their own 
immediate production techniques but also from technical progress in sectors 
producing inputs for them. This fact is taken into account in a measure of 
technical change in which all the sectors contributing, directly or undirectly, 
to the final output of a sector are thought to be vertically integrated to that 
sector. This measure has been derived, in different ways, by Peterson (1979), 
Wolff (1985) and Cas & Rymes (1991). All of them have also suggested 
different ways of treating also capital stock as a produced input. 

Here we are going even further. Also human capital and active human 
time are treated as products. This is dictated by the inner logic of the 
definition of total production suggested here and not just by the opmion of 
this author. It also follows, directly from the definition of production, that 
the natural way of representing the total production system is the dynamic 
input-output model, modified to deal with long gestation and productive 
periods and generalized to include the production of human capital and of 
active human time. 

Then the concept of technical change is generalized to the total produc
tion system defined in this paper. The rate of change of the balanced rate 
of growth, suggested here as the overall measure of technical change, is a 
generalization to the total production system of the traditional overall mea
sure of technical change. Likewise the rate of change of the production price 
based on the generalized input-output dynamics, suggested here as the sec
toral measure of technical change, is a generalization to the total production 
system of the sectoral measure for the wholly integrated sectors. A decrease 
in the production price, of course, signifies technical progress. The balanced 
rate of growth of the dynamic input-output model as such has been used as 
an indicator of the growth potential of an economy e.g. by Carter (1974). 
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Treating human capital as a product means, among other things, that 
the efficiency of producing educated human capital, i.e. the efficiency of the 
education system, is taken into account in the overall measure of technical 
change. Treating active human time as a product means, for instance, that 
the cost of free services used by persons producing labour of a given type 
are taken into account in the sectoral measures of technical change for the 
sectors utilizing labour of this type. This concerns also all the other costs: 
the production prices on which the sectoral measures are based include the 
ultimate production costs of all the materials, public services etc. used to 
bring about the product and not only what is paid for these inputs by the 
producers. 

Since also human capital and active human time are produced within the 
production system the only primary input is the postponement in the using
up of different products tied up in the production process. This can be called 
"waiting" following Rymes (in Cas & Rymes (1991)). The rate of balanced 
growth in the total production system, in the last analysis, measures the 
productivity of the nation, i.e. the efficiency of the nation in the utilization 
of its natural resources, the natural talents of its members included. 

Because the generalized input-output dynamics cover the production of 
human capital and of active human time its empirical application requires 
data from a very large variety statistical sources. At the same time, it of
fers a natural systemizing framework for the social statistics, that part of 
social statistics that falls outside the national accounts proper included. The 
data requirements of the empirical application of the generalized dynamic 
input-output model are however not discm,sed in this paper. Information 
about them is available in Aulin-Ahmavaara (1992) and, in more detail, from 
the author. Neither is the method of calculating the balanced growth solu
tion represented here. Descpriptions of it can be found in Aulin-Ahmavaara 
(1987) and Aulin-Ahmavaara & Aulin {1992). · 

The empirical application represented in section 4 of this paper concerns 
Finnish data from the years 1970, 1975 and 1985. It shows that the Finnish 
economy is actually very close to the balanced growth path of the generalized 
dynamic input-output model. The main exceptions are the too small number 
of children as well as the too large number of persons in retirement when 
compared with the balanced growth path. 

The empirical application also shows the decline in the overall productiv-
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ity of the Finnish nation. The changes in the sectoral productivity measures, 
ie. the changes in the ultimate production costs are also discussed in some 
detail, mainly to demontrate the possibilities of the method suggested in 
this paper. The results concerning the Finnish economy may however be 
indicative of the development in the other welfare economies as well. 

2 The Total Production System 

2.1 The need for a redefinition of production 

In a draft revision (UN(1991)) of the SNA recommendation economic produc
tion is defined as an activity carried out under the control and responsibility 
of an institutional unit that uses inputs of labour, capital, and goods and 
services to produce outputs of goods and services. In the last analysis it is of 
course the definitions of goods and services that delimit production in this 
case. 

Goods are defined as physical objects whose ownership rights can be 
transferred from one institutional unit to another. Services again are hetero
geneous outputs that can be ordered from other units and "typically consist 
of changes in the conditions of the consuming units realized by the activi
ties of the producers at the demand of the consumers" ( draft revision of the 
SNA). 

There is a certain lack of consistency in the SNA definition of production. 
Services made by the households for themselves are excluded, although they 
can be used to subsitute private or government services. Labour is treated 
as a product when it is provided by one household to another to produce 
domestic services utilizing materials and equipment owned by the latter, but 
not when it is provided by a household to an enteprise to produce something 
utilizing equipment and materials owned by the enterprise. Human capital is 
not treated as a product although it is equally indispensable to the continu
ation of the production process as is physical capital. The goverment sector 
is not treated as a production sector in the same sense as the business sector; 
its intermediate inputs are included in final consumption. 

The SN A definition actually does not give any general principle according 
to which the definition of production could be extended beyond the market 
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system proper. Here we will try to delimit production by giving the general 
features of the activities that are included. 

2.2 Human capital and active human time as prod-
ucts 

It is obvious that human beings are in one way or other needed in the pro
duction process. When human beings are involved in something they have 
to use their time, which will here be called active human time. 

Accordingly in this study production is defined as follows: 

Production is direct or undirect utilization of active human time 
to bring about something that can be used up or transformed into 
another form in a process utilizing active human time directly or 
undirectly. 

This defines, fullowing the tradition iniated by Francois Quesnay (1694-1774), 
production as a circular process in which commodities are produced by means 
commodities. Still a definition of active human time is needed. 

Active human time is any use of time by human beings who have 
passed their basic education and have not become unable to work. 

And finally a product has to be distinguished from its intermediate phases: 

A product is a result of the production process that is used ei
ther outside the unit that has produced it or outside the time unit 
during which it has been produced or to produce another unit of 
similar product. 

From these definitions it is obvious that active human time is also a 
product. The time of persons in retirement because of incapability of work 
has been excluded since their time cannot any more be used to produce 
something that could be used elsewhere in the production process. (In actual 
practice also those in retirement because of age - however capable of working 
they meay still be - have to be excluded , since their working capabilities are 
not registered in national statistics.) The time of children and young people 
under compulsary basic education has been excluded for the same reason. 
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As to the time of the rest of the population it is a product no matter in 
which way it is used. Labour and leisure are only different uses of the same 
product, viz. active human time. 

It follows from the definition of production that also that part of human 
capital which is created by raising children and by participating in education 
has to be regarded as a product. It is used up in the production of active 
human time. Also the intermediate phases of human capital are products 
because they are moved over to the next time period in order to be used in 
the production of subsequent phases of human capital. 

Let it be emhasized that production as defined above does not include 
creation of human knowledge, although it includes the transfer of knowledge 
and skills called education. 

Different kinds of human capital and of active human time are the only 
output of households they can use themselves. All the consumption of goods 
and services by them is used directly as an input in this production and 
not for instance as an input in the production of meals, or cleaning services 
or child care services for themselves. This follows from our definition of a 
product. In addition to this households, naturally, can also produce goods 
and services to be used by other units of production. 

A problem of aggregation, which doesn't concern merely the production 
process of active human time, is to decide how the production units should 
defined and the length of the time unit chosen. The latter is discussed in 
Aulin-Ahmavaara (1990). 

2.3 Total production system including human capital 
and active human time 

A natural way of representing a production process as defined above is Leon
tief 's (1953) dynamic input-output model. Production of labour was explic
itly introduced to this model by Brody (1970). His model however includes 
the production of labour still on a relatively general level and does not include 
production of human capital as a separate product. A dynamic input-output 
model generalized to include the production of heterogeneous human capital 
and heterogeneous active human time ( or labour) has been introduced and 
developed further in Aulin-Ahmavaara (1987), (1990), and (1991). The most 
comprehensive representation of its present state is given in Aulin-Ahmavaara 
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and Aulin (1992). In this section its main features will be delineated. 
Two sets of essential time periods in the representation of the production 

process in time by means of a dynamic input output model are the gestation 
periods of units of output and the productive periods of units of input. They · 
are defined as follows: 

Gestation period S; of a unit of output of a production unit j 
starts when the first unit of any input is involved in the produc
tion of this unit of output and ends when this unit of output is 
moved to the stocks of some other production unit. 

Productive period Pi; of a unit of input i in a production unit j 
starts when the delivery to which this unit of input belongs is first 
used in the production unit j, and it ends when the last unit of 
output in the production of which it is involved leaves the stocks 
of the production unit j. 

A production unit can also use itself part of its own output. In this case 
the gestation period of a unit of output ends and its productive period starts 
when the unit of output is first involved in the production of another unit of 
output. 

It is also possible that inputs belong to the stocks of a production unit for 
some time before they are actually used in the production. This possibility 
is here disregarded for the sake of simplicity. It has been taken into account 
in the formalism of Aulin-Ahmavaara (1990), where the definitions of the 
time periods connected with the dynamic input-output model as well as 
the significance of the choice of the basic interval of time of the model are 
discussed in more detail. 

Both gestation periods and/or productive periods of some of the prod
ucts inevitably exceed the length of the basic interval of time in the model, 
normally a year. As to the productive periods this concerns both physical 
capital and human capital. As to the gestation periods it concerns especially 
human capital, though to a lesser extent also physical capital. The units of 
human capital have the additional feature that they can outlive their pro
ductive periods, ie. become incapable of work. All this means that the 
coefficients of the model depend on the earlier path of the economy ( see e.g. 
Aulin-Ahmavaara (1990 and 1991)). 
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When the balanced growth path of the generalized dynamic input-output 
model 

x-A*x = >..B*x {1) 

is calculated this dependence has to be taken into account. Here the asterisks 
are used to denote that part of the elements of the matrices are not ordinary 
input and stock coefficients. They have been modified, by utilizing special 
coefficients, to deal 1) with productive periods longer than a year and 2) 
with periods of retirement. In these special coefficients it possible to take 
into account that there are different routes to the same education and that 
there can be variation in the lentghs of the productive periods and periods 
of retirement of persons belonging to the same educational category. These 
coefficients as well as their derivation are represented in full detail in Aulin
Ahmavaara (1990) and {1991). 

The problem of gestation periods longer than a year can be solved by 
dividing the production of an output with long gestation period into phases 
and treating different phases as different products. See e.g. Aulin-Ahmavaara 
and Aulin {1992). 

Both the matrix A* of input coefficients and the matrix B* of stock coeffi
cients have the following structure in the generalized input-output dynamics: 

GE 
EE ET 
TE 

GT) 
TT 

Here 
G =the totality of sectors producing market or non-market goods and 

services outside the households. It includes also a sector producing foreign 
goods and services. 

E =the totality of sectors producing different types of human capital. 
Every person who has finished his basic education IE has formed a unit of 
simple human capital. It should be noted that he has this unit of simple 
human capital until his retirement or death. He can then participate in some 
other education say iE. When he has finished this education iE he has 
produced a unit of human capital of type i and has also this unit of human 
capital in his possession for the rest of his productive life, and so on. 
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T= the totality sectors producing different types of active human time. 
Every person who has finished his basic education and has not retired pro
duces human time of the type which matches his latest education. In this 
production all the units of human capital produced by him are used as cap
ital equipment. He can use this active human time produced by him either 
in the production of goods and services, in the production of human capital 
of type lE by taking care of children, in the production of human capital of 
some type he does not posess as yet by participating in education, or in the 
production of active human time in the form of household work or leisure. 

3 The Generalized Measures of Technical 
Change 

The rate of balanced growth .,\ associated with the empirical matrices of the 
dyn =tmic input output model gives a measure of the growth potential of an 
economy utilizing the production technique represented by these matrices. 
This property of the dynamic input-output model has been utilized by e.g. 
Carter (1974) when studying the effects of changes in the technical coefficients 
on the growth potential of the U .S economy. 

Here it is suggested that the rate of overall technical change of the total 
production system of an economy is measured by the rate of changed..\/..\ of 
the balanced rate of growth associated with it. The rate of sectoral technical 
change of a sector i again is measured by the rate of change in its production 
price dpif Pi caclulated from the dual of the balanced growth solution of the 
dynamic input-output model. A decrease in the production price, of course, 
means technical progress. 

3.1 The generalized overall measure 

In this section it will be shown that the overall measure suggested here is 
a generalization to the total production system of the traditional overall 
measure of technical change. The representation of the earlier measures in 
this section and in the next one follows rather closely the work of Wolff ( 1985). 
That representation offers a good basis for showing the formal similarity 
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between the measures suggested in this study and the measures suggested 
elsewhere. 

Following symbols will be used, in addition, to those given in the previous 
sections: 

X = vector of gross output by sector 
Y = vector of final demand by sector 
l =vector of labor coefficients 
k = vector of capital stock coefficients 
p = vector of prices 
w = the uniform annual wage rate 
y = pY = gross national product at current prices 
L = IX = total employment 
K = kX = total capital stock 

All these variables refer to time t. 
The standard overall measure of the rate of productivity growth is defined 

as 
p = (pdY - wdL - rdK)/y. (2) 

Since the measurement of total factor productivity is based on the assumption 
of competitive equilibrium, a uniform wage rate w as well as a uniform rate of 
profit r can be assumed. The equilibrium price vector can then be computed 
from 

p = (wl + rk)(I - At1 
• 

Furthermore in the static input-output model 

Y = (I -A)X. 

(3) 

(4) 

The rate of aggregate total factor productivity can now (Wolff (ibid.) p.269) 
in view of (2)-( 4) and of definitions of L and K be expressed as 

p = -(pdA + wdl + rdk)X/y . (5) 

On the other hand, multiplying both sides of equation (1) by the equilib
rium price vector of the dynamic input-output model p gives: 

A= p(I - A)x 
pBx 
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It can be proved (Brody (1970) and Johansen (1978)) that we have, in the 
first approximation: 

d>. = -p(dA + >.dB)x/pBx. (7) 

From (6) and (7) we get 

d>./>. = - = -p( dA + >.dB)x = - (dA >.dB) / 
p p(l - A)x p + x y ' (8) 

with[, formally similar top in (2). The definition of production is, however, 
more comprehensive and the matrix A contains, in addition to the ordinary 
flow coefficients, also the coefficients of replacement of fixed capital. 

3.2 The generalized sectoral measure 

The sectoral measure suggested here is a generalization of the sectoral mea
sure for wholly integrated sectors suggested by Peterson (1979) and by Wolff 
(1985). The differences are in the definition of production, i.e. in the fact 
that here also tangible human capital and active human time are treated as 
products. Treating active human time as a product means, for instance, that 
the cost of free services used by persons producing labour of a given type 
are taken into account in the sectoral measure for a sector utilizing labour of 
this type. 

To show the formal similarity between the sectoral measure suggested 
here and the earlier measures we will again be following the work of Wolff 
(ibid.). 

In the static input-output model the total requirements of labour and 
capital per unit of final output are 

/3 = 1(/ - Atl 

I= k(I -At 1
• 

(9) 

(10) 

The sectoral rate of total factor productivity growth is then defined as 
"the inverse of the rate of decrease in total factor requirements per unit of 
output" (Wolff, ibid.), as follows: 

1r" = -( wd/31 + rd11 ) = -( wd/31 + rd11 ) . 
1 w/31 + r,1 Pi 

(11) 
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This sectoral measure takes into account productivity gains in the production 
of intermediate inputs. It relates to a composite sector j, in which all the 
sectors contributing directly or undirectly to the final output of sector j are 
vertically integrated to it. This sectoral measure can also be said to represent 
the rate of decrease in the equilibrium price of the product of a sector caused 
by changes in total factor requirements. 

Obviously 
p = 1r*pY/y (12) 

and the sum of weights in aggregation is equal to unity. 
In the dynamic input-output model the total factor requirements, i.e. the 

contributions to "waiting", per unit of output in different sectors, are: 

R = B(I - At1 
• (13) 

The ij 'th elements of matrix R represents the total quantity of the product 
of sector i that is tied up, directly or undirectly, in the production of a unit 
of output of sector j. It should be remembered that the matrix B does not 
consist only of the coefficients of fixed capital. It includes also the coefficients 
of inventory. And there are nonzero stock coefficients even from the sectors 
producing services and human time, even though they cannot be stored as 
such. They can, instead, be stored as components of semifinished products 
(for further discussion, see Aulin-Ahmavaara (1987) and (1990)). 

Differentiating (13) gives 

dR = B(I - At1dA(I - At1 + dB(/ - At1 
• (14) 

The obvious generalization to the total production system of the sectoral 
measures 1r; in ( 11), is 

-p>..dR-ir~ = _______ J 

, Pj ' 
(15) 

where dRj is the j'th column of the matrix dR. Utilizing the same aggrega
tion as in (12) gives 

p = ir*pY/y. 

The differentiation of the price equation 

p = >..pB(I - A)-1 
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gives, in the first approximation: 

dp = pJ..dR + dJ..pR + J..dpR . (17) 

Thus the sectoral measures *J are equal to the price changes caused by 
the direct effects of technical changes. The secondary effects through the 
changes in the production costs of the stocks of products being tied up in 
the production process as well as the through the efficiency of "waiting" J.. 
are disregarded. 

The unit price of a product, expressed in the unit production costs of 
simple human time, actually tells how many units of simple human time 
could have been produced with the resources used to a unit of this product. 
Then a change in the price of a product can be interpreted as a change 
in the total factor requirements per unit of this product measured in the 
factor requirements per a unit simple human time. Accordingly we can give 
another, more accurate, form to the sectoral measure of technical change in 
the total production system: 

(18) 

Using the same aggregation as in (12) gives 

fr*pY/y = -dp, pY/y = -dpY/y. 
Pi 

(19) 

If the total value of final product measured in the unit production costs of 
simple human time, is kept constant, we have -dpY = pdY and accordignly 

fr*pY/y = pdY/y = dJ../ J.., (20) 

provided that also the total value of capital measured in unit production 
costs of simple human time is unchanged. 

To calculate the values of the sectoral measures in (19), we should be able 
to express the production prices of the year of comparison in terms of the 
production price of a unit simple human time in the base year. A method 
of establishing the link between the prices of two different years would be to 
utilize the formula (20). 

12 



On the other hand, comparisons between the rest of the sectors, with 
respect to the development of their productivity can be simply performed on 
the basis of the prices measured in terms of the current year production costs 
of simple human time. A change in the price of a unit of simple human time 
only means a uniform relative change in the prices of the rest of the sectors. 

The reasons of the changes in the sectoral production costs can be anal
ysed by decomposing these changes for instance into changes in the labour 
costs, in the costs of intermediate products, in the costs of fixed capital and 
depreciation. Tlie labour costs would in this case comprise all the costs pro
ducing a given type of labour, the costs of human capital and the consumption 
of free or subsidized services and of time in retirement included. 

4 Empirical Application to The Finnish To
tal Production System 1970-1985: The main 
results 

The empirical application represented here includes two versions, which dif
fer in the treatment of the production of simple human capital and of the 
consumption of persons in retirement. In the basic version it is assumed that 
one unit of each phase of simple human capital is needed as an input to its 
next phase. This would mean that, in the balanced growth situation, the size 
of each generation of children should be 1 + A times the size of the previous 
one. This, of course, is not usually the case. 

In fact the productivity of labour is normally increasing so that there 
is no need for the number of children to be equal to the one implied by 
the balanced growth solution. This is taken into account in the modified 
version of the application. In the modified version it is assumed that a child 
belonging to each generation is 1.032 times as productive as a child belonging 
to the previous one. This means that only 1/1.032 units of each phase of 
simple human capital is needed as an intput to its next pahse. The number 
1.032 has been chosen, because, during the period 1979-88, the growth rate 
of labour productivity in the business sector in Finland was 3.2 per cent 
(OECD (1990)). Earlier in the 70's it was somewhat larger, but it is actually 
the future development of labour producvitity that matters in this case. 
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It should be noted that for the number of children implied by the modified 
version to be large enough for the balanced rate of growth given by this 
version, the productivity of labour should be increasing at the same rate in 
all its uses, not only in the production of goods and services in the business 
sector. 

In the basic version the ratio of the number of persons in retirement to the 
number of active persons depends on the rate of growth ,\ and on the length 
of the productive period and of the period of retirement of human beings ( see 
Aulin-Ahmavaara (1991)). The modified version is based on the actual ratio 
of number of persons in retirement to the number of active persons, which 
tends to be larger than the ratio implied by the basic version. 

4.1 The proximity of the balanced growth output pro-
portions to the actual ones 

The distributions of the total output of active human time by type of edu
cation are according to the balanced growth output proportions of both of 
the versions very near to the actual distributions (Table 1 ). There seems, 
though, to be a sligth tendency of the actual distribution to have too large 
a share of persons with only matriculation examination (L4) and too small 
a share of persons with higher education at the graduate level (L 7). 

Table 1. Shares of different types of education in the total output of 
active human time 

Type 1970 1980 1985 
of ed. Basic Mod. Act. Basic Mod. Act. Basic Mod. 
Ll .704 .704 .700 .530 .533 .528 .446 .451 
L2 .160 .160 .160 .253 .251 .256 .288 .286 
L3 .055 .055 .053 .074 .073 .071 .102 .101 
L4 .023 .024 .032 .049 .050 .053 .061 .063 
L5 .026 .026 .024 .040 .039 .039 .040 .039 
L6 .011 .011 .012 .021 .020 .020 .020 .020 
L7 .018 .018 .017 .031 .031 .028 .038 .037 
L8 .002 .002 .002 .003 .003 .003 .004 .004 

Act. 
.447 
.291 
.102 
.065 
.038 
.020 
.035 
.003 

Ll = basic, L2 = secondary, lower level, L3 = secondary upper level, vocational, L4 = 
secondary upper level, nonvocational, L5 = higher, lowest level. L6 = undergraduate level, 

L 7 = graduate level, L8 = postgraduate level 

14 



The proximity of the balanced growth proportions to the actual propor
tions is, according to both of the versions, very close also in the case of the 
sectors producing goods and services (Table 2). The main exception is the 
building sector (G7). A possible explanation to this is the higher growth 
rate of the sectors producing goods or services. The investment rate of the 
Finnish economy is also rather high. The sectors producing consumption 
goods (G3) and services (G12-G13) seem, likewise, to be somewhat overrep
resented in the balanced growth solutions, slightly more in the basic version 
than in the modified one. A possible explanation to this is that the actual 
number of children (Table 4) is smaller than the one implied by the balanced 
growth solutions. 

Table 2. Shares of different sectors in the total output of goods and services 

Type 1970 1980 1985 
of ed. Basic Mod. Act. Basic Mod. Act . Basic Mod. Act. 
Gt .064 .063 .059 .035 .034 . 036 .035 .034 .034 
G2 .027 .028 .029 .020 .020 .020 .016 .016 .016 
G3 .121 .119 .109 .087 .086 .082 .079 .078 .075 
G4 .089 .089 .091 .087 .088 .089 .071 .072 .075 
G5 .091 .093 .097 .094 .095 .098 .101 .103 .100 
G6 .056 .057 .057 .087 .088 .084 .076 .076 .079 
G7 .048 .052 .063 .045 .048 .061 .047 .050 .059 
GS .020 .022 .025 .019 .020 .018 .018 .019 .018 
G9 .023 .023 .022 .042 .042 .041 .042 .042 .041 
Gl0 .078 .076 .073 .083 .082 .082 .089 .088 .086 
Gll .052 .052 .050 .058 .058 .057 .058 .057 .054 
G12 .028 .027 .027 .024 .023 .022 .030 .027 .025 
G13 .060 .059 .055 .067 .065 .061 .083 .081 .077 
G14 .056 .055 .050 .037 .036 .034 .041 .040 .037 
G15 .072 .071 .066 .075 .075 .072 .092 .091 .094 
G16 .115 .116 .127 .138 .139 .144 .125 .125 .130 

G 1 = agricult. & fishing, G2 = forestry, G3 = manuf. of cons. goods, G4 = manuf. of 

wood and paper, G5 = mining & metal industries, G6 = other manuf., G7 = building, 

GB = other contsr., G9 = electr., gas & water, GlO = trade, financ. inst. & insurance, 

Gll = transport & communic., G12 = education, G13 = other government serv., G14 = 
ownership of dwellings, G15 = other serv., G16 = foreign trade 

15 



Table 3. Deviations of the balanced growth ratio of the total number of active 
persons to the total output of goods and services from the corresponding actual 
ratio, per cent 

Year Basic version Modif. version 
1970 + 7.1 + 2.3 
1980 + 5.2 + 0.7 
1985 + 3.6 + 0.4 

The ratio of the total number of active persons to the total output of 
goods and services is (Table 3), according the balanced growth solution of 
the basic version somewhat larger than the actual one. The modified version 
is very close to the actual situation. 

The main imbalance in the actual output proportions is that the actual 
ratio of the number of children to the number of active persons (Table 4) 
is remarkably smaller than the one implied by the balanced growth output 
pruportions. In the case of the basic version this is natural because of the 
increasing productivity of labour. But in the case of the modified version it 
has been assumed, in the calculation of the coefficients to the production of 
simple human capital, that there is a 3.2 per cent increase in the productivity 
of simple human time in all its uses (see pp 13-14). Even in this case the 
actual ratio remains smaller than the calculated one. 

Another imbalance is that the ratio of the total number of adult persons 
to the number of active persons (Table 5) is in reality larger than according 
to the balanced growth solution of the basic version. 

Table 4. Ratios of the number of children to the number 
of active persons 

Year Basic vers. Modif. vers. Actual 
1970 .624 .567 .418 
1980 .553 .491 .359 
1985 .497 .445 .340 

16 



Table 5. Ratios of the total number of adult persons 
to the number of active persons 

Year Stand. vers. Actual 
1970 1.148 1.239 
1980 1.192 1.291 
1985 1.240 1.306 

4.2 The declining overall productivity 

The calculated balanced rates of growth indicate a clear fall in the overall 
productivity of the Finnish total production system during the 70's and an 
even faster decrease during the first half of the 80's (Tables 6 and 7). 

Table 6. Rates of balanced growth, per cent 

Year Basic version Modified version 
First round Final round First round Final round 

1970 1.192 2.092 1.843 2.657 
1980 .884 1.668 1.408 2.123 
1985 .614 1.249 1.106 1.718 

Table 7. Changes in the overall productivity, per cent 

Period Entire period Annual average 
Basic vers. Mod. vers. Basic vers. Mod. vers. 

1970-1980 - 20.28 - 20.08 - 2.24 - 2.22 
1980-1985 - 25.09 - 19.08 - 5.61 - 4.15 
1970-1985 - 40.28 - 35.34 - 3.38 -2.86 

For the 70's both of the versions give remarkably similar results. Also the 
acceleration of the decline in total productivity is obvious according to both 
of them. The reason why the decline in the 80's is smaller in the modified 
version than in the basic version is that the ratio of the total number of adult 
persons to the number of active persons rises faster in the balanced growth 
solutions of the basic version than in reality. 

The actual growth rates of GDP in the 70's and in the first half of the 80's, 
about 3 per cent on the average, were larger than the growth rates displayed 
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in Table 6. An obvious reason for this is the increasing productivity of labour 
in the sectors producing goods or services. Therefore the population could 
grow in the period in question, at a lower rate than the production of goods 
and services. 

As a matter of fact the ratio of the number of children to the number of 
active persons is, Table 4, in reality even smaller than the one implied by the 
modified version in which the increase in productivity of simple human time 
has been taken into account. This, too, gives more room for a temporarily 
faster growth, which however cannot be sustained in the long run, unless the 
labour productivity growth accelerates. 

Table 6 shows, besides the calculated final growth rates, also the results 
of the first round of the outer iteration, which do not include the growth 
created by growth, i.e. the effects of the rate of growth on the coefficients 
depending on it. 

Table 8. Rates of balanced growth with unchanging per capita 
consumption of goods and services, per cent 

Base year Year Basic version Mod if. version 

1970 1970 2.092 2.657 
1980 2.751 3.252 
1985 2.851 3.351 

1980 1980 1.668 2.123 
1985 1.920 2.372 

In the balanced rates of growth displayed in Table 8 the per capita con
sumption of goods and services, apart from the educational services used in 
the production of educated human capital, has been kept on the base year 
level. It seems that the growth potential of the Finni'sh economy would have 
been increasing had the consumption of goods and services not increased. 
This increase in productivity has however almost literally been eaten up. 
The problem with this interpretation is that the increased consumption of 
goods and services has possibly, at least to some extent; been necessary for 
the improvement of productive capacity of population. 

Though the increasing trend of the balanced rate of growth on the as
sumptions of unchanging per capita consumption is obvious in Table 8, the 
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results seem partly to depend on the choice of the base year, i.e. on the 
structure of the consumption of goods and services. 

The reasons of the declining growth potential can be analysed by calcu
lating the changes in the production prices i.e. in the ultimate production 
costs of different sectors of the economy. Here only part of the results will 
be given. Further results can be found in Aulin-Ahmavaara (1992). 

4.3 The increasing production costs of educated hu-
man capital 

The production prices of educated human capital in terms of current year 
production cost of simple human time have had in general an increasing 
trend (Table 9). The exceptions are the post graduate education and the 
nonvocational education at the upper level of secondary education. The 
latter ran be attributed to the decreasing number of drop-outs and failures 
to pass one's form. This might, of course, also be a sign ofa change in the 
quality of this type of education. 

Table 9. Annual average changes in the ratios of the production prices of different 
types of human capital to the production price of simple human time, per cent 

Type of education Basic version Modified version 
80/70 85/80 85/70 80/70 85/80 85/70 

Basic -.31 -.76 -.46 -.29 -.59 -.39 
Sec., lower level .60 1.72 .97 .60 1.77 .99 
Sec., upper level, voe. .96 -.76 .38 .99 -.69 .43 
Sec., upper level, nonvoc. -1.43 -1.0 -1.29 -1.45 -.98 -1.30 
Higher, lowest level -.81 1.74 .03 -.87 1.79 0 
Undergraduate level -.16 1.35 .34 -.21 1.39 .32 
Graduate level .24 1.19 .56 .19 1.24 .54 
Postgraduate level -.48 -.35 -.44 -.55 -.30 -.46 

It is not ( except in the case of simple human time) enough to have a unit 
of human capital of a given type to produce active human time of this same 
type. For instance to produce human time at the graduate level at least a 
unit of simple human capital and a unit of human capital with secondary 
education at the upper level are needed, in addition to a unit of graduate 
level human capital. Because a unit of simple human capital is involved in 
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the production of all types of active human time it is the differences in the 
production costs of educated human capital involved in the production of 
different types of active human time that determine the differences in the 
production costs of different types of human time. 

Table 10. Annual average changes in the ratios of the production prices of educated 
human capital tied up in the production of different types of human time to the 
production price of simple human time, per cent 

Type of education Basic version Modified version 
80/70 85/80 85/70 80/70 85/80 85/70 

Sec., lower 1.38 2.69 1.81 1.38 2.73 1.82 
Sec., upper, voe. 1.59 2.35 1.84 1.59 2.57 1.85 
Sec., upper, nonvoc. -1.43 -1.00 -1.29 -1.45 -.98 -1.30 
Higher, lowest level .34 2.23 .97 .30 2.28 .95 
Undergraduate level -.68 .46 -.30 -.71 .50 -.31 
Graduate level -.32 .52 -.04 -.35 .57 -.04 
Postgraduate level 0 -.55 -.19 -.05 -.52 -.20 

The rise in the total production costs of educated human capital involved 
in the production of human time with vocational education has speeded up 
during the first half of the 80's (Table 10). The development of the total 
production costs of educated human capital involved in the production of 
human time with university education is more favourable in Table 10 than 
the development of the production costs in Table 9. The reason for this is the 
decreased production price of human capital with matriculation examination, 
discussed above. 

Taking into account the problems with the data on the flows within the 
education system, it is possible that the rise in these costs has in the case of 
vocational education been even larger than shown in Table 10. The devel
opment of the production costs, however, is remarkably similar according to 
both of the versions. 

4.4 The uneven development of the production prices 
of goods and services 

The units of measurement of the quantities of goods and services are in each 
of the years equal to a quantity worth 100 000 Fl\1. This of course means 
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that the units gets smaller along with the rising prices. In Table 11 this has 
been taken into account by multiplying the production prices by the implicit 
price indices of the respective sectors in the national accounts, with 1970 as 
the base year. 

Because of the unit of measurement, all the sectors producing goods and 
services have the same unit price, 100 000 FIM. If the actual price proportions 
were equal to the production prices calculated by the model i.e. to the 
ultimate production costs, then obviously the production prices of all the 
sectors producing goods and services should be equal. As can be readily seen 
from Table 11 this however is by far not the case. 

Table 11. Ratios of the production prices of goods and services to the production 
price of simple human time 

Sector Basic version Modified version 
1970 1980 1985 1970 1980 1985 

Agric.& fishing 5.330 3.534 3.142 5.423 3.603 3.209 
Forestry 1.801 1.097 1.097 1.840 1.126 1.128 
Man. of cons. goods 3.469 2.218 1.913 3.540 2.265 1.958 
Man. of wood & paper 1.981 1.609 1.343 2.035 1.653 1.384 
Mining & metal ind. 2.148 1.397 1.044 2.201 1.429 1.071 
Other manufact. 2.045 2.292 1.887 2.098 2.351 1.938 
Building 2.127 1.802 1.673 2.170 1.839 1.709 
Other construct. 2.284 1.933 1.670 2.334 1.972 1.706 
Electr. ,gas & water 1.961 2.225 1.608 2.061 2.312 1.675 
Trade, fin. inst. & ins. 2.434 1.826 1.596 2.487 1.865 1.633 
Transport & comm. 2.336 1.783 1.600 2.397 1.829 1.643 
Education 1.343 1.376 1.336 1.392 1.419 1.383 
Other gov. serv. 2.551 2.047 1.785 2.640 2.108 1.838 
Ownership of dwell. 1.582 1.178 1.044 1.718 1.286 1.144 
Other services 2.203 1.944 1.765 2.257 1.991 1.811 
Foreign trade 2.432 1.791 1.744 2.493 1.836 1.790 

The production price of the agricultural sector is exceptionally high. This 
is partly due to the relatively large net subsidies received by the agricultural 
sector. In this study all the market industries are assumed to participate 
on equal basis to the expenditures of those government services which are 
not used directly as personal services by population. Accordingly they are 
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allocated as inputs to the market industries in proportion to the value added 
generated by these industries. 

An even more important reason of the high production prices in agri
culture is that the share of labour costs in the unit price is according to 
our analysis remarkably higher than it is according to the national accounts. 
However, the latter cannot be exactly calculated because the labour costs of 
the farmers are not separated from their operating surplus in the national 
accounts. 

The higher ultimate labour costs in agriculture shown by the model are 
due to the fact that the ratio of the production price of simple human time to 
the production costs of other types of human time is higher than the corre
sponding wage ratio. This is to be expected because of progressive taxation 
and the differences in the receipts of income transfers and in the use of free 
or subsidized services between persons at different income levels. This means 
that sectors utilizing human time with higher educational qualifications are 
actually paying part of the production costs of sectors utilizing human time 
with lower education. Agriculture is typically a sector of the latter type. 

The relatively high production price of manufacturing of consumption 
goods again can be attributed to the high production price of agriculture. 
An additional reason are the commodity subsidies paid for the farm products. 

An exceptionally low production price can be found in forestry. This is 
due to the fact that capital stock tied up with the timber growing in the 
forests has not been taken into account. Partly it belongs to the natural 
resources and needn't be taken into account in the production costs in the 
sense of this study. But partly this stock is a result of different measures to 
improve forests. This part actually belongs to the produced capital stock. 

The fact that educational services is a sector utilizing human time with 
higher education, again, makes it a sector of a relatively low production price. 
One reason to the relatively low production price .of the sector producing 
dwelling services is that, in the model, it is the real interest rates and not 
the nominal ones that count. And the real interest rates given by the model 
of course ar smaller than the actual ones. 

The production prices in terms of current year production prices of simple 
human time have been declining , with a few exceptions, in all the sectors 
producing goods and services according to both of the versions (Table 12). 

Accordingly the sectors producing ordinary goods or services have shown 
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better productivity development than the sectors producing human capital. 
The results based on the two versions of the model are very similar. 

Tables 13 and 14 serve to explain the changes in the unit prices displayed 
in Table 12. The results given in Table 13 as well as those in the first 
two columns of Table 14 are based on the basic version of the model. The 
corresponding results based on the modified version are not shown here, 
because they are practically identical with those of the basic version, the 
largest difference being 0.1 percentage points. The results concerning the 
unit production costs of replacement of fixed capital are given, in Table 14, 
according to both of the versions. The differences between the models are in 
this case somewhat larger, although still very small indeed. 

The main reason to the unfavourable productivity development in other 
manufacturing and in electricity, gas and water services is, Tables 13 and 14, 
the increasing unit costs of inputs of goods and service. This can in both 
cases be attributed to the rising oil prices. 

Table 12. Annual average changes in the ratios of the production prices of goods 
and services to the production price of simple human time 

Sector Basic vesion Modified version 
80/70 85/80 85/70 80/70 85/80 85/70 

Agriculture & fishing -4.03 -2.32 -3.46 -4.01 -2.28 -3.44 
Forestry -4.84 -0.01 -3.25 -4.79 +0.03 -3.21 
Man. of cons. goods -4.37 -2.91 -3.89 -4.37 -2.87 -3.87 

. Man. of wood &paper -2.06 -3.55 -2.56 -2.06 -3.50 -2.54 
Mining & metal ind. -4.21 -5.65 -4.69 -4.22 -5.61 -4.69 
Other manufacturing +1.14 -3.82 -0.54 +1.14 -3.79 -0.53 
Building -1.64 -1.48 -1.59 -1.64 -1.45 -1.58 
Other construction -1.66 -2.88 -2.06 -1.67 -2.85 -2.07 
Electric.,gas & water +1.27 -6.28 -1.31 +1.16 -6.24 -1.37 
Trade, fin. inst. & ins. -2.83 -2.66 -2.78 -2.84 -2.62 -2.76 
Transport & commun. -2.66 -2.15 -2.49 -2.67 -2.13 -2.49 
Education +0.24 -0.58 -0.04 +0.18 -0.51 -0.04 
Other gov. services -2.18 -2.70 -2.35 -2.23 -2.70 -2.39 
Ownership of dwell. -2.90 -2.39 -2.73 -2.85 -2.31 -2.67 
Other services -1.24 -1.92 -1.47 -1.25 -1.88 -1.46 
Foreign trade -3.01 -0.54 -2.19 -3.01 -0.50 -2.18 
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Table 13. Annual average changes in the ratios of the production costs of the inter
mediate inputs of goods and services and of human time to the sectors producing 
goods and services to the production price of simple human time, per cent 

Sector Goods and serv. Human time 
80/70 85/80 80/70 85/80 

Agriculture & fishing -5.5 -2.3 -3.8 -2.1 
Forestry -4.4 -0.6 -6.0 +0.4 
Man. of cons. goods -4.5 -2.6 -3.6 -4.4 
Man. of wood & paper -1.7 -3.1 -3.2 -5.2 
Mining & metal ind. -4.2 -5.7 -4.2 - 5.2 
Other manufacturing + 3.0 -4.2 -3.7 -1.9 
Building -1.4 -2.2 -1.9 -0.1 
Other construction - 1.8 -2.7 -1.3 . -2.7 
Electric.,gas & water +4.0 -6.5 -3.6 -4.0 
Trade, fin. inst. & ins. -0.8 -3.0 -4.1 -2.2 
Transport & commun. -1.1 -3.5 -4.3 0 
Education + 0.4 -1.5 +0.4 +0.4 
Other gov. services -2.9 -2.2 -1.5 -2.5 
Ownership of dwell. -4.6 -1.2 .. .. 

Other services -2.0 -.7 -0.7 -3.2 
Foreign trade -3.0 -.5 .. .. 

Up-to-date data on the distribution by industry of the intermediate use 
of goods and services in different types of government services and nonprofit 
services are not available. There are, it is true, also some other problems 
with the data on the education sector especially concerning 1970. However, 
all the evidence points to the unfavourable development in the productivity 
educational services. 

Considering the way in which the value of the government services is 
calculated in the national accounts a possible explahation to the increasing 
production costs of the educational services is, Table 13, that the costs of 
educating teachers has increased more than their actual remuneration. 
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Table 14. Annual average changes in the ratios of the production costs of fixed 
capital and replacement of fixed capital tied up in the production of goods and 
services to the production price of simple human time, per cent 

Sector Fixed capital Replac. of fixed capital 
Basic vers. Mod. vers. 

80/70 85/80 80/70 85/80 80/70 85/80 
Agriculture & fishing +0.1 -2.4 +2.7 -1.8 +2.9 -1.8 
Forestry +0.5 +2.2 +0.7 +1.4 +0.8 +1.3 
Man. of cons .. goods -2.6 -2.9 -2.3 -2.6 -2.2 -2.6 
Man. of wood &paper -1.5 -2.8 -1.0 -2.6 -0.8 -2.6 
Mining & metal ind. -3.2 -5.6 -2.7 -5.7 -2.6 -5.7 
Other manufacturing -2.3 -2.1 -2.0 -1.6 -1.9 -1.6 
Building -0.2 -0.3 -1.5 -2.1 -1.5 -2.1 
Other construction -0.5 -4.6 -1.2 -5.2 -1.2 -5.2 
Electric.,gas & water -3.9 -5.5 -3.1 -4.6 -2.9 -4.6 
Trade, fin. inst. & ins. -3.3 -2.4 -2.3 -1.7 -2.2 -1.7 
Transport & commun. -2.5 -1.9 -2.4 -1.6 -2.3 1.6 
Education +0.2 -0.6 +1.1 +0.9 +1.3 +0.9 
Other gov. services -2.9 -3.3 -1.9 -1.3 -1.6 -1.3 
Ownership of dwell. +0.7 -1.2 +2.0 +1.3 +2.4 +1.3 
Other services +0.6 -1.5 +2.1 +0.9 +2.4 +1.0 
Foreign trade .. .. .. .. .. . . 

Another explanation is, Table 14, that the interest on capital, which in 
the case of government services is not taken into account in the national 
accounts, has in the educational services increased more than in the rest of 
the government services. Besides, in the calculations based on the model of 
this study the investment in the school buildings also has an immediate effect 
on the replacement requirements. In national accounts the effects on capital 
consumption allowances of the increased investement in school buildings will 
be seen only later. 

The relatively unfavourable development of productivity in manufactur
ing of wood and paper in the 70's can be partly attributed to the oil price 
shock. But also costs of the services of fixed capital, Table 14, seem to have 
developed less well than in the other manufacturing sectors. 

The relatively favourable development in the metal industries as com
pared with for instance the forest industries is explained by the more favourable 
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development of the production costs of both intermediate inputs, Table 13, 
and of fixed capital and replacement, Table 14. 

The relatively large decrease in the production price in agriculture in the 
70's seems to be due to the deacrease in the production cost of intermediate 
inputs. This again is mainly caused by the fact that the input from this 
sector to itself has, according to the input-output tables, fallen sharply from 
the level of 1970. This might be caused by some change in the compilation 
of the statistics. 

The analysis of the production costs has here been based on the produc
tion costs expressed in current year unit production costs of simple human 
time. Taking into account also the increase in the production price of simple 
human time would only cause the same relative increase in the production 
prices. Therefore it was possible to make comparisons between developments 
in different sectors even though the final levels of the changes in production 
prices, i.e. in sectoral productivities, are not known. 
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Spillover Effects, Linkage Structure and Research and Development 

Edward N. Wolff and K. Ishaq Nadiri 

1 · Iptroclpction 

We investigate three issues in this paper. The first is the "spillover 

effect" of research and development (R&D) performed in one industry on 

technical change in its customers (industries which buy its inputs). The 

second is whether tech~ical progress in one industry directly affects the rate 

of technological progress in customers, independently of its level of R&D 

activity. The third is whether R&D or technical progress in an industry 

affects its linkage structure with other industries in the economy. 

R&D spillovers usually refer to the direct knowledge gains of customers 

from the R&D of the supplying industry (see Griliches, 1979). 1 There hQ~e 

been several approaches to measuring R&D spillovers. Terleckyj (1974, 1977, 

and 1980) provides measures of the amount of R&D "embodied" in customer 

inputs. Scherer (1981 and 1982), relying on Federal Trade Commission line of 

business data, uses product R&D, aimed at improving output quality, as a 

measure of R&D spillovers. 

A third approach is to measure the "technological closeness• between 

industries. For example, if two industries use similar processes (even though 

their products are very different or they are not directly connected by 

interindustry flows), one industry may benefit from new discoveries by the 

other industry. Such an approach is fo~d in Jaffe (1986) who uses patent 

. data to measure technological closeness between industries. In our own work, 

we shall distinguish between two possible formulations of R&D spillover and 

provide corresponding econometric tests. 2 

The second issue is quite unexplored: As far as we are aware, there have 

been no previous econometric studies estimating direct technological 
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spillovers. However, the previous literature is quite suggestive. For the 

German economy, Oppenlander and Schulz (1981) calculate that only about a 

third of new products are derived from new technology (i.e., process 

innovation). The remainder are "market innovations", which are used to open 

up new markets for the products. Pavitt (1984) estimates that out of 2,000 

innovations introduced in the United Kingdom, only about 40 percent were 

developed in the sector using the innovation. The remaining innovations were 

borrowed from new technologies developed in other sectors. 

The work of Nelson and Winters (1982) illustrates another approach. In 

their "evolutionary model," spillovers in technology among firms may occur as 

firms search or sample from their environment to develop new production 

techniques. Moreover, Rosenberg (1982) and Rosenberg and Frischtak (1984) 

suggest the existence of clusters of innovations in industries that occupy a 

strategic position in the economy in terms of both forward and backward 

linkages. They speculate that there are certain intraindustry flows of new 

equipment and materials that have generated a vastly disproportionate level of 

technological change and productivity growth in the economy. 3 

The third issue also opens up a relatively new area of research. The 

4 linkage issue has a long history in development economics. The measurement 

of linkages has also received considerable treatment ~n the input-output 

literature. 5 These indices essentially serve to asses the relative importance 

of one industry's output as inputs in other industries (the so-called "forward 

linkage"). 6 

In our work, linkage structure is important in two ways. First, it 

provides another index of both R&D and technological spillovers. Gains from 

R&D and technological progress (which we will measure by the rate of total 
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factor productivity growth) may take the form of an expansion in industry 

sales from the penetration of new markets (sectors). Indeed, R&D conducted by 

an industry may engender a whole new set of customers, if radically new 

technologies are developed, as the histories of the automobile and computer 

industries suggest. The expansion of linkages from technological progress may 

be a consequence of lowered product price or improved product quality. Though 

we can not distinguish between these two possible effects with our data, we 

can measure their joint effect on linkage structure. 7 

Second, increasing linkages may be socially beneficial in its own right, 

since it is tantamount to increasing specialization and division of labor in 

the economy and hence higher overall productivity. Indeed, Leontief (1966) 

found that more developed economies had greater linkages among producing 

sectors (fuller interindustry tables) than less developed ones. This factor 

was also the basis of the Hirschman (1958) proposal for promoting 

interindustry linkages as a development strategy. 

We use an input-output framework to analyze the relations among R&D, 

technical change, and intersectoral linkages. Admittedly, though these three 

relations are necessarily dynamic and may occur with considerable lags, data 

limitations force us to analyze them contemporaneously. Despite this, we 

obtain several new and potentially important results. First, we find 

significant spillovers from R&D embodied in capital stock. Second, we find 

that a sector's own rate of total factor productivity growth is significantly 

related to the total factor productivity growth of a sector's supplying 

industries. Third, a sector's degree of forward linkage with other sectors is 

found to be positively related to the sector's R&D intensity and its rate of 

total factor productivity growth. Fourth, splitting R&D data into a 
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privately-financed and government-financed component, we find stronger effects 

from private R&D embodied in inputs than from total embodied R&D. 

The remainder of the paper is organized into four parts. Section 2 

presents our basic model and the results on the spillover effects of R&D. 

Section 3 provides the results on spillover effects of sectoral technical 

change. Section 4 considers the relation between R&D, technical change, and 

linkage structure. Concluding remarks are presented in the last section. 

2. senieur Vt•ss• 0( 16P 
Our model is based on an input-output accounting framework. Let 

Xi (column) vector of gross output by sector at time t. 

Yt - (column) vector of final demand by sector at time t. 

¾ square matrix of inter-industry technical coefficients, a1J, 

at time t. 

~ (row) vector of labor coefficients at time t, l 1t, showing 

employment per unit of output. 

~ square matrix of capital stock coefficients, k1J, at time t, 

showing the capital of each type required per unit of output. 

Pt (row) vector of prices at time t, showing the price per 

unit of output of each industry. 

Unless otherwise indicated, all variables are in real terms. In addition, let 

us define the following scalars: 

wt the annual wage rate. 

it the rate of profit on the capital stock at ti.lie t. 

We can now define a row vector w, where the rate of TFP growth :or sector j 

is given by 

... 
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where d refers to the differential. 8 This measure is a continuous version 

of a measure of sectoral technical change proposed by Leontief (1953). 

Alternatively, since, for any variable z, dz z·d log z, where log is 

the natural logarithm, then sectoral TFP growth is given by 

where a 1J p1a1J/PJ, vLJ - wlJ/PJ; and vE.J - ikJ/PJ. These three terms 

give the current value shares of the respective inputs in the total value of 

output. Since productivity growth rates are measured over discrete time 

periods rather than instantaneously, we use the average value share of a 1J, 

VLJ• and V~ over the sample period to measure w. 

R&D is introduced into the model as follows. Let 

RDJt - sectors j's expenditure on R&D (in constant dollars) in year t. 

Then, the R&D intensity of output, r, is given by 

which shows the amount of R&D expenditure (in constant dollars) per unit of 

output. It should be noted that this differs from the usual treatment, where 

R&D intensity is defined as RDJt relative to GDP or value added rather than to 

gross output X. We use this particular form of R&D intensity in order to be 

consistent with the other coefficients in an input-output framework and in 

order to construct measures of R&D embodied in material inputs. The 

correlation between RDGDO and the standard measure of R&D intensity, the ratio 
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of R&D to GDP, is quite high, at 0.86, so that our results should not differ 

too much from previous ones on this account. 

Following Mansfield (1980), Griliches (1980), and others, we shall begin 

with the standard form for estimating the return to R&D: 

where a0 is a constant, b0 the rate of return of R&D, Dt are time dummies 

and ct the corresponding coefficients, and EJt is a stochastic error term. 

Equation (3) is derived from the assumption that the (average) rate of return 

to R&D is equalized across sectors. Time dummies are introduced to allow for 

period-specific effects on productivity growth not attributable to R.&D. 

A word should be said about the stochastic properties of the model. We 

implicitly assume a one-factor, fixed effect model in the corresponding level 

equation, of the form: 

where A is total employment;~ is total capital stock; for expositional 

convenience,µ is total intermediate inputs and vH the corresponding value 

share; RDSTKJt is the~ of R&D capital of sector j at time t; and ~J 

controls for time invariant unobservable industry heterogeneity. It is 

assumed that the eJt are independently distributed. 

We can derive equation (3) by first-differencing the above equation to 

yield: 
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/J d( log RDSTKjt.) - ( axjt./ aRDSTKjt.) . ( dRDSTKjt./ dt) /xjt. 

- h0 (RDjt. / xjt.) 

where h0 - axJt/aRDSTKJt. is the rate of return to R&D under the assumption that 

it is constant across industries and over time; and RDJt. - dRDSTKJt./dt is the 

annual expenditure on R&D. 

The advantage of this formulation is that no assumption is required 

regarding the stochasti'c properties of '1t. (for example, whether it is 

independent of the exogenous variables or of E, or whether it is independently 

or identically distributed). By assumption, the EJt. are independently 

distributed, but may not be distributed identically. For the regressions 

reported in Tables 3, 4, and 5 below, we also re-estimated them using the 

White procedure for a heteroschedasticity-consistent covariance matrix, with 

very similar results (results not shown). 

We introduce forward spillovers from R&D on the basis of trade flows 

between sectors. However, we distinguish between two different formulations 

of R&D spillovers. The first assumes that the amount of information gained 

from supplier i's R&D is proportional to its importance in sector j's input 

structure (that is, the magnitude of a1J) and its R&D expenditure relative to 

the output of sector j (that is, the ratio of RD1 to xJ). Then the amount of 

indirect R&D (RDMIND) received by sector j (from material inputs) is given by: 

where A0 is identical to the A matrix except that the diagonal is set to zero 

to prevent double-counting of R&D expenditures. The second assumes that the 

amount of R&D that spills over from sector i to sector j is proportional to 
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the amount of output sector i sells to j. This approach :.s ·~ed by Terleckyj 

(1974, 1977, and 1980). Define the sales coefficient b1J as: 

-
which shows the percentage of sector i's output that is sold to sector j. 

Then, the alternative measure of indirect R&D (RDMINDA) is given by9 

RDMINDAJ 

A similar approach is used by Scherer (1981 and 1982), except that his measure 

of indirect R&D is based on the number of patents issued by sector i which 

falls in sector j's industrial classification. In principle, his measure is 

identical to RDMINDA, except that indirect R&D is distributed proportional to 

patents instead of sales. 

The two approaches can be contrasted as follows. In the first, R&D 

performed by industry i is treated as an industry-wide public good whose 

(indirect) benefit is the same for each sector which buys from industry i. 

The benefit industry j receives is proportional to input i's importance in j's 

production structure (the coefficient a1J). In the second, R&D is implicitly 

treated as a sector-specific product. Thus, a sector that engages in R&D and 

sells p percent of its output to sector j will, in a sense, indirectly devote 

p percent of its R&D to improving sector j's technology (either through 

product improvement or new knowledge). As with its own R&D, the productivity 

effect is proportional to borrowed R&D as a percent of j's output, x;. 

Another source of borrowed R&D is new investment. As far as we are 

aware, this source has not received attention in the spillover literature. In 

this case, we assume that the information gain is proportional to the annual 

investment flow (the time derivative of the capital stock) per·..::.:: of output: 
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where a dot(·) indicates the time derivative. 10 

The new addition to sector j's stock of knowledge is the sum of its 

own R&D and that borrowed from other sectors. The estimating model is then 

given by 

where Dt represent dummy variables for time periods. This specification is 

similar to that of Terleckyj (1974, 1977, and 1980), except that no estimate 

of R&D embodied in capital stock was included in his work. 11 Here, it should 

be stressed that we have not considered the ability of or the costs to the 

borrowing sector to absorb technical change. 

Results on R&D Spillovers. Our basic data source consists of U.S. input

output tables, which are available on an 87-sector level from official sources 

for years 1947, 1958, 1963, 1967, and 1972, and 1977. All matrices were 

deflated to 1958 dollars using sectoral price deflators. In addition, data on 

employment and capital stock by sector were obtained for each of the six 

years. 12 Because of limitation of R&D stock data, it was necessary to 

aggregate the 51 manufacturing sectors in the input-output tables to 19 

sectors (see Table 1). Capital utilization rates were obtained on the 21-

order level. 13 Finally, estimates of average yearly R&D expenditure in 

constant dollars for each of the 19 aggregated manufacturing sectors in each 

· of the five time periods were obtained from published National Science 

Foundation data. Most of the series ran from 1951 to 1978, and R&D data from 

1951 to 1958 were used to estimate average R&D expenditure for the 1947-58 

period. 14 
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Ye begin with some descriptive statistics (see Table 2). Annual rates of 

TFP growth in manufacturing over the 1947-77 period range from a high of 1.9 

percent in chemicals to a low of -0.2 percent in lumber and wood products. 

The unweighted average across all manufacturing industries is 0.65 percent per 

year. Average R&D intensity (R&D as a percent of GOO) among all industries 

over the 1947-77 period is 1.8 percent, ranging from a high of 9.6 percent in 

transport equipment to a low of 0.05 percent in textiles and apparel. The 

simple correlation coefficient between TFP growth (TFPGRT) and R&D intensity 

(RDGDO) is a positive 0.39. Moreover, dividing the 19 manufacturing 

industries into groups of five (four for the bottom group) according to their 

rate of TFP growth, we find that the group with the highest TFP growth also 

had the highest average R&D intensity (3.2 percent), followed, in turn, by the 

next group, the second lowest group, and the bottom group (bottom panel of 

Table 2). 

R&D embodied in intermediate inputs (RDMIND) ranges from a high of 0.027 

in transport equipment to a low of 0.001 in tobacco products. RDMIND is also 

positively correlated with TFP growth, 0.34. The average value of RDMIND is 

highest for the top five industries ranked by TFP growth, followed, 

sequentially, by the next five, the next lower group, and the lowest group. 

In contrast, R&D embodied in capital investment (RDKIND) shows almost no 

correlation with TFP growth among manufacturing industries, and its average 

group value does not have the same rank order as TFP growth among the four 

groups. 

Regressions were pooled over five time periods: 1947-58, 1958-63, 1963-

67, 1967-72, and 1972-77. The use of synchronic time periods -- in this case, 

five -- is new in the literature, which typically presents estimates of the 
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return to R&D based on single-period regressions. These estimates may be 

period-dependent. Our approach allows us to capture long-term effects of R&D 

on productivity. Moreover, since R&D data were available only for 

manufacturing sectors, most regressions were performed only on manufacturing 

sectors. Other specifications, when appropriate, were performed across all 

sectors (50 in all). 

Regression results on R&D spillovers are shown in Table 3. R&D intensity 

is significantly related to sectoral TFP growth at the 5 percent significance 

level. The estimated direct return to R&D was about 11 percent among 

exclusively manufacturing sectors but 20 percent among all sectors. These 

estimates fall in the low part of the range of previous estimates of the 

direct rate of return to R&D, which range from about 3 percent (Griliches and 

Lichtenberg, 1984a) to 76 percent (Griliches and Lichtenberg, 1984b). (Also 

see Table 1 of Na~iri, 1991, and the paper for an extensive review of the 

literature). Our estimates are likely on the low side because we use TFP 

growth based on gross output (including intermediate inputs), instead of value 

added (excluding intermediate inputs), so that our estimates of sectoral TFP 

growth are about half those based on value added. 15 

The estimated indirect return to R&D based on RDKIND is found to be 14 

percent among manufacturing sectors and 8 percent among all sectors. These 

estimates also fall within the range of previous estimates, which vary from 

11 percent (Bernstein and Nadiri, 1988) to 183 percent (Terleckyj, 1980), 

though are, again, on the low side (also see Table 2 of Nadiri, 1991). 

Moreover, the coefficient estimates are not statistically significant. This 

has been the case in several other studies (see, for example, Odagiri, 

1985). 16 
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Ye also find that R&D embodied in capital stock (RDKIND) is significant 

at the 10 percent level among all sectors, with an estimated rate of return of 

9 percent. 17 This, as far as we are aware, is a new finding. Moreover, by 

adding together RDGOO, RDMIND and RDKIND, we obtain estimates of the total or 

social rate of return to R&D of 27 percent within manufacturing and 42 percent 

among all sectors, both significant at the one percent level. These again 

fall within the range of previous estimates. 

The time dummy variables fall into a consistent pattern (results not 

shown). They indicate that the general rate of TFP growth, not attributable 

to R&D, was highest in the 1958-63 period, followed by the 1963-67 period, the 

1947-58 period, the 1967-72 period, and, lastly, the 1972-77 period. These 

results correspond directly to the general pattern of productivity growth over 

the postwar period, particularly the post-1967 productivity slowdown. The F

statistics for the time dummy variables as a group are significant at the one 

percent level. 

We also include direct measures of forward industry linkage (see section 

3 below) as explanatory variables in equation (4). The argument here is that 

the existence of a large array of customer industries may stimulate the 

development of new technology in the supplying industry because of knowledge 

flows from customer to supplier. However, the forward linkage variables are 

found to be statistically significant. But, as we shall see below, the 

converse is not the case. 18 

Spillover Effects of Private and Government-Financed R&D. Using National 

Science Foundation data, we split R&D expenditures in each period into one 

part that was financed by private sources ("private" R&D) and a second part 

that was government-financed. Company-financed R&D comprised more than 90 
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percent of total R&D spending in all industries except rubber products (SIC 

30); engines, machinery and industrial equipment (SIC 35); electrical 

machinery and appliances (SIC 36); motor vehicles and transportation equipment 

(SIC 37); and scientific equipment and supplies (SIC 38). Indeed, in 

electrical machinery and transportation equipment, government-financed R&D 

accounted for about two-thirds of total R&D. 

We first estimate the return to privately-financed R&D, RP, and 

government-financed R&D-, RG, by dividing RDGDO into these two components: 

RDGDO RDPGDO + RDGGDO 

As found in other studies19
, the return to private R&D is much higher and more 

significant than that to total R&D. In manufacturing, the estimated rate of 

return is about 40 percent and among all sectors about 60 percent (see Table 

4). The return to government-financed R&D is statistically insignificant. 

It is possible that the effect of government-financed R&D is indirect via an 

inducement to increase company-financed R&D. However, recent results by 

Lichtenberg (1984) suggest the opposite. Also government R&D is concentrated 

in a few industries and probably is undertaken for objectives other than 

promotion of overall productivity growth. Moreover, as Griliches (1986) has 

suggested, most of the direct output of federally funded research is "sold" 

back to the government at a "cost-plus" basis and is thus not likely to be 

reflected in the firm's productivity. 

It is also possible to develop measures of borrowed privately-financed 

and government-financed R&D, and assess their effect on productivity growth. 

Results for private R&D embodied in intermediate inputs (RDPMIND) is 

statistically significant, at the 10 percent level, among manufacturing 
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industries. The estimated indirect rate of return is 17 percent. However, 

RDPMIND is insignificant across all sectors of the economy (results not 

shown). Private R&D embodied in new investment (RDPKIND) is statistically 

significant at the five percent level among all sectors of the economy, with 

an estimated indirect rate of return of 11 percent. However, the variable is 

insignificant among manufacturing sectors (results not shown). Borrowed 

government-financed R&D is uniformly insignificant (results not shown). 

3. §Rllloyer Jffecta of Jechnical 9':!ns, 
We next construct estimates of direct technological spillovers in 

analogous fashion to that of R&D spillovers. Thus 

TFPINDJ 

is a measure of sector j's indirect knowledge gain from technological 

progress in its supplying sectors. According to the descriptive statistics, 

shown in Table 2, the average value of TFPIND over the five periods 1947-58, 

1958-63, 1963-67, 1967-72, and 1972-77, ranges from a low of -0.003 in 

petroleum refining to a high of 0.008 in textiles and apparel. TFPIND is 

strongly correlated with industry TFP growth, with a correlation coefficient 

of 0.60. The average value of TFPIND is over three times as great in the 

group of industries with the highest (direct) TFP growth than in the group 

with the lowest TFP growth, and about twice as great as in the middle two 

groups of industries. 

Results are shown in Table 3. The principal finding is that among 

manufacturing sectors, an industry's TFP growth is positively and 

significantly related to the TFP growth of its supplying sectors. Since 
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TFPINDJ 

TFPIND can be interpreted as a weighted average of the TFP growth of supplying 

sectors multiplied by the ratio of the value of intermediate inputs to the 

total value of inputs. Since the latter ratio averages about 0.6, this 

indicates that a one percentage increase in the TFP growth of a sector's 

suppliers would be associated with a half percentage point "productivity pass 

through" in the sector·• s own productivity growth. 

As with other specifications for the manufacturing sample, the R&D 

intensity variable is significant at the 5 percent level, and its estimated 

coefficient is 0.11. By the usual criteria (R2
, adjusted R2

, and standard 

error of the regression), this form provides the best fit of the four shown in 

Table 3 for the manufacturing sample. However, indirect TFP proved to be 

insignificant in regressions run across all sectors. The likely reason is 

that while within manufacturing there is sufficient technological closeness to 

promote direct borrowing among industries, this is not the case among the 

major sectors of the economy (between manufacturing and various services, for 

example). 

4. Hws, sgpcs,re 

To measure linkages, we use three indices developed in the input~output 

literature. * The first is the average value of the value coefficients, a iJ' 

* 1: a 1.J / (N - 1) 
j,.i 

where N is the number of sectors (50 in our case). 20 The second index is the 

row sum of the value inverse matrix: 
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LINK21 

This measure shows the total increase in output in sector i that would be 

forthcoming to meet a dollar increase in the demand for the output of each 

sector of the economy. This index expresses the extent to which the system of 

industries in the economy draws upon industry i in order to expand 

production. The third is given by 

The column sum of the (I - B') inverse matrix shows the total output of user 

industries needed to absorb an additional dollar of sector i's output. 

Descriptive statistics for LINK2, shown in Table 2, indicate a range of 

values from 1.08, in the furniture sector (primarily sells household 

consumption goods), to 4.76, in primary metals (sells almost exclusively to 

other industries). Among manufacturing industries, there is almost no 

correlation between LINK2 and industry TFP growth (the correlation coefficient 

is 0.07). Moreover, groupings by industries ranked by TFP growth indicate 

that the average value of LINK2 is highest for the bottom group, second 

highest for the top group, third highest for the next to bottom group, and 

lowest for the second group. 

Regression results are shown in Table 5. The various linkage indices are 

regressed alternately on s~ctoral TFP growth and R&D intensity. 21 Among all 

sectors, R&D intensity and TFP growth are generally positive and statistically 

significant. This result must be interpreted with some caution, since it may 

simply reflect the greater forward linkage of manufacturing (high R&D and 

relatively high productivity growth sectors) with non-manufacturing sectors 
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due to the position of manufacturing in the normal production flow between 

primary and final output. On the other hand, among exclusively manufacturing 

industries, no statistically significant relations are found. However, it is 

possible that this negative finding is due to the high level of aggregation 

within the manufacturing sector (to 19 industries), and that further 

disaggregation might produce significant results. 

Finally, we can assess the effect of both private and government-financed 

R&D on linkage structure. As shown in Table 4, we find very significant 

positive effects of private R&D intensity on the degree of forward linkages 

among all sectors. Both the estimated coefficients and the significance 

levels are greater than for corresponding forms using total R&D intensity. 

Government-financed R&D, on the other hand, is uniformly insignificant as a 

determinant of linkage strength. 

s. eopc1p1opa 

As in most previous studies, we find a statistically significant relation 

between the R&D intensity of a sector and its rate of productivity growth. We 

also find, as in other studies, spillover effects of R&D embodied in 

intermediate inputs within manufacturing. The results are statistically 

significant for private R&D embodied in intermediate inputs, but not for total 

embodied R&D. However, a new finding here is that R&D embodied in capital 

stock, and even more strongly private R&D embodied in capital stock, is found 

to have statistically significant spillover effects on sectoral TFP growth 

among all sectors. However, within manufacturing, spillover effects of R&D 

embodied in capital stock are not significant. 

Our most novel finding is that within manufacturing the TFP growth of 

supplying sectors is significantly related to a sector's own productivity 
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growth. However, among all sectors this relation is not statistically 

significant. The likely reason is that among manufacturing firms, the 

technologies of different industries are sufficiently close to permit direct 

borrowings of new processes, whereas among all sectors, technologies of the 

various industries differ too much. Thus, it appears that within 

manufacturing, new technical knowledge is borrowed by observing the new 

technology of suppliers, whereas among non-manufacturing industries the 

borrowing of knowledge takes place through the acquisition of new capital 

stock. 

Another new finding is that the degree of forward linkage of a sector is 

positively and significantly related to both its R&D intensity (particularly, 

company-financed R&D) a!ld its rate of TFP growth. The results lend support to 

our argument that R&D and technological progress, through quality improvement, 

lowered price, and the development of new products, expands an industry's 

market and leads to a greater number of new customers. 

Our results are admittedly crude and only suggestive because of the high 

level of aggregation of the data, particularly in manufacturing. However, 

they do point the way toward the importance of technological spillovers among 

closely connected industries. Such "agglomeration" effects have been 

discussed by others (see, for example, Rosenberg, 1982), but this is 

apparently the first direct evidence of technological change in one sector 

affecting TFP growth in purchasing sectors and affecting the degree of forward 

linkage. Hopefully, greater disaggregation will lend greater support to our 

conclusions. It would also be interesting to consider in greater detail the 

role of different inputs as carriers of new technology, particularly different 

components of capital investment. 
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Moreover, though, unfortunately, our analysis ends in 1977 (limited by 

available input-output data), we suspect that the results on inter-sectoral 

spillovers may be heightened during the 1980s because of the paradigmatic 

shift from electromechanical automation to information technologies (see, 

David, 1991, for example). Indeed, this study has not been able to adequately 

capture the role of computerization in the spread of new technologies, a 

process that was likely to have been particularly important during the 1980s. 

Another potential·area of future research is the role of imported 

technology. This issue can be addressed in similar fashion by, for example, 

breaking out imported intermediate inputs and capital goods from domestically 

produced ones, where the data permit. Such an analysis could consider the 

effects of R&D embodied in such inputs, as well as the effects of 

technological progress in the (foreign) industries producing these goods. 

Correspondingly, one could consider the role of R&D embodied in exports and 

the technological progress of industries producing exports on productivity 

growth in export destination countries. 
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FOOTNOTES 

• New York University 

•• New York University and the National Bureau of Economic Research. 

We would like to thank Zvi Griliches, Mark Schankerman, Frank Lichtenberg 

and two anonymous referees for helpful comments, the National Science 

Foundation for financial support, and the C.V. Starr Center for Applied 

Economics for technical assistance. 

1 Griliches also identifies a second, less co1m1on interpretation of 

spillovers -- namely, that inputs purchased from an industry engaging in R&D 

may embody quality improvements that are not fully appropriated by the 

supplier. It should be emphasized at the outset that while these two notions 

of spillovers are quite distinct, we can not distinguish either analytically 

or statistically between them in our work. 

2 For other treatments of R&D spillovers, see National Science Foundation 

(1977), Nadiri (1979), Griliches (1980a, 1980b), Mansfield (1980), and 

Griliches and Lichtenberg (1981). Also, see Kohnen (1990) and Nadiri (1991) 

for recent reviews. 

3 The aircraft industry is an example of a sector has often worked closely 

with its major customer, the airlines, to develop new products. Pan American 

Airways, for example, had an historically close relationship with Boeing in 

the design of new aircraft. See Newhouse (1982) for details. 

4 See, for example, Hirschman (1958) or Leontief (1966) for early treatments 

of these issues. 

5 See, for example, Chenery and Watanabe (1958), Jones (1976), or Bulmer

Thomas (1982). 
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6 "Backward linkage" refers to the importance of one sector as a market for 

the outputs of other sectors. Though this has also received attention in the 

input-output literature, we will not emphasize it here. 

7 
This argument is related to what is commonly referred to as Verdoorn's law 

or Kaldor's law, which asserts a positive feedback relation between output 

growth and productivity growth (see, for example, Kaldor, 1967). Expanding 

markets are likely to lead to high productivity growth because of economies of 

scale and induced innova'tions in technology and the organization of 

production. The productivity increase, in turn, may further expand the 

industry's market because of lowered relative price and/or better quality 

products. Our interest here is more narrow and focuses on linkage effects of 

sectoral productivity growth. 

8 The measurement of the rate of sectoral productivity growth is complicated 

by the fact that technical change often takes the form of the development of 

new products. In such cases, the proper procedure would be to use some sort 

of quality-adjusted or hedonic price index to measure the real output of a 

sector. In such a case, the change in sectoral coefficients used to measure 

~ would be correctly captured. The Bureau of Labor Statistics price indices 

used for sectoral deflators do not, unfortunately, always do this, and 

therefore there may be some biases in the measured values of ~. 

y 
In this case, there is no need to zero out the diagonal and matrix A can be 

used instead of A0
• 

10 There are some accounting difficulties with this approach. First, the 

sectoring of the capital matrix K is the same as that of the interindustry 

flow matrix A. As a result, it is not possible to segment the R&D expenditure 

performed by sector i into a portion dedicated to capital goods and a residual 

dedicated to material inputs. Second, in the Terleckyj approach, it is not 

possible to identify the sales of capital goods produced by sector i to each 
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sector j. Therefore, an alternative RDKIND measure cannot be devised 

corresponding to RDMINDA. 

11 Moreover, because of the high correlation between RDMIND and RDKIND, of 

the order of 0.7, we usually used a separate specification for each. 

12 The six total flow input-output tables are the standard 85-order Bureau 

of Economic Analysis version (see U.S. Interindustry Economics Division 

(1984), for example). Details on labor coefficients, capital coefficients, 

depreciation rates, sectoral price indices, and other data adjustments can be 

found in the Appendix to Wolff (1985). Data on hours worked by sector, though 

the preferable measure of labor input to employment, were not available by 

sector and year and therefore could not be incorporated. A refinement, 

suggested by Schankerman (1981), is to net out the inputs used in the R&D 

activity of each industry in order to avoid double-counting. Though possible 

for 1947 and 1958, this procedure was not possible for the other years because 

of insufficient data and was therefore not done. 

13 Utilization rates for 1947 were obtained from the Brandeis Economic 

Research Center. Those for other years were obtained from the Wharton School 

of Finance and Commerce's "Capacity Utilization Index" series. The variable 

K is then the utilized capital stock, measured as the net stock of fixed 

capital (plant and equipment) multiplied by the utilization rate. 

14 The exceptions were SIC 20, 30, and 32, whose series ran from 1957 to 

1975, and SIC 37, whose series began in 1956. For documentation on data 

sources and methods, see Nadiri (1980). 

15 Terleckyj's 1980 paper supports this conjecture. With a two-factor TFP 

index, the coefficient on direct (private) R&D is 0.27, significant at the 1% 

level; with a three-factor TFP index, the coefficient is 0.20 but is not 

statistically significant (Table 6.6, p. 375). 

16 Results for RDMINDA are similar. 



-23-

17 It is likely that the spillover effects from R&D embodied in the new 

capital stock are understated. The reason is that RDKIND is measured 

according to M,t investment flows (i.e., the change in net capital stock). It 

is probable that borrowed R&D is more strongly related to gross investment, 

since replacement investment may also embody new technology. Data limitations 

prevent us from using the gross investment measure. 

18 We also investigated two other sources of borrowed R&D. The first is 

"second-round" borrowings of R&D by sector j from sector i. This is estimated 

by E1~•ik8tJRD1/xJ. This term would thus, for example, capture the computer 

sector's (i) R&D which, through sales of computers to telecommunications (k) 

and of telecomm.mications to the sales sector (j), is indirectly embodied in 

sales output. Second-round R&D transfers are likely to be extremely weak and, 

indeed, are found to be statistically insignificant in our regression 

analysis. The second are "backward" spillovers from R&D. The argument for 

this is that technology developed by industry j may create new technological 

knowledge and opportunities for supplying industries. In particular, it may 

induce the development of new technology or products ln the supplying 

industries. We developed several measures of backward spillovers, but none 

are found to be statistically significant. 

19 See, for example, Terleckyj (1974), Nadiri (1977), Griliches (1980a), Levy 

and T~rleckyj (1981), Lichtenberg (1984), and Griliches (1986). 

20 A variant uses the coefficients a*1J;EJ a*iJ' which shows the importance of 

input i exclusively among other intermediate inputs. Results are similar to 

. those of LINKl. 

21 No time dummy variables are included in this case, since there are no 

clear period-specific effects in this case. 
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Table l 

Alignment of 87-0rder Input-Output Sectors 
to SIC Codes in Manufacturing 

Input-Output 
Name Sectors 

Processed Foods 14 

Tobacco Products 15 

Fabrics, Textiles, and Apparel 16-19 

Lumber and Wood Products 20-21 

Furniture 22-23 

Paper and Paper Products 24-25 

Printing and Publishing 26 

Chemicals and Related Products 27-30 

Petroleum Refining 31 

Rubber Products 32 

Leather and Footwear 33-34 

Glass, Stone, and Clay Products 35-36 

Primary Iron, Steel, and Nonferrous Metals 37-38 

Metal Products 39-42 

Engines, Machinery, and Industrial Equipment 43-52 

Electrical Machinery and Appliances 53-58 

Motor Vehicles and Transportation Equipment 59-61 

Scientific Equipment and Supplies 62-63 

Miscellaneous Manufacturing 64 
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Table 2 

Mean Values and Correlation Coefficients of Key Variables 
For Manufacturing Industries, 1947-1977. 

TFPGRT RDGOO Embodied R&D 
SIC TFP Growth R&D/GOO 
Code - Name (I per year) (percent) RDKIND RDKIND TFPIND LINK2 

20 Processed Foods 0.78 0.181 0.0013 0.0030 0.0045 2.350 
21-Tobacco Products 0.88 0.204 0.0011 0.0002 0.0048 1. 337 
22,23-Textiles & Apparel 1. 31 0.054 0.0029 0.0051 0.0082 2.916 
24-Lumber, Wood Produc;s -0.17 0.130 0.0021 0.0014 0.0021 2.275 
2 5- Furniture 0.23 0.115 0.0032 0.0009 0.0036 1.078 
26-Paper, Paper Products 0.30 0.498 0.0039 0.0067 0.0030 3.035 
27-Printing,Publishing 0.01 0.279 0.0027 0.0046 0.0032 2.140 
28-Chea.icals 1.86 2.493 0.0098 0.0129 0.0057 4.269 
29-Petroleua Refining 0.61 1.272 0.0027 0.0028 -0.0031 2.305 
30-Rubber Products 1.47 1.107 0.0074 0.0035 0.0057 2.020 
31-Leather and Footwear 0.51 0.260 0.0033 0.0003 0.0047 1.345 
32-Glass,Stone,Clay Prod -0.09 0.877 0.0035 0.0032 0.0024 1.770 
33-Priaary Metals -0.04 0.527 0.0052 0.0205 -0.0011 4.756 
34-Ketal Products 0.13 0.588 0.0059 0.0050 0.0016 2.657 
35-Kachinery, Ind. Equip. 0.46 2.782 0.0124 0.0088 0.0033 2.793 
36-Elect. Machinery 1.59 7.858 0.0168 0.0096 0.0047 2.381 
37-Transport Equipment 0.62 9.574 0.0273 0.0096 0.0039 2.441 
38-Scientific Equip. 1.29 4.607 0.0126 0.0018 0.0046 1.357 
39-Kiscellaneous Kanuf. 0.61 0.223 0.0050 0.0011 0.0036 1.330 

Unweighted Averafe 0.65 1.770 0.0068 0.0053 0.0034 2.345 
Weighted Average 0.72 2.413 0.0090 0.0074 0.0036 2.739 
Correlation with TFP Growth -- 0.39 0.34 0.08 0.60 0.07 

Averans of Groups Ranked by TFPGRT 

Top 5 1.50 3.224 0.0099 0.0066 0.0058 2.589 
Next 5 0.70 2.291 0.0075 0.0033 0.0027 1.953 
Next 5 0.33 0.849 0.0057 0.0043 0.0032 2.182 
Bottom 4 -0.07 0.453 0.0034 0.0074 0.0017 2.735 

a. The figure shown for TFPGRT is the average annual rate of TFP growth over 
the 1947-77 period. For RDGOO, RDKIND, RDKIND, and LINK2, the figure 
shown is the unweighted average value of the variable in 1947, 1958, 
1963, 1967, 1972, and 1977. For TFPIND, the figure shown is the 
unweighted average value of the variable in five periods: 1947-58, 1958-
63, 1963-67, 1967-72, and 1972-77. 

b. Weighted by gross output shares. 



-30-

Table 3 
The Effect of R&D Intensity, Borrowed R&D and Borrowed TFP 

on the Sectoral Rate of TFP Growth• 

Dependent Variable: TFPGRT 
In2e~em!ent 
V~tii:t!l~§ 

Constant 0.0041 0.0084 ...... 0.0047* 0.0029 0.0 -0.003 -0.001 -0.0003 
(1.33) (2.07) (l. 42) (0.99) (0.01) (0.07) (0. 27) (0.07) 

RDGDO 0.106'.h\' 0.103 ...... O.lll'.h\' 0.106'.h\' 0.188'.h\' 0.173 ...... 0.208'.h\' 0.189** 
(2.21) (2.39) (2.26) (2.28) (2.31) (2.13) (2.53) (2.31) 

RDMIND 0.143 0.076 
(l. 59) (1.23) 

RDKIND -0.008 0.092* 
(0.51) (l. 73) 

TFPIND 0.889'.h\' 0.114 
(2.48) (0.25) 

R2 0.222 0.244 0.224 0.273 0.062 0.070 0.075 0.063 

R2 0.179 0.193 0.172 0.224 0.041 0.049 0.050 0.037 

Std. 
Error a 0.0125 0.0124 0.0126 0.0122 0.0243 0.0243 0.0242 0.0244 

Sampleb Manuf. Manuf. Manuf. Manuf. All All All All 

• Estimated coefficients are shown next to the respective independent 
variables and the absolute value of the t-statistic is shown in 
parentheses. Time dummy variables for four time periods are included: 
1958-63, 1963-67, 1967-72, and 1972-77. Coefficient estimates of the 
dummy variables are not shown. 

b Sample size for the manufacturing sample is 95 (19 industries in 5 time 
periods). Sample size for all sectors is 250 (50 sectors in 5 time 
periods). 

* Significant at the .10 level (two-tailed test) . 

....., Significant at the .05 level (two-tailed test). 

*....., Significant at the .01 level (two-tailed test). 
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Table 4 

Spillover and Linkage Effects of Private R&D• 

Dependent Variable: 

lng~R~nd~nt 
Variables TRPGRT TFPGRT TFPGRT TFPGRT LINKl LINK2 

Constant 0.0026 0.0028 -0.0006 -0.0013 0.0099-k-k-k 2.004tt* 
(0.85) (0.98) (0.17) (0.36) (15.56) (29.83) 

RDPGOO 0.430-k-A--k 0.378-k-A--k 0.612tt 0.589-k-A--k 0.243-k-A--k 17.52** 
(2.95) (3.21) (2.46) (3.21) (3.62) (2.53) 

RDGGOO -0.072 -0.087 
(0.81) (0.50) 

RDPMIND 0.111* 
(1.72) 

RDPKIND 0.105-H-
(1. 98) 

R2 0.268 0.281 0.076 0.090 0.048 0.027 

R2 0.218 0.234 0.051 0.065 0.041 0.023 

Std. 
Error a 0.0122 0.0120 0.0242 0.0240 0.0082 0.919 

Sampleb Manuf. Manuf. All All All All 

a Estimated coefficients are shown next to the respective independent 
variables and the absolute value of the t-statistic is shown in 
parentheses. 

b Sample size for the manufacturing sample is 95 (19 industries in 5 time 
periods). Sample size for all sectors is 250 (50 sectors in 5 time 
periods). 

. * Significant at the .10 level (two-tailed test). 

tt Significant at the .05 level (two-tailed test). 

*** Significant at the .01 level (two-tailed test). 
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Table 5 

The Effect of R&D Intensity and Productivity Growth 
on Forward Linkage Structure• 

Independent 
Variables LINKl LINKl 

Dependent Variable: 

LINKl LINKl LINK2 LINK2 LINK3 

Constant 0.0122'lhl--k 0.0123tt-it- 0.0093tt-it- 0.0094"ll-k-A' l.957"ll-k-A' l.986tt-it- 2.437-lrlr* 
(32.43) 

RDGDO 

TFPGRT 

R2 

Std. 

(13.0l) (6.78) (16.17) (7.76) (31.52) (15.14) 

0.031 
(l. 09) 

0.013 

0.002 

-0.011 
(0.18) 

0.007 

0.0 

0.08ltt-it
(2.86) 

0.032 

0.028 

6.594tt 
(2.15) 

0.042tt-it- 3.96ltt 
(2.59) (2.24) 

0.028 0.018 0.021 

0.008 0.014 0.017 

6.835 
(l. 84)* 

0.013 

0.10 

Error u 0.0075 0.0077 0.0085 0.0086 0.921 0.927 1.114 

Sampleb Manuf. Kanuf. All All All All All 

a Estimated coefficients are shown next to the respective independent 
variables and the absolute value of the t-statistic is shown in 
parentheses. 

b Sample size for the manufacturing sample is 95 (19 industries in 5 time 
periods). Sample size for all sectors is 250 (50 sectors in 5 time 
periods). 

* Significant at the . 10 level (two-tailed test) . 

tt Significant at the . 05 level (two-tailed test) . 

'Irk* Significant at the . 01 level (two-tailed test) . 
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(Abstract) 

Pivotal role of education in economic growth has been recognised 
for long. ·Economic effects of education comprise of both direct and 
indirect components. Though spill-over effects of education have been 
recognised universally, yet such effects have· neither been 
incorporated in the analytical core nor have these been measured and 
quan.tified. Concept of economic value of education in vogue is too 
narrow to encompass a11·economic effects of education. This study 
seeks to fill-up these conceptual gaps and methodological limitations 
of economic analysis of education. Backward, forward and residentiary 
linkage effects of education on economy have, however, been totally 
neglected. These effects may be captured by an analysis of education
economy inter-relations in input-output framework~ 

-
.Four input-output models for delineating education-economy nexus 

have been developed to measure direct and indirect output/income; 
productivity and employment effects of education. Linkage effects 
represent the missing element~ of accounting of output/income and 
employment effect of education on growth. The models have been tested 
empirically for 1959, 1969, and 1979. Empirical results show income 
and ·employment effects of education 'to be considerable. The results 
highlight inadequacy of conventional concept of economic value of 
education and limitations of tr.aditional methodology of determination 
of the contribution of education to economic growth in a static 
framework. 

1. INTRODUCTION 

Walsh (1935), Friedman and Kuznets (1945), Leontief (1966), 

Mincer (1958) and Schultz (1964) have empirically and theoretically 

highlighted the role and contribution of education to economic growth. 

Differential life-long earnings, reflecting productivity differences, 

have conventionally been considered to measure economic value, and 

* We are thankful to Ms. Sumitra Chowdhury for computational help. 



hence, income/growth effect of education. Differential earnings are, 

however, conceptually far too narrow and inadequate to encompass 

economic effect of education in totality. Effect refers to overall 

ultimate changes in variate values in response to external stimuli. 

Overall ultimate changes include (i) direct and indirect changes, on 

the one hand, and (ii) immediate or short-run and long run or ultimate 

changes in endogenous variable(s), on the otner. Changes in 

endogenous variables occur in response to changes in exogenous 

factor( s). Effect of education upon an economy should, therefore, 

refer to both direct and indirect, and immediate and ultimate effects 

in the instan~ and long runs. Though economists have recognised 

spill-over and indirect effects of education, such effects have not 

been incorporated in analytical core. Consequently, these effects 

have neither been measured nor have these been quantified. 

Education-economy inter-relations may be analysed in an input-

output frame-work. Endogenisation of education in input-output 

model(s) will facilitate the determination of instant and ultimate as 
' 

well as direct and indirect effects of education on economy (Cf. 

Correa and Tinbergen, 1963, Stone, 1966, Prakash, 1971, 1976, 1977, 

1989). We will, however, focus mainly on such economic effects of 

education as are theoretically important, empirically measurable and 

over-looked by analysts so far. 

Education promotes growth directly and indirectly. Scientific and 

technological research and development reflect the most decisive 

effect of education on an economy. Leontief (1966) resolved his 

paradox by according implicit recognition to R and D effect of 

education on growth. Rand D effect of education on technological up

gradation of production base of us economy made American human capital 

2 



much· more productive than that of the rest of the world. Leontief 

showed these productivity differentials of human capital to account 

for relatively higher labour intensity of US exports. 

generates income through employment of educated 

manpower and its productivity effect on output. Income effect of 

educati·on, activated through employment, comprises of two components: 

(i) earnings of those employed in educatirin. Education emploies very 

high proportion of educated manpower in developing economies like the 

Indian one. Then, the growth of numerous local/regional economies and 

backward regi~ns of the developing countries are propped-up and 

propelled by backward linkage effect of education on growth, specially 
' 

colleges and universities, accounting for significant proportions of 

employment and income of the economies of locations of educational 

institutions; and (ii) aggregate of earning differentials of educated 

employed in social and production sectors of local/regional economies 
·~) 

account for .substantial proportion of .disposable income of 

local/regional economies. Training and education, that is, knowledge, 

skills and information enhance productivity of human capital. The 

productivity gains reflect differential earnings of manpower. 

Education generates income indirectly through its output and 

employment effects also. Indirect effect comprises of two components 

(i) disposal of earnings -on consumption by those employed in 

education, activating multiplier process of growth which, in turn, 

generates secondary rounds of employment and income, and (ii) demand 

for output of commodity sectors for use as intermediate inputs in 

educational pfoduction in highly dispersed locations which generate 

(a) income and (b) employment in sectors having forward linkages with 
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'iucation. 
~-

Such industries at local and regional levels become 

able due to locally/regionally dispersed growth of education. These 

mponents, except differential earnings, have been totally neglected 

conventional accounting of income and employment effect of 

·.Jcat ion. 

Such linkage effects of education on economy may be captured by 

lUt-output analysis· of education-economy interrelations by 

'ogenising education in Leontief's model. Backward and· forward 

kages of education with the growing economy in a dynamic state may, 

aver, be analysed by dynamic linkage accounting (Prakash, 1986). 

MODEL 

Model I: STATIC MODEL 

Conceptual and methodological base of the models has been 

loped by senior author in earlier studies (Prakash and Buragohain, 

, Prakash and Chowdhury, 1990). 

Let there be m + k = n sectors, of which p = 1,2, ... ,m, are 

Jction sectors, and e = (m+1), (m+2) .... ,n, are education sectors; 

lucation sectors will thus range from m+1 to n. Output of 

ction sectors will satisfy inter-industry and final demand, 

ding investment demand, emanating both from production and 

tion sectors. Education, that is, knowledge, information and 

;, used in commodity production sectors of the economy is 

eq in manpower deployed for production and Rand D activities. R 

~~hnology; machinery and plants are -the carriers of ---logy. Similarly, human capital is the carrier of knowledge, 

~nd information. -------- -------------~-- -----------· _.,,. 

Demand for education, emanating from 

cion sectors, will thus coincide with demand for human capital. ------- ~---· .. ··----
JCation is not demanded for consumption, demand for - ·educi"t~ 
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either as intermediate or final use will otherwise be zero. This 

assumption is implicit. Output of education has to satisfy inter-

industry demand, emanating from education sector itself, and final 

demand. 

The technology matrix-A is an augmented matrix with corresponding 

augmentation of-gross-output and final-demand vectors. Technology 

matrix - A(1), final demand vector f(1) and gross output vector - X 

have been augmented and partitioned accordingly 

I I I I I 
I I I I I 

I A(pp) A(pe) · : I X(p) I I f(p): I I I I I 

A(1)=:-------l------- I X = ·------ I and f(1)=:-----: (I) I I 
I ' I 0 I A(ee) I I X(e) I I f(e): I I I I I I 

I I I I I I I ·- -• _, 
' ·- -·' ,_ -· 

This decomposable triangularised syste"\ represents two subsets 
I 

of structural equations, corresponding to two sub-economies which may 

be solved iteratively Dorfman, Samuelson and Solow 1958, Prakash and 

Chowdhury, 1990) : 
-1 

X ( e ) = [ I -A ( ee ) ] ' f ( e ) 

and 
-1 

X(p) = [I-A(pp)] 
-1 

A ( pe )[ I -A ( ee) ] 
-1 

f(e) + [I-A(pp)] f(p) 

2.2 Model II: GENERALISED STATIC MODEL 

· ( 1 ) 

(2) 

The model may be generalised _by eliminating triangularisation of 

the partioned matrix, A(1). Education wilJ, however, include the 

dissemination of information and knowledge about family planning, 

agricultural extension, councelling, engineering and industrial 

consultancy, ·and in-service training, making sub-matrix A(ep) non

zero. Matrix A(1) and model - I ·will then lead to A(2) of model-II : 

I 
I 

• A(pp) , A(pe) : 
A(2)-:---------:---------: 

: A(ep) A(ee) : 
I I 

,_ -· 
(II) 
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Iterative solution will ·then be 
-1 -1 

X(e) = [I-A(ee)] A(ep)X(p) + [I-A(ee)] f(e) 

and 
-1 -1 -1 -1 

X(p) = S + S U + S E = S (I+ U + E) 

where 
-1 -1 

S = [I - {[I-A(pp)] A(pe)[I-A(ee)] 
-1 -1 

U = [I-A(pp)] A(pe)[I-A(ee)] f(e), 

2.3 Model - III : DYNAMIC MODEL 

A(ep)}] 
-1 

and E = [I-A(pp)] 

( 3) 

(4) 

f(p) 

Above models may be transformed into a dynamic and generalised 

model by incorporating triangularised augmented capital matrix, B 

corresponding to triangularised augmented matrix-A. An underlying 

assumption will be that output of education, that is, knowledge and 

information, is not storable, leading to stock sub-matrix B(ep) to be 

zero 

8(1)= 

I 
I 

: B(pp) 

I 
I 

, B(pe) : 
I ______ . 1 _______ I 

I 
I 
I 
I 
1-

0 
I I 

: B(ee) : 
I I _, _, 

(III) 

Output of production sectors has now to s~tisfy its own inter

industry, investment and final demand, on the one hand, and inter

industry and investment requirements of education, on the other. 

Output of education has to satisfy its own inter-industry, investment 

and final demand besides the manpower requirements of production and 

education sectors. Maintenance of employment at current levels in 

· future is similar to the maintenance of physical capital at levels 

accumulated in the past and brought forward into the present though 

incremental employment may be treated like current investment as 

addition to already accumulated stock of human capital. B(ee) may 
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differ from B(pe) in dimensions. Iterative solution of two sub-sets of 

dynamic structural equations with triangularised matrices A and 8 

wi 11 be as follows: 
-1 

X(e) = [I-R] f (e) ( 5) 

and 
-1 -1 

X(p) = [I-C] DX(e) + [I-C] f (p) ( 6) 

where 

C = A(pp) + B(pp) G, 

D = A(pe) + B(pe) G, 

R = A(ee) + B(ee) G, G is the matr·;x of growth rates. In case of 

balanced growth, all sectors of the economy will grow at the same 

constant rate. Hence, 

G = G(p) = G(e) = scalar for all p and e. 

If production sectors grow at different rates, education will 

also grow differently. Growth of two sub-systems has to be 

conformable and consistent. Two diago"nal submatrices G, one each for 

education and production sub-economie~, will apply. 

2.4 Model IV: GENERALISED DYNAMIC MODEL 

Like the generalisation of partitioned triangular matrix-A(1), 

corresponding matrix-8(1) will be augmented by generalisation and 

extension of the concept of human 6apital for encompassing human 

resources engaged in consultancy and extension. The partitioned 

triangular matrix-8(1) will be replaced by 8(2) : 

I I I 
I I I 

: B(pp): B(pe): 
8(2) = :------:------: 

: B( ep): B( ee): 
I I ,_ _, 

(IV) 

This will .lead to the endogenisation of employment in all sectors 

of the economy. Following solution sub-sets of"1'node· will hold 
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-1 -1 -1 
X(e) = (I-R] A(ep)X(p) + [I-R] B(ep)GX(p) + [I-R] f(e) (7) 

and 
-1 -1 -1 -1 -1 

X(p) = Z + Z V + Z W + Z Q = Z (I+ V + W + Q) (8) 

where 
-1 -1 -1 -1 

Z = { I - (I-C] A(pe)(I-R] A(ep) - (I-C] A(pe)[I-R] B(ep)G -
-1 -1 -1 -1 

(I-C] B(pe)G[I-R] A(ep) - (I-C] B(pe)(I-R] B{ep)G 
-1 -1 -1 -1 

V = (I-C] A(pe) (I-R] f(e), W = 
-1 

(I-C] B(pe)G (I-R] f(e) and 

Q = (I-C] f(p) 

2.5 ECONOMIC EFFECTS OF EDUCATION 

2.5.1 OUTPUT EFFECT 

Effects of education may broadly be classified into two types 

(a) output effect, and (b) employment effect. Output effect will 

generate income effect while employment effect wi 11 generate 

productivity effect. Output effect of education, corresponding to 

mode 1-I, is de'termi ned as fo 11 ows : 
-1 -1 

Y(e1) = [I-A(pp)] A(pe)(I-A(ee)] f(e) (9) 

Output effect of education dontes the backward linkage effect of 

education upon gross output of commodity sectors. It, therefore, 

corresponds to indirect output effect of edu_cation upon output. Y(e1) 

coincides obviously with the first part of equation (2) of the 

solution value of X(p). The output effect of education, corresponding 

to models II, III and IV respectively are derived analogously. 

2.5.2 INCOME EFFECT 

Income 

educational 

effect of education is measured by value-added in 

production. Value-added refers to the excess of money 

value of output over money value of commodity inputs used-up in 

production. Students enter education either as raw-materials or semi-
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finished or intermediate inputs in production. Education produces 

knowledge, skills and information. Value-added by education 

represents the addition to the stock of knowledge possessed by 

students at the time of their entry in a given course/stage of 

education. Knowledge-added is thus the difference between the stock of 

knowledge possessed by students at the time of entry and the stock of 
~ 

knowledge possessed at the time of exit from education. This may 

analogously to 'value-added' be called 'knowledge-added'. The value

added by education will thus be the money value of knowledge-added by 

education. Value-added will be given by 

Value-added= {(Gross money value of output during entire life-span) 
-[(money value of current commodity inputs during entire 
period of education) + (money value of inputs of 
students'time into educational production processes)]}/T 

where Tis total life span over which earnings are spread. In annual 

accounting of growth, only current· year'• value added may be 

considered. Students are obviously the carriers of knowledge-added. 

Knowledge and. skills added by education are carried forward by 

students into work-place on employment. Gross value of educational 

output will, therefore, equal the present value of differential life

long earnings of people with given level and type of education. Sum 

total of earnings expected to accrue to individuals throughout life 

will be discounted by an appropriate rate for converting 

future/expected earnings into their present value. Conventionally, 

earnings during working life span alone are reckoned. This implies 

under-estimation of returns to education since earnings continue to 

flow even after retirement. Retirement benefits represent the 

deferred payments of earnings earned during the working life-span. 

Pensionary benefits continue to accrue to the dependents, specially 
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the surviving spouse, even after the death of the earner. This 

component has consistently been neglected in conventional estimates of 

economic value of education. 

Value of inputs of students' time into educational production 

measures opportunity cost. Value of students' time used-up in 

educational production, that is, in learning and acquisition of 

knowledge i• estimated in a slightly different manner. Students, 

having finished a lower stage of education, enter as intermediate 

inputs into the production process of next higher level of education. 

Students stay in a level of education only for the period required 

for its completion. So, value of students' time as an intermediate 

input is reckoned only for the duration of the given educational 

process/course. It may be estimated as number of students enrolled in 

a given level of education multiplied by the duration of the course 

which is again multiplied by annual average wage/earning rate at which 

people with that level of education immediately preceding the given 

course/level of education are employed. Money value of commodities 

used-up as intermediate inputs in production of given education will 

also be subtracted from the money-value of output for determing value

added of incremental knowledge of given educational level. Thus, 

value-added of education requires double rather than single 

subtraction. Division of the difference of these three figures thus 

arrived by total earning span will furnish annual income imputeable to 

education. 

Differential earnings, imputeable to various levels and types of 

education, are estimated from cross-section data relating to age

education-earning profiles. Part of these differential earnings are, 

therefore, attributeable to experience and on-the-job training. It 
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may, therefore, be desirable to base the estimates of differential 

earnings, imputeable to educational differences, on age-education

earning profiles of newly employed persons, having no previous 

experience and on the job training. Estimates of life-long earnings 

from cross section data are based on assumptions of invariance of (i) 

age, (ii) education, and (iii) earning mixes through time, education 

specific mean annual earnings may, however, serve the purpose better 

as a first approximation (Cf. Hussain, 1969). 

Partitioned value-added vector of above models will be 

V = [V(p) : V(e)] (10) 

where V(p) = v(p)X(p), and V(e) = v(e) X(e). 

V(p) will have two alternative solutions, corresponding to static and 

generalised static models. 

Solution I may be designated V(p1): 
-1 -1 -1 

V(p1) = v(p1){[I-A(pp)] A(pe)[I-A(ee)] f(e) + [I-A(pp)] f(p)} 
-1 -1 -1 

= v(p1)[I-A(pp)] A(pe)[I-A(ee)] f(e) + v(p1)[I-A(pp)] f(p) 

= V(pe) + V(pp) ( 11) 
where 

v(p1) = P - PA(pp) = per unit value-added vector. P is vector of 

prices of inputs of commodity sectors; 

V(pp) = _value-added of production sectors independent of interaction 

effects of education; 

V(pe) = value added of production sectors induced by linkage effect 

with education. 

Solution II may be designated V(p2) : 
-1 -1 

V(p2) = v(p2) {I- [I-A(pp)] A(pe)[I-A(ee)] A(ep)} + v(p2) {[I
-1 -1 

A(pp)] A(pe) [I-A(ee)] f(e)} + 

where v(p2) = P -PA(pp) - PA(ep), and 

1 1 

-1 
v(p2) {[I-A(pp)] f(p)} ( 1 2) 



-1 
V(e) = {[v(p2)- [PA(pe) + WA(ee)] } [I-A(ee)] f(e) ( 1 3) 

where v(p2) is the vector of value-added per unit of output of 

education 

education. 

and Wis the vector of unit opportunity cost of stay in 

Opportunity cost equals earnings foregone. Education's 

contribution to economy is thus conventionally under-estimated by an 

amount equaling V(pe). Another source of under-estimation of income

effect of education is the exclusion of retirement benefits. 
l 

2.5.3 EMPLOYMENT EFFECT 

Education affects employment both directly and indirectly. 

Indirect employment effect of education has also been neglected so 

far. This limitation can, however, be mitigated easily. Education 

specific employment vector, N may be partitioned to correspond with to 

components of gross-output vector. It will furnish following solution 

values of employment: 

I I I I I I 
I I I I I I 
I N(p) I :L(p) I 0 : X(p): I I I I 

N = ·------· = 
I ____ , I ____ I , __ ..:._, 

I , I I I I I I 
I N(.e) I I 0 :LCe): : X(e): I I I 
I I I I I I I •- -· ,_ I -• . , _ _ , 

where L(p) and L(e) are sub-matrices of educa~ion specific employment 

coefficients respectively corresponding to two sub-economies. X(p) and 

X(e) are solution values of gross output vector. 

Solu~ion values of employment sub-vectors N(p) and N(e) depend 

directly upon the solution values of output sub-vectors X(p) and X(e) 

which will differ from model to model. Solution values of employment 

vectors corresponding to static•models will be the following: 
-1 . -1 -1 

N(p) = L(p) [I-A(pp)] A(pe) [I-A(ee)] f(e) + L(p) [I-A(pp)] f(p) 

= N(pe) + N(pp) 

N(e) = N(ee) + N(pe) 

12 
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-1 
N(ee) = L(e) [I-A(ee)] f(e) (16) 

where N(ee) is education specific employment generated by education, 

N(pe) is indirectly generated education specific employment in 

production sectors of the economy, N(pp} is education specific 

e~ployment generated directly in production sectors, 

total employment generated by education. 

and N(e) is 

The solution values of employment vector corresponding to 

generalised static and dynamic models will be derived by substitution 

of output ~ector~· derived from those models analogously into 

employment related equations if human capital is treated differently 

from physical capital. In the generalised dynamic model, solution 

values of employment vector will not be required separately 

otherwise. Sub-matrices B(ep) and B(ee) will be augmented by 

inc_orporatioh of human capital coefficients. . , First sub-set of B{ee) 

will be diagonal in structure,· diagonal elements will consist of 

coefficients of. students enrolled in different processes, carried 

forward as stocks from one to another period; second subset of 

elements of B{ee) wi 11 consist of teachers and other staff, carried 

forward as stocks per unit of educational output. Elements of B(ee) 

may be ordered to furnish employment part of solution in an 

identifiable and separable form. Employment in both sub-systems will 

emerge as solution values of output vectors, implying corresponding 

augmentation of output vector as well. 

Employment effect of education in model I will be 
-1 -1 

N{e) = L(p) {[I-A(pp)] A{pe) f(e)} + L(e) [I-A(ee)] f(e) (17) 

Linkage effect of education on income through employment in 

production sectors will be 
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L(p) Y(e) 
-1 

= L(p) {[I-A(pp)J 
-1 

A(pe) [I-A(ee)] f(e)} ( 1 8 ) 

Solutions of generalised static and generalised dynamic 

models may be derived analogously. 

3. Empirical Results 

Empirical results have been organised into distinct sections 

according to the model from the application of which these results 

have been obtained.-

3.1 Data Base 

/ 

Twenty-nine by twenty-nine input-output matrix (Gupta and Talwar) 

for 1959 has been aggregated into 7x7 matrix in order to make it 

conform to the basic conceptualisation of Mahalanobis model. As 

against this,. 60x60 input-output matrices of CSO for 1969 and 1979 

have been aggregated into 37x37 matrices in order to match th~m with 

the capital coefficients matrix of Datta-Majumdar. 

Education - has been divided into three highly aggregative sub

sectors for 1959 : education upto matriculation level, under-graduate 

education including higher-secondary and intermediate levels and 

education of graduate and above graduate levels. However, 82 

individual educational activities (classes) have been distinguished 

for 1969 and 1979. Solutions of purely paediometric 'educational 

production processes have been worked out for this highly 

disaggregative sub-system of education. Results have, however, been 

aggregated into eight sub-sectors of education for which the direction 

and magnitudes of education-economy linkages have also been determined 

by first production sub-model(s). These seven sub-sectors are as 

follows: (i) primary, (ii) middle, (iii) high school, (iv) higher 

secondary school, (v) teachers' training, (vi) general education of 
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college level, (vii) professional education of college level, and 

(viii) university level education. But general and professional 

education of college level have been combined together in 7x7 matrix. 

Besides above seven educational levels, two additional categories 

of 'illiterate's and •·literates withc;>ut formal education' have also 

been considered for classification of employment according to 

educational attainments. 

Socio-Economic tables of Census reports.of 1961, 1971 and 1981 

and data from Economic Survey, Govt. of India, and Occuptional

Educational Pattern of Employment in Public and Private Sectors, Govt. 

of India, of relevant years have been used to estimate sectoral and 

educational distribution of employment. Economic Survey excludes 

employment in establishments not ·covered by Factories Act. Ratios of 

aggregative sector-wise Census employment for 1961, 1971 and 1981 to 

employment in corresponding Economic Survey ·sectors have been used to 

determine total sectoral employment in private and public sectors 

taken together for 1959, 1969 and 1979. It is thus jmplicitly assumed 

that the ratjos of.Census to Survey employment for 1961, 1971 and 1981 

will be valid to 'generate· estimates of total sectoral employment' 

for 1959, 1969 and 1979. Total employment in each aggregative Economic 

Survey/Census sector has then been distributed into sub-sectors 

constituting each of these broad aggregative sectoral categories 

according to the employment patterns in Private and Public Sectors, on 

the one hand, and the sub-sectorl patterns of main and marginal 

workers in census reports, on the other. Disaggregated sectors for 

which Occupational Pattern reports employment exceed sectors into 

which economy is classified in input-output tables. Sectoral 
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employment has to be suitably aggregated into 36 production sectors 

for matching sectoral classification of input-output matrices. One 

education sector of input-output matrices has, however, been 

disaggregated into seven aggregative sub-sectors mentioned above. 

Employment in 36 production and 7 educational sectors has then been 

classified in nine educational categories according to distribution 

norms in Employment Pattern. As against employment in production 

sectors, employment in seven sub-sectors of education has been 

estimated from data relating to employment of teachers reported in 

Education in India, Department of Education, Govt. of India, whereas 

non-teacher employment has been estimated from data and norms used by 

Panchamukhi and Hussain. 

3.2 Solution of Static Model 

The solution of the static model has been deri~ed for 195~, 1969 

and 1979 separately in four components: (i) first component deals 

with the determination of output and output- effect of education, (ii) 

second component determines value-added/income~effect of educati6n, 

(iii) third component deals with the productivity-effect of education, 

and (iv) fourth component delineates the broad contours of employment 

and employment-effect of education, 

3.2.1 Output-Effect of Education 

Solution vector of sectoral gross output consists of three 

components: (i) output of the production sectors required to satisfy 

direct and indirect components of final demand for goods and services 

produced in production sectors, (ii) output required to satisfy 

intermediate demand, emanating from education sectors, for the goods 

and services produced by production sectors of the ecoriomy. This 

second component manifests the output-effect of backward linkages of 
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education with economy and forward linkages of the economy with 

education, overlooked so far in literature, and (iii) third and last 

component relates directly to economic value of human capital produced 

by education. 

Solution values of different components of gross output and its 

sectoral distribution are reported in statistical appendix. ·Values of 

different components of gross output of the economy as a whole are 

reported in the following table 
(Rs. in Crores) 

------------------------------·-------------------------------------------
Year ------Production Sectors--------------Education Sectors----------

Due to Commodity 
Production 

1959 . Absolute 16,779.38 . 
Relative Shares 92.67 
1969 . Absolute 49,387.27 
Relative Shares 92.41 
1979 . Absolute 1 ,~3, 711.06 . 
Relative Shares 94.36 

Due to Linkage 
with Education 

36.45 
0.201 

1,651.37 
3.09 

Total Education 
Sector 

16,815.83 1289.84 
92.88 7.82 

51,038.65 2403.26 
95.5 4.49 

6 ,_483. 46 1,60,194.53 2703.42 
3.98 98.34 1.69 

Grand 
Total 

18,105. 77 
100.00 

53,441.91 
100.00 

1,62,897.95 
100.00 

The solution values of sectoral gross output produced to satisfy 

final demand for goods and services of the-production sectors of the 

economy approximate the observed values very closely, MAPE statistics 

having as low values as 3.1, 2.6 and 0.8 per cent for 1959, 1969 and 

1979,. years for which solutions of the static model have been worked-

out. First component of gross domestic output has, however, 

increased very rapidly from 1959 to 1979, the growth has been 

decelerated considerably from sixties to seventies, annual growth rate 

having declined from 76.6 in sixties to only 12.02 per cent in 

seventies. 

sectors. 

The growth rates have, however, varied sharply among the 

Output of good~ and services produced to sat'sfy inter-industry 
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demand generated by educational development has increased much more 

rapidly than that component of output of goods and services produced 

for satisfying the intermediate and final demand of the economy 

itself. Output-effect of education has increased at 132.06 per cent 

per annum during sixties. The growth of output-effe~t of education 

has, however, declined to only 14.65 per cent per annum during 

seventies. But these gr9wth rates of output due to backward linkages 

of education with economy are greater than the corresponding rates 

of growth of gross output to satisfy inter-industry and final demand 

for commodity sectors of the economy. The rapidly rising effect of 

education on output of prod~ction sectors of the e~onomy is 

highlighted by the fact that the output-effect of education accounted 

for only 0.21 per cent of gross-output of the economy in 1959 which 

has risen to 3.24 per cent of gross output of 1969. The output-effect 

of education has been further intensified in seventies when it has 

increased to account for 4.05 per cent of gross output of 1979. Thus, 

the acce,.eration of educational development has facilitated education

effect to rise both absolutely and relatively. 

Changes in output-effect of education has twin facets (i) 

education, and hence, its output-effect has grown more rapidly than 

the production sectors of the economy, and (ii) like gross output of 

the economy, growth of output-effect of education has considerably 

declerated in seventies. The growth of output-effect of education 

over time, however, shows that the movement of the economy towards 

mature stages of growth leads to the deepening and widening of 

education-economy linkages. Rising income facilitates increased 

investment in education which, in turn, leads to the deepening and 

widening of the material-base of educational production, on the one 
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hand, and the strengthening of the round-about methods of production 

in economy as well as education, on the other. Education, in its turn, 

promotes the growth of production sectors partly by generating inter

industry demand , for goods and services produced by the production 

sectors through its backward linkages with the economy and partly by 

raising the levels of efficiency and productivity· of human and 

physical capital. These twin facets of growth have led to an increase 

in the education-economy linkages in India. 

Above results highlight the fact that the Indian economy has been 

structurally transformed in the process of growth. Agriculture has 

been the most dominant sector of the economy, followed by services 

next in importance, these two sectors have accounted for 52 and 20 per 

cent, whereas consumption goods sector have had a share of about 16 

per cent in gross-output of the economy in 1959. Structural 

transformation has facilitated a decline in the contribution of 

agriculture, including forestry and logging, from 52 per cent in 1959 

to 35-37 per cent of gross-output of the economy in 1969/1979, while 

the ·share of tertiary sectors,has increased correspondingly. Emerging 

dominance of the Indian economy by tertiary activities and the 

accelerated growth of education have occurred concomitantly (Prakash, 

1992). 

Interestingly, shares of individual sectors in gross output of 

the economy and sectoral output-effects of education are directly 

related. The coefficient of rank-correlation between the proportion 

of gross-output of the economy accounted by an individual sector and 

the proportion of gross-output of that sector accounted by output

effect of education is as high as 0.57 in 1959, it has increased to 
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0.62 in 1969 while it emerges as high as 0.988 in 1979. Thus, the 

proportion of output of the economy accounted by an individual sector 

and the output-effect of education appear to have started moving in 

almost perfect unison by 1979. 

At lower levels of income/output, an economy can not afford high 

investment in education. As the economy develops, the resource 

constraint to educational development is relaxed; educational 

development, in its turn, accelera~es economic growth. Such sectors 

as have stronger ~orward and backward linkages with education grow 

more rapidly than others since relatively greater degree of 

productivity i~provements and output-gains from education accrue to 

such sectors, leading to relatively higher increase in their shares in 

gross output of the economy. As against this, such sectors as have 

relatively greater weight in the output of the economy have the 

potential to derive greater shares in productivity-gains and output

·effects from education provided that the knowledge base of production 

is sufficiently strengthened. It is these facets of education-economy_ 

inter-relations that account for the ascendancy of tertiary and 

decline of agriculture and other primary activities in economic 

structure of India through time. 

The output-effect of education has varied sharply among sectors 

leading to the structural transformation of the economy. Output 

effect, of education on tertiary sectors is 1 percent of gross-output 

of services. Output-effect of education on mining and machinery 

sectors has been the least in 1959. Backward linkages· of .education 

with services sectors have accounted for almost half of the overall 

output-effect of education on the economy, while heavy investment and 
' 

consumption goods sectors have together accounted for nearly one third 
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of total output of the economy in 1959. The diversification of 

economic structure, technological up-gradation of production base of 

both education and economy and the relaxing of resource and educated 

manpower constraints to growth seem to have enhanced the output-effect 

of education through time. 

Sectoral patterns of gains in growth have changed in the process 

of development. Agriculture and forestry have increased their share 

to 2.21 per cent of overall g~ins in gross-output in 1969, which has 

further risen to 4.5 per cent in 1979, whereas the share of mining 

and quarrying in output effect of education has declined from 1.5 in 

1969 to 0.03 in 1979. Backward dependence of education upon 

agriculture has th·us increased substantially and backward 1 inkages of 

agriculture with education have also been greatly strengthened in the 

wake of green revolution. In the early stages of development of 

agrarian economies, food requirements of students may constitute the 

major proportion of the maintenance cost of students. Rapid growth of 

output of foodgrains wi 11, therefore, stim'ulate demand for education 

while productivity gains from green revolution will facilitate the 

release of child-labour from agriculture to accelerate human capital 

accumulation (Cf. Brahmanand, 1992, Cf. Prakash and Chaubey, 1992). 

Share of tertiary activities in output-effect of· education has, 

however, increased even more rapidly, it having risen to about 60 per 

cent of education's overall effect on economy in 1979. Tertiary led 

growth. may, thus, be directly attributable to rapid development of 

education. 

3.2.2 Value Added/Income Effect of Education 

Proportion or value added per unit of output manifests (i) degree 
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of round-aboutness in the methods of production being used in the 

economy, and (ii) efficiency of resource-use and productivity of 

factor-inputs. Round-about methods of production and factor 

productivities are directly related to the nature of· technology which, 

however, vary inversely with each other. Increase'in round-aboutness 

of production facilitates greater specialisation in production and 

rise in sectoral inter-dependence. The round-aboutness of production 

methods may lead to enhanced degree of sectoral inter-relateness, 

raising inter-industry ~emand. But an increase in intermediate-input 

requirements implies a corresponding decrease in value-added per unit 

of output. Such changes may then lead to a decline in productivity of 

the primary factors. If such changes lead to a fall in factor_ 

productivities, these changes will lower the growth performance of the 

economy as a whole, since development requires consistent and steady 

rise in factor productivities over time. In other words, input-

output coefficients are required to decline for sustained development 

of the economy. It will, therefore, be interesting to evaluate 

income/value-added effect of education, 

productivity effect, on the other. 

on the one hand, 

Value-added and its components are shown below 

and 

Value-Added (Rs.in crores) 
--------------------------------------------------------------------------

: Commodity Sectors 
I l Year ,-----------------------------------------------------------
: Due to Commodity Due to Linkages Productivity 

Production with Education Effect Total 

1959 : Absolute 
Relative Share 
1968-69 : Absolute 
Relative Shares 
1978-79: Absolute 
Relative Shares 

108,04.876 
97.25 

32833.20 
97.32 

98292.46 
95.94 

305.886 
2.75 

903.67 
2.68 

4163.82 
4.06 

23.480 
0.21 

11 , 134. 2 
100.0 

33736.8 
100.0 

102456.2 
100.C 

--------------------------------------------------------------------------
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Education has contributed 2.96 per cent of total income of the 

economy. However, backward -linkage effect of education on income 

accounts for only 0.21 per cent of total value-added in the economy, 

remaining income-effect of education being due to productivity. 

Like gross-output of commodity sectors, value-added has grown 

very rapidly by 77.5 per cent in sixties. The growth of value-added 

has, however, decelerated to 11.75 per cent in seventies. 

Income generated in commodity sectors' through their forward 

linkages with education has increased from 2.75 to 4 per cent of total 

income in 1979. The growth of income has, however, kept pace with 

the growth of output through-out the observed period. Consequently, 

the proportion of output accounted by income has remained almost 

stable around 64-66 per cent during these two decades of development, 

highlighting the maintenance of productivity levels through time for 

the economy as a whole, though inter-sectoral variations and chan~es 

therein are highly marked. Share of the tertiary sectors has 

increased from 20 in 1959 to 38 per cent of total income in 1989, 

while the share of agriculture has decreas~d from 52 in 1_960 to 35 per 

cent in 1989. Contribution Of ~ducation to income must have increased 

correspondingly due primarily to higher inputs of education into 

tertiary production, on the one hand, and upgradation_ of 

qualifications of manpower prompted by technological upgradation of 

production and educational development since the fifites, on the other. 

Solution vectors of gross output of educational sectors have been 

determined with the help of the education sub-model of the system. 

Imputed value of enrolments in educational institutions is 

Rs.1289.84 crores in 1959, 

stock of human capital. 

representing economic value of potential 
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Solution values of output vectors of education for 1969 and 1979 

are reported below : 
Educational Output (Rs. in Crores) 

-------------------------------------------------------------------- ·----· 
Year/Sector Prm Mdl Sec H.Sec -Clge Clge Tchrs Univ. Total 

Gnl Profnl Trng Clge 

1969:Actual 562.15 390.74 404.23 883.57 40.96 19.83 
Estimated 469.22 487.53.993.70 245.44 33.72 148.32 

1. 89 
1. 75 

19.59 2322. 
23.58 2403. 

-------------------------------------------------------------------------· 
1979:Actual 699.68 830.08 267.38 199.66 176.14 92.42 
Estimated 404.48 989.44 486.48 252.78 183.5i 196.30 

12.48 232.23 2509., 
57.54 132.89 2703.• 

-------------------------------------------------------------------------· 
Solution vectors of output of education closely approximate their 

actual values, MAPE statistics being only 0.0021 for 1959, 0.025607 

for 1969 and 0.00855 for 1979. 

3.2.3 Productivity-Effect of Education 

Product i v,i ty effect of education has uni versa 11 y been recognised 

as the promoter of growth and national development. Recognition of 

productivity effect of education, measured by differential earnings of 

manpower having education of different levels and types, has, in 

fact, led to the emergence of economics of education. Earning 

,differentials, however, exclude post-retirement benefits, representing 

deferred payment for the contribution of human capital to output and 

productivity during the working life-span of manpower, resulting in 

under-estimation of the productivity-effect of education on growth. 

In view.of the importance of productivity-effect of edu~ation, 

the effect has been determined separately for each sector. 

Productivity effect in commodity sectors has been decomposed into two 

components productivity gains due to direct employment and 

productivity gains through forward linkages of.commodity sectors with 

education. Estimates are reported below: 
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Productivity Effect of Education (Rs. in Crores) 

--------Commodity Production Sectors------Education Sector------------
--------------------------------------~-------------------------------

Year Commodity Linkage Growth Rate: 
Production with Education 

Total Education Grand 
Sector Total Grand Total 

1968-69 
1978-79 

326.9113 
712.18892 

12.7176 
137.58686 

339.6289 64.0867 403.7156 8.73 
849.7757 82.8579 932.6336 

Like output and income effects, productivity-effect of education 

has grown rapiqly thrqugh-out. An interesting aspect is, however, 

that the productivity-effect of education on income is much lower than 

the backward-linkage effect of education, highlighting the dimension 

of negligence of relatively more important component 

effect on growth than differential-earnings. 

of education 

Besides these components of education effect on growth, education 

affects growth through .residentiary 1 inkages with the economy. 

Residentiary linkage (Prakash, 1986) relates to the consumption effect 

on income and output through the multiplier. Education promotes 

consumption of commodities in two ways (a) income effect of 

education promotes consumption demand which, 

multiplier process, and (b) education affects 

in turn activates 

standards of living, 

specially through the entry of new goods into cons~mption baskets of 

the educated. Residentiary linkage effect of education may be 

determined with the help of income elasticities of consumption and 

income generated .through education-effects on development. Income 

growth induced by education will equal the sum of (i) backward linkage 

effect of education on income; (ii) productivity effect of education 

on income; and (iii) income generated directly through employment and 

output in education sectors. Residentiary linkages-effect of 

education has not been determined in this exercise. 
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Education has accounted for 2.72 per cent of total income in 1969 

which has increased to 4.2 per cent in 1979. More rapid growth of 

education than economy has thus raised the contribution of education 

from nearly .3 per cent in fifties to 4 per cent of income in 

seventies, rise of 1 percentage point. 

3.2.4 Employment Effect 

Employment sub-model has been used to determine employment vector 

along with its sectoral distribution, qualificational patterns and 

sources of employment growth. The table below highlights the salient 

features of employment growth 

Employment (persons in lakhs) 

------------~-------------Commodity Sectors-------~-----------------
Year Likage Effect Commodity Total Education Grand 

with Education Production Sectors Total 

1959 
1969 
1979 

2.24 
27.013 

150.063 

1540.730 
1555.072 
2214.146 

1542.97 
1582.09 
2364.21 

19.63 
30.40 
37.58 

1562.60 
1612.49 
2401.79 

A little more than ~ne third of total population has been engaged 

in productive activities in 1959, leaving two thirds population as 

dependent. Ratio of dependent to economically active population is 

almost double. Educated accounted for only 21.87 lakh persons in 

employment, being 1.4 per cent of total employment. Of these, 

education itself'employed 19.63 lakh persons directly. Thus, 89.76 

per cent of total educated manpower in the economy got absorbed in 

education itself. 

First level education dominates educational pr6files~of manpower, 

second level education accounting for only 3.37 per cent of total 

· employment, reflecting ,general under-development of education during 

fifties when almost the entire stock of workforce had been brought 
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forward from pre-independence era. Under-dev~loped state of education 

in fifities is also manifested by the fact that, on an average, 

Indians have had only 0.58 years of schooling in 1961. Average 

schooling of population has risen to 1.68 years in 1981. Workers 

have, however, had 0.79 years of schooling in 1961 which has grown to 

4.77 years in 1981 (Prakash and Buragohain, 1992). 

Educational qualifications of workforce in education sectors are 

much higher than of those employed in commodity sectors, matriculates 

and above accounting for 42.58 per cent, and graduates and above 

accounting for another 13.56 per cent of total employment in 

education. These qualificatiorial patterns point towards (i) overall 

under-development of education sector, leading to the probable 

lowering of the desired qualifications to meet the shortages, and (ii) 

even greater degree of under-development of higher education, and 

consequently, greater weightage having been, assigned to school 

education in employment. Domination of employment by first level 

education also highlights the low technologi~al and knowledge base of 

pr,duction in the Indian economy towards the.end of the fifties. 

During seventies and eighties, the scenario must have changed 

considerably. 

Total employment has increased very sluggishly in sixties. 

Employment growth has been greatly accelerated during seventies as is 

evident from the acceleration of growth of employment .from 0.31 per 

cent in sixties to 4~1 per cent per annum .in seventies. However, 

growth of direct employment in. education has declerated from 4.47 per 

cent in sixties to 2.14 per cent in seventies, whereas growth of 

employment due to linkage effect of education has gone down from 28.3 

to 18.7 per cent during the same period. Growth of direct employment 
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in commodity sectors has declined to 3.6 per cent per annum during the 

seventies. Interestingly, education. has generated employment much 

more rapidly than commodity production. 

Educational profiles of manpower have improved considerably from 

fifties to sixties and from sixties to seventies as is evident from 

the table given below: 
(Persons in Lakhs 

Year 

Iltrte 

Educational Profiles of Total Employment 

Ltrte Prm 
without Edn 

Mdl H.Sec Techr 
Trng for 

Gnl 

Clge 
for 

Profnl 

Total 
Clge 

Univ. Tc 

1969 980.43 
(61.97) 

1979 884.35 
(37.41) 

164.77 
(10.41) 
688.92 
(29.14) 

229.28 103.94 56.60 0.07 9.14 
(14.49) (6.57)(3.58)(0.0049)(0.58) 
320.74 242.02 123.91 4.77 78.19 
(13.31)(10.24) (5.24)(0.02) (~.31) 

1. 98 
(0.13) 
20.76 
(0.88) 

1.02 15t 
(0.06) 1C 
0.54 23f 

(0.0023)1( 

(Figures in parantheses are ·percentages of total employment) 

4.0 Solution of Generalised Dynamic Model-III 

Aggregation of sectors leads to the concealment of intra/inter 

sectoral variations, and (ii) underplaying of indirect effects. 

Results of empirical application of model-I to highly aggregated 7x7 

matrix of 1959 suffer from both these limitations. Then, model-I is 

static in nature which neglects investment, and hence, growth effect 

of education. Since dynamic linkage effects vary significantly from 

static linkage effects (Prakash, 1 986) , dyanmic version of 

generalised model-III has, therefore, been applied to 1969 and 1979 

data. The results furnished by this model overcome limitations of 

aggreation of sectors and exogenei.ty of human and physical capital. 

4.1 Dynamic Linkage Effect of Education on Output 

Solution vectors of sectoral gross output are reported in 

statistical abstract. Gross output and its components for the economy 

as a whole are, however, reported below 
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Output (Rs. in Crores) 

Year I 
I Commodity Sectors 
·------------------------------------------------------1 

:comodity Linkage 
:Production with Education 

Total Education · Grand 
Sectors Total 

--------------------- - I -----. 

1969: Absolute 43662.71 
Relative Shares 88.27 

1979:Absolute 131956.26 
Relative Shares 83.15 

3761.65 47424.36 
7.6 95.89 

24099.56 156055.82 
15.19 98.33 

.2043. 07 
' 2.29 

49467.43 
100.00 

2649.78 1,58,705.60 
1.67 100.00 

----------------------------------------------------------------------
Pattern of dynamic forward linkages of production sector,s with 

education is considerably different from that of static linkages. 

Com~unications account for 16 per cent of overall linkage effect of 

education on output while me~alic-products and non-metalic mineral 

products each constitute 12;7 per cent qf total output effect of 

education in 1979. Non-electrical machinery, agriculture and 

forestry, railway-transport service, petroleum products' and other 

services contributed about 4 per'cent of total output due to backward 

linkage effect of education. In 1969, other transport equipment 

accounted for 19 per cent, while metalic products contributed about 11 

per cent of output through forward lin~ages of commodity production 

with education. Steel ~nd Other 1 Servic.es emerged next in ranking with 

a contribution of 7-8 per cent of overall_output effect of education. 

These changes in pattern of linkage effects may be accounted by 

changes in levels and commodity composition of educational investment, 

and hence, changes in the commodity base of educational production. 

Differential growth of sub-sectors of education may also account for 

such changes. The ·emerging patterns of linkages highlight the shift 

of emphasis from teachers to buildings, laboratory equipment, travel, 

communications a"nd services in educational production. 

29 



Gross output of commodity sectors has increased by 12.64 per cent 

from 1969 to 1979. Output due to direct commodity production has 

expanded at a slightly lower rate of 11.69 per cent, whereas output 

induced by forward linkages of commodity production with education has 

increased more rapidly by 20.41 per cent. Consequently, output induced 

by forward linkages of commodity production with education has 

increased from 7.6 in 1969 to 15.19 per cent of total output in 1979. 

Value of direct educational output has increased by 2.63 per cent 

per annum whereas the economy has expanded at a rate of 12.64 per cent 

during the same period, though output induced by education both 

directly and indirectly has increased at a rate of 16.15 per cent. 

Thus, output induced by education has increased 1.3 times more rapidly 

than the output of the economy taken as a whole. Growth of output 

induced by forward linkages of commodity production with education has 

also grown much more rapidly than di'rect output .of commodities. 

Education has, on the whole, accounted for 4.·9 per cent of total 

output in 1969 which has risen to 16.9 .per cent in 1979. Thu~, the 

output-effect of education has increased three fold, raising 

contribution of education to growth in India with time both absolutely 

and relatively. An interesting feature, highlighted by these results, 

is that the static linkage effect of education on commodity production 

conceals a substantial proportion of dyanmic linkage effect on 

commodity output. Endogenisation of investment and growth facilitates_ 

the capturing of full magnitude of education effect on the economy. 

output effect of education on individual sectors of commodity 

production, however, depends directly upon the scale effect, on the 

one hand, and commodity input i~tensity of education, on the other. 
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4.2 Dynamic Income Effect of Education 

Levels and patterns of output under conditions of dynamic growth 

are likely ·to reflect the levels and patterns of income. The 

following table supports this assertion 

Value-Added (Rs. in Crores) 

Year ---------------Commodity Sectors----------------------- · 

Comodity Linkage Total 
Production with Education 

-----------------------------------------------------------------
1969 
Re 1 at i ve Shares. 
1979 
Relative Shares 

28759.93 
(93.09) 

76660.78 
(85.94) 

2131.97 
(6.91) 

125,45.12 
(14.06) 

(Fig~res in paretheses are percentages) 

30891. 90 
(100.00) 

89205.91 
( 1-00.00) 

Income generated by commodity production has grown by 11.2 per 

cent per annum from 1969 to 1979. Income generated directly by 

production sectors has increased at a slightly lo~er rate of 10.3 per 

cent, whereas income induced by forward linkages with education ,has 

grown much more rapidly by 19.3 per cent per annum. Share of direct 

income has consequently declined from 93 in 1969 to 86 per cent of 

tota 1 income in 19 7 9, wh i 1 e income induced ,by 1 i nkage effect with 

education has risen correspondingly from 7 to 14 per cent, 

highlighting the rising weight of education in commodity production 

with development through time. Endogenisation of investment has thus 

revealed the true impact of education on the economy which has been 

partially concealed in static analysis. Share of income attributable 

to linkage effect with.education is only 2.7 and 4.1 per cent of total 

income from commodity production in 1969 and 1979. 

These results highlight certain intersting facets of material 

base of educational production in India: 

(i) Input requirements of education to be satisfied by different 
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I 
commodity sectors differ from sector to sector and from one/time 

period -to another. Rank orders according to proportions of sectoral 

output required to satisfy inter-industry demand of education sector 

fo~ material goods differ widely between sectors; (ii) patterns of 

backward linkages of education with the economy change sharply from 

one period to 

proportionately, 

will be unity. 

another. If education and economy change 

rank correlation coefficient between proporti-0ns 

But rank correlation is significantly lower than 

unity, value being only 0.672, implying significant changes in 

educational ~nd commodity production technology having occurred 

through time. The finding suggests that (i) even if the technology of 

commodity production remains invariant, technology of production of 

social sectors, particularly education tends to change; (ii) if 

technology of commodity production changes, educational technology 

changes even more rapidly, technology of social sectors, particularly 

education, is highly flexible. High flexibility of response f,rom 

education to changes in the technology of commodity production and 

operational constraints of the system facilitates educational 

technology to change relatively more rapidly than commodity production 

technology (Prakash, 1976, 1977), and (iii) printing and allied 

activities, paper and paper products, electricity, other transport 

services, machine tools, and electrical machinery and appliances, in 

that order, in 1969 and printing and allied activities, .paper and 

paper products, railway and other transport services, chemicals and 

chemical products, electrical appliances and transport equipment in 

1979 depend more on forward linkages with education than other 

sectors. 
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If, however, real resource inputs decline even while education 

expands quantitatively or resource inputs grow less than 

proprotionately, backward linkage effect of education on output will 

be weak. Resource inputs will directly affect the educational 

technology in use, leading to the dilution of stock-inputs, an~ hence, 

the quality of infrastructural facilities like buildings and 

equipment. Linkage effect therefore, depends partly upon resource 

allocation and partly upon the flexibility of educational technology. 

4.3 Productivity Effect of Education 

As discussed earlier, productivity effect of education has been 
I 

considered as the most important effect of education on growth. But 

the productivity effect, like output and income effects, is likely to 

differ considerably for static and dynamic models. 

productivity effect ha~ also been analysed separately 

Hence, dynamic 

Year 

1969 

. 1979 

(Rs. in Crores) 

------Commodity Sectors----------------Education Sectors-----
Commodity Forward Linkages Education Grand Growth 
Production with Education Total Sector Total Rate 

30,342.24 
(93.63) 

201781.09 
(94.95) 

1861.50 
(5.74) 

10421.55 
(4.90) 

32,203.74 
(~9.38) 

212,203.64 
(99.85) 

(Figures in parentheses are percentages) 

200.06 
0 .. 621 

301.25 
(0.15) 

32403.8 
( 100) 

212503.89 
( 100) 

6.56 

Overall productivity effect has increased rapidly at a rate of 

20.80 per cent per annum. But the linkage effect with education on 

productivity has increased at a slightly lower rate of about 19 per 

cent, 

Share 

while the direct productivity has risen by 20.9 per cent. 

of forward linkage effect on overall pro~uctivity has 

consequently declined nominally from 5.8 to 4.9 per cent of the total 

productivity gains. Productivity effect of dynamic growth is, 

however, lower than that for state model. 
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4.4 Employment Effect 
. 

Endogenisation of investment and growth tends to after income, 

output and productivity effects of education. Hence, employment 

effect of education may be also different. Employment effect of 

dynamic growth of the economy is tabulated below: 

(Persons in Lakhs) 
-----------------------------------------------------------------------
Year ---------Commodity Sectors---------------Education Sectors------

Commodity Forward Linkages Education Grand Overall 
Production with Education Total Sector Total Growth 

-----------------------------------------------------------------------
1969 

1979 

1331.89 
(95.28) 

1746.71 
(18.51) 

65.99 
(4.72) 

249.41 
(12.49) 

1397.88 27.62 
(100) 
1996.12 40.37 
(100) 

1425.5 

2036.49 3.63 

-----------------------------------------------------------------------
Overall employment in• production sectors of the economy has 

expaned at a rate of 3.63 per cent per annum which is much lower than 

output growth, implying an extremely rapid growth of productivity 

which may be attributed to technological upgradation of production 

base and rising knowledge endowment ,of manpower. Forward linkage 
\ 

effect on employment has grown more rapid)Y by 14 per cent. 

Employment generated by direct commodity production has, however, 

increased at a relatively sluggish rate of 2.75 per cent. 

Consequently, employment in production sectors accounted by forward 

linkages with education has risen from 4 .. 7 in 1969 to 12.5 per cent of 

total employment in 1979. Employm~nt growth in dynamic model is 

relatively slower than that in static case, implying that productivity 

gains of growth are partially concealed by static model. 

Conclusions : 

Empirical ap~lications of input-out models show that neglect of 

indirect effects of education on output, income, productivity and 
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employment has led to considerable under-estimation of economic value 

of education. This has, however, been in-built in the narrowness of 

the conceptual basis of conventional analysis. Growth of output, 

income, productivity and employment induced by backward linkage 

effects of.education on commodity production are much larger than the 

productivity gains. Then, the dynamic growth gains are .larger than 

what static analysis can reveal. Results of the study, therefore, 

highlight the 'inadequacy of conventional accounting of economic 

effects of education, on the one hand, and limitations of the 

conceptual frame and theoretical base of educational economics. The 

concept of economic value of education is too narrow to encompass 

indirect and ultimate economic effects of education in totality. 

Conceptual base of human capital requires broadering where dyanamic 

input-output modelling will serve the methodological needs. 
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fable 1 

STATIC "ODEL-1 

OUTPUT AND INCO"E (RS, IN LAKHSl 

------------------------------- ---~----------------------------------------------------------------------------
Percenta~e Shares 

Coatodity Linkage Total I Co11odity Linkage 
Production 111th ~ . Value I Production llith Total I 

Production Sectors Education · Added I Education I 
------------------------------------------------------------------------------------------------------------------ I 
Aqriculture 881721.2 342.4 882162.5 592269,6 I 52,43393 1.1213"1 52,45428 I 

I I 
!lining 16227.4 75,25 16312,63 1341b,83 I l,9"507 1,04474 l.9"9481 I . 

I I 
Doaestic Production 264856,6 513.92 265361,5 117916.4 I 15,75143 1.1299"6 15,78139 I 

I I 
Industrial Consuapt 65355."4 431.2 65786,83 29239,14 I 3.886554 1,125642 3,912196 I 

I I 
Heavy lnvestaent- 1 71785.45 639,63 72425,18 . 33617.37 I 4,268921 1,138137 4,316957 I 

I I 
"echinery 41999,96 74.17 42174.13 17867,42 I 2,497"43 1.114411 2,512154 I 

I I 
Services 335993,l 1578.47 337571.5 286169,8 I 19,98176 l,19l868 21,17462 I 

I 
----------------------------------------------------------------------------------------------------------
Total 1677938,35 3645.14 1681583,17 1181486. I 99.78325 1,216762 IH 

-------------------------------------------------------------------------------------------------------------------------



Table 2 

STATIC NODEL-1 

OUTPUT AND INCONE IRS, IN LAKHSl 

1969 
- -- ------------------------------------------. ----------------------------------------------------------------

Co11odity Linkage Value 
Co11odity Sectors; Production With TOTAL Added 

Education 
----------------------------------------------------------------------------------------------------------------------
I Agriculture 1325927. 1736,573 1327664. 996798.3 I 
2 Forestry & logging 422572.8 1875,653 ·, 424448.4 319521.4 I 
3 Nining 65824.76 2518.324 68343.18 59863,22 J 
4 Sugar 91716.87 388.6817 92195.55 47114,32 I 
5 Food products excluding sugar 216281.5 2744.594 219825,1 127319. 7 
6 Textiles 389181.5 2729.661 391911.2 211884,B 
7.llood and Nood products 63117,99 1814.922 64922,91 47378,84 
B Paper & paper product 34554.68 11314.61 44869.38 25952.41 I 
9 Printing ,publishing and allied industry 32197.51 294.5136 32492.81 19411.49 I 
I Leather & leather products 25495,82 51,49771 25547 .31 11332.96 I 
I Plastic I rubber products 43971.82 3541.294 47511.32 15141.54 I 
2 Petroleu1 products 37191.41 1284.931 38475,33 . 2,8476,39 I 
3 Che■icals and che■ical products 265874.9 4212.457 27H87.4 171934.1 I 
4 Ce■ent 9631.271 158.1135 9789.384 1738. 717 I 
5 Non-■etallic ■ineral products 99178.28 932.1174 11011,.2 76246.32 I 
6 Iron & steel industries &foundries 83949.99 11359, 18 95319. 17 38512.28 I 
7 Other basic ■etal industry 64169.17 5512.172 69681 .24 56712.31 I 
8 Netal products except ■ach, I tpt. equip, 55425.99 16684.34 72111.34 21117 .41 I 
i Non-Electrical Nachinery 44969.51 1212.686 46172.21 15126.84 I 
B Electrical, electronic, ■ach.l equip, 37161.98 1124.675 38286.66 t5171.93 I 
1 RailNay tpt. equip. 16173.94 636.1365 16811.18 78lil.455 I 
2 Other tpt. equip. 53682.66 39273.44 92956.11 34322.42 I 
3 Niscellaneous ■anf. industries 33873.95 5412.445 39276.39 21671.43 I 
4 Construction 393449.5 5158.496 398518.1 219519.8 I 
5 Electricity 54831."4 314li.251 57977.89 33951.93 1 
6 Sas and water supply 11683.37 3111.315 13784,68 11414.27 I 
7 Railway trans, serv. 114878.9 8428.435 113317.4 77281,61 I 
B Other transport ser. 183943.7 3415.629 187349.3 117642.7 I 
9 Storage & warehousing 3239,l,6l, 1591.242 4829.919 3858.581 I 
I Co11unication 21li69.66 8914.185 29583.74 25173.65 I 
I Trade 281178.7 6651.196 286729.8 234781.5 I 
2 Hotels I restaurants 42131,59 41.15251 42171. 74 27457,11 I 
3 &inking 41513.27 853.3995 41366.t,7 32856,39 I 
4 Insurance 17682.99 1314.125 18987,12 17612.77 I 
5 Ownership of dwellings 872lil a 87261 43128.98 I 
b "edical & health 71151 3311.852 74462,85 66579.11 I 
7 Other services 126211.7 3549.364 129751,1 . 116191 .6 I 

-----------------------------------------------------------------------------------------------------------------------
TOTAL 4938727. 165137.1 5183864. 3373687. 



Table 3 
STATIC IIODEL-1 

OUTPUT AND INCOIIE IRS. IN LAKHSl 
1979 

--------------------------------------------------------------------------------------------------
I 

Co11odity linkage Value I 
Co11odity Sectors; Production llith Total Added I 

Education I 

·-------------------------------------------------------------------------------------------------
I ASRICULTURE 5162726. 14934.38 5177661, 4411457. I 
2 Foresty and logging 651222,8 13865.16 665188.1 633121,3 I 
3 llining I Quarrying 126497.9 181.6111 126679.5 33362.25 I 
4 SUSAR 631218.5 1356.246 632574.7 178213.5 I 
5 Food product Exel. sugar, 976258.2 4149.182 981317.3 281786.9 I 
6 Textile Product 169213,7 8288,972 177492.7 114248.9 I 
7 llood and 1100d Products 115796,3 3945.565 119741.8 59775.34 I 
8 paper. and paper pro. 71524.62 1142 .• 596 71567 .21 31416,46 I 
9 Print.publ,and allied act. 89242,37 66.35149 89318.72 35879.41 I 

11 Leather leather pro. 93321.85 2958.573 96279.43 23292,21 I 
11 Plastic, .Rubber Product 176311.2 5941.885 182253.1 59153.89 I 
12 Petolie■ pro. 511477.5 23697.48 534175.1 111341. 7 I 
13 Che■icals and che■icals pro, 49641.91 4673.267 54314,18 19555.58 I 
14 Ce■ent 239842.1 21174,93 261117 ,1 189564.3 I 
15 Non-■etallic ■ineral products 458274.2 41592.91 499867,1 "181881.9 I 
lb ironlsteel _industries 181148.1 7781.172 187928,2 137113.6 I 
17 Other basic ■etal 119611.7 7341.185 126951 .8 33714.29 l 
18 ■etal.pro. except ■ach. 144591,3 25784.19 171374.4 36368.13 I 
19 non- elect. ■ach. 111133.2 9394,911 121428. 1 25716.58 l 
28 elect!, elec 1ach.1achlequp. 54229.97 2651.466 56881.44 39117,53 I 
21 railway tpt.equip 151121.2 2381.311 152511.5 23536.83 I 
22 other tpt, equip 141978.2 19942.,2 161921,2 22469.14 I 
23 ■isc. ■anf indust, 192728.5 21967.57 214696. 1 2662.232 I 
24 construction 249692,6 13682.85 263375.4 123617 ,8 I 
25 electricity 41661.95 1133.813 42795.76 21615.49 I 
26 gas I water supply 213887.9 9856.181 213744.1 83111.43 I 
27 rly. tpt. services 681445. 1 19466.27 711911.4 38027,6 I 
28 other tpt services 56896,47 629,6249 57526.11 54284,23 I 
29 storage I warehousing 79192.98 12621.91 91814,89 81114,37 I 
31 Co11unication 1428565. 52787.19 1481352. 959614,9 I 
31 trade 315851.3 3648.151 319498.4 221147.2 I 
32 hotelsl restrurents 215183.3 55317.63 271391.1 214744,1 I 
33 banking 255655,l 1953.325 257618.4 253711.1 I 
34 insurance 341569,1 1.124957 341569.1 313565.1 I 
35 ■edicall health 319761.2 1149.417 321811,6 257621.6 I 
36 other services 284683.2 1861.899 216545.1 71455. 12 
37 public ad■inistration 383162.2 231339.8 613511.3 549712, 9 

-------------------------------------------------------------------------------------------------
TOTAL 15371116 648345.8 16119452 11mm 

·-------------------------------------------------------------------------------------------------



Production Sectors; 

Table 4 

GENERALISED DYNA"IC "ODEL-111 

OUTPUT AND INCONE (RS. IN LAKHSI 

1969 

Co11odity Linkage 
Production llith 

Educatin 

Total 
Value 

Added 
·-----------------------------------------------------------------------------------------------------
1 Agriculture 1113193. 4631.112 1117723. 764197.6 
2 Forestry & logging 325174.6 4754.928 3241829.6 248293. l 
3 Nining 57132.64 5616,811 62649.45 54876.14 
4 Sugar 68957.41 721.6291 69679.14 35563.24 
5 Food products excluding sugar 152511.8 4939.671 / 157451.4 95897.47 
6 Textiles 311188.4 5757 .854 316846.2 158165.4 
7 llood and wood products 51282.54 4888.635 55291.17 41349.21 
8 Paper & paper product. 29892.66 19986.51 49879.17 28851.11 
9 Printing ,publishing and allied industry29647,93 864.2594 31512.19 18218.37 
I Leather & leather products 22151.11 382.1711 22532.18 9995.431 
1 Plastic & rubber products 38141.43 6969.813 45111,24 14251.12 
2 Petroleu1 products 32726.17 2811.943 35538.11 26312.49 
3 Che1icals and che1ical products 217576.4 8814.821 '216381 .2 136944.2 
4 Ceaent 8581.331 426.8186 908.139 1599,959 
5 Non-1etallic 1ineral products 81469.66 2674.536 84144.21 64186.18 
6 Iron & steel industries •foundries Hi926.5 26717,46 144643. 9 58447.36 
7 Other basic 1etal industry 78184.15 13692.77 91776.83 74682.32 
8 lletal products except 1ach. & tpt. equip153168,3 43275.21 196443.5 54776.73 
9 Non-Electrical Nachinery 65571.46 3578.565 69151.13 22654,79 
I Electrical, electronic, 1ach.& equip. 35977.55 2329.639 38317.19 15179.17 
:1 Railway tpt, equip, 27616.88 1568.837 29175.72 13642,67 
2 Other tpt, equip. 44169.51 71562.H 115631.5 42694.93 
:3 Niscellaneous unf, industries 27181.18 16611.86 43682.15 22991.16 
·4 Cons true tion 311693.2 11556.41 321249.6 176953.6 
5 Electricity 51149.25 6534.257 5,6683.51 33193.94 
6 Sas and water supply 9272.615 5814,541 15187 .15 11398.28 
7 Railway trans. serv. 92599.78 16151.99 118751. 7 74174.42 
8 Other transport ser, 156921.9 7658.163 164579.9 94561.44 
9 Storage & warehousing 2953.181 2958.424° . 5911.514 4722.661 
I Co11unication 243731.5 21451.56 264183, 1 223917.9 
:1 Trade 228389.3 13817.43 242216.8 198324.9 
:2 Hotels• restaurants 31916.89 91.83279 32H8.73 21889.72 

• :3 Banking 33579.81 1916.929 35496.73 28194.16 
:4 Insurance 17471.27 2811.:m 21271.58. 18792.76 
:5 Ownership of dwellings 65795.92 I 65795.92 32519.81 
:7 "edical & health 53648.77 5938.236 59587 .11 53278.16 
:9 Other services 111538.7 28799.41 129338,l 115822. 7 
------------------------------------------------------------------------------------------------------

Total 4366271. 376165.2 4742436. 3189191. 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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Table 5 
6ENERALISED DYNANIC NODEL-111 

OUTPUT AND INCONE IRS. IN LAKHSl 

1979 
-----------------------------------------------------------------------------------------------------

Co11odity linkage Total 
Production llith Value 

tion Sectors Educatin Added 
----------------------------------------------------------------------------------------------------
lture 1518342. 48797.99 1551141!. 1318613. I 
·y & logging 678721.6 85939.43 764661.l 727793,5 I 

37519.53 668.8215 38178,35 13872,46 I 
119361,9 5929.325 125298.2 47826.71 I 

·oducts excluding sugar 326863.6 24152.39 351916.1 '115326.1 I 
,5 359619.l 29541.38 389161.4 251495.6 I 
d wood products 127966.7 21813.77 148771.5 81133.86 I 
paper product 21516.99 6859.816 · 28376.81! 12156.33 I 

1 ,publishing and allied in23111.57 3829.158 26929.73 11818.91 ·1 
& leather products 156179.2 321119.21 188'18.4 61988.17 I 
& rubber products 171919.4 38814.11 211733.5 68397.78 I 

,,1 products 462981.6 118964.1 581945.6 18661!4.6 I 
sand che1ical products 127751.5 11358.63 13911!9 .1 51185.63 I 

H5495.I! 52747.89 198242.9 144528.1 I 
Ilic 1ineral products 1148616. 318235.2 1lo6852. 494616.5 I 
teel industries lfoundries416417.7 119721 .I! 516138.8 376578.2 I 
;ic 1etal industry ·215659.7 56313.14 261972.8 85546.93 I 
,ducts except 1ach. I tpt.867184.5 315768.3 1172952. 376923.7 I 
:rical Nachinery 566166.8 164297.8 731364,6 234699.7 I 
;1 1 electronic, 1ach.& equ71369,36 127611.52 84129,88 57719.47 I 
pt. equip. 75243.81 31595.76 115839.5 44615.97 I 
• equip. 67675.38 28156.93 95732.32 41341.24 I 
eous 1anf. industries 139965.1 49124.61 188989.7 111561.6 I 
tion 1336821, 82777.48 1419599, 666382.6 I 
ty 31379,83 6978.981 38358.81 19374.45 I 
1t1r supply 364868.4 , 51217.15 4151!75.5 223675.2 I 
·ans • serv. 51!1713.1 125189.1! 625892.1 339352.8 I 
sport ser. 155211.9 · 4531.611 159732.5 151731.8 I 
warehousing 51384.99 18755.34 71141.33 61881.82 I 
ion 1921116. 387731,4 2387846. 1495114. I 

214359.2 5812.943 221162.1 157242.2 · I 
?staurants 224551.1 42722.45 267273.6 212383.5 I 

145139.7 11431.58 155471.3 153117.6 I 
554.5238 1.167882 554.6917 519.2145 I 

if dwe 11 ings 92182.38 1127 .BIii 93311.18 74931.89 I 
,ea Ith 74912.19 15136.92 91839.12 48134.45 I 
ces 366133.4 111466.B 477611!.3 427934.3 I 
-----------------------------------------------------------------------------------------------

13195b26 2419956. 156115582 8921591. 

----------------------------------------------------------------------------------------------
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INDUS1RIAL EFFECT'S OF TI-IE EUROPEAN COMMUNITY INTEGRATION 

Costas Christou and Douglas Nyhus 

Abstract 

This paper examines the potential effects of the European Community (EC) integration. It 
develops a number of assumptions representing the EC directives, and introduces them in 
the Inforum system of models, which links together interindustry dynamic macro-economic 
models of ten countries. Those assumptions include the deregulation of financial services, 
abolition of border controls, increased competition, economies of scale and opening up of 
government procurement. According to the system results, the European economies will 
experience higher economic growth and per capita income with lower prices and higher 
labor productivity. It is expected that the rest of the world economies will not be affected 
significantly by the integration. Finally, the integration process will generate diverse results 
across sectors in different countries. 
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University of Maryland 
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I. Introduction 
In the beginning of 1993, the European single market will materialize. It will bring 

to fruition years of enthusiastic work inspired by an ambitious vision of a unified Europe. 

The estimation of the potential effects of the integration has been the main area of resear:ch 

for many economists of both sides of the Atlantic [Cecchini (1988), Commission of the 

European Communities (1988) and (1990), Catinat and ltalianer (1988) for the micro aspects 
of the integration and Economic Policy (1989) and Coffey (1990) for the major macro and 

growth related issues]. Most of the 1992 integration of Europe studies deal mainly with the 
aggregate macroeconomic effects of the integration, without paying a lot of attention to the 

industrial - or sectoral - impacts of it. 
The objective of this paper is to examine the potential effects with an internationally 

linked system of models, namely the Inforum system. It includes the interindustry dynamic 

macro-economic models of five European countries (Belgium, France, Germany, Italy and 

Spain) and models of Canada, Japan, Mexico, South Korea and the United States; the 

models are annual and sectorally linked through merchandise trade and prices. Information 
regarding trade flows and prices is exchanged between each of the sectors of the national 

models. The expression "interindustry macro-economic" means that the models deal with 

all of the usual concerns of macroeconomics -- but build up macro totals from industry 
detail. The basic structure is more or less common to all of the models and is described in 

Nyhus (1988) and (1991). Both national models and the linking mechanisms are described 

in Economic Systems Research (1991). 

Two scenarios were developed. One represents the current situation, that is Europe 
with borders. For the other, a number of assumptions representing the European 

Community (EC) directives were quantified and entered into the models, to produce the 

Europe without borders scenario. They represent major supply shocks in the form of 

deregulation of financial services, abolition of border controls, opening up of government 
procurement, increased competition and economies of scale. The first three were 

implemented in 1993 while the latter two in 1995, as the adjustment process is expected to 

be longer. Since the assumptions for the Europe 1992 program pertain to only four of the 
twelve European Community countries, the results are probably biased downwards. The 
lack of repercussions deriving from both the income and the price side of the other 

European economies limits the favorable results of the integration. 

According to the system results, the integration process will boost the European 

economies but produce slightly negative results for the other economies considered. Because 

of the 1992 program, output in the year 2000 is expected to be 9.74% higher in Belgium, 

5.53% higher in France, 6.14% higher in Germany and 2.94% higher in Italy than it would 
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be without the program. The corresponding increases in exports will be 9.74%, 10.59%, 

7.31 % and 5.65% while employment is expected to increase by 0.35% in Belgium, 0.38% in 
France and 0.45% in Germany. In Italy a significant number of :workers will be displaced 

by higher rates of productivity growth; and, as a result, employment will be lower by 2.20%. 

For the Republic of Korea and the United States, the results on output growth are negligible 

(reductions of 0.49% and 0.16% respectively by 2000). Export reductions are 2.11 % and 

1.04%, while the effects on employment are again very small; reductions of 0.32% and 

0.05% respectively. 

The rest of the paper is organized in the following manner. Section II discusses each 

of the assumptions that were made, together with the methodology followed for their 

implementation. Section III continues with the results of the simulations and a comparison 

of them with the ones obtained by the Cecchini study. Finally, section IV summarizes and 
concludes. 

II. Assumptions 

The assumptions of the Europe without borders scenario appear in Figure 1. Those 

can be regarded as a sequence of major supply-side shocks that are expected to have both 

micro and macroeconomic effects on the economies of the member countries as well as on 

the rest of the world. 

Figure 1 Assumptions for the single European market program. 

■ Deregulation of financial services 
■ Removal of border related controls 
■ Increased competition in 

(a) wholesale and retail trade 
(b) industrial sectors and services 

■ Exploitation of the economies of scale 
■ Opening up of government procurement 

At the micro level, after the removal of barriers and regulations, the drop in 

consumer prices together with a larger choice of products of better quality will result in 

substantial gains for the consumers. In other words, there will be welfare gains as measured 

by the consumer surplus. For the producer, there might be short-run losses which will be 

outweighed by the creation of long-run profits. Because of the immediate elimination of 

protectionism and the monopolies that currently exist, profits are expected to drop. 

Increased competition, though, will induce firms to adjust their behavior and exploit 
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economies of scale in production, reduce X-inefficiencies and internalize externalities in 

learning and innovation. Those will provide the foundations for potential long-term profits. 

At the macro level, the immediate outcomes of the internal market program will be 

the reduction in production costs and significant gains in productivity. Prices will drop- and 

increase the competitiveness of the EC economies and thus the purchasing power of their 

residents. That rise will in turn stimulate final demand -- both domestic and foreign-- giving 

companies the opportunity to exploit resources better and increase their level of activity and 

production. Inflation and unemployment will then be reduced; new perspectives for growth 

will improve the confidence of businessmen and consumers in those economies. 

The rest of this section examines in detail the assumptions about the European 

integration, which appear in Figure 1. In the course of quantifying them, information was 

drawn from a number of existing studies and especially from the Cecchini report (1988) and 

the study by Catinat and ltalianer (1988). They both contain specific estimates of the 

expected shocks across countries and sectors. 

(i) Deregulation of financial services 
It is well known that vitality of an economy requires a financial sector with the 

smallest possible imperfections. In most of the European Community countries, though, 

government regulations, standards, and controls have restricted market entry in many 

financial sectors and implicitly abolished free competition. As a result, there are big 

differences in the prices of standard financial products across the EC. Price differentials 

between the cheapest and the most expensive provider range from 46% for obtaining 

travellers cheques to 254% for insurance against commercial fire and theft [Cecchini (1988)]. 

The Commission directives for the deregulation of financial services involve a two

phase plan, the first stage of which was implemented in 1987. The main idea of the plan 

is the elimination of controls on capital movements. The potential benefits affect both the 

micro and the macro side of the economy. On the micro side, because of increased 

competition there will be efficiency gains which will lead to a reduction in the price of 

financial services and to an increase in labor productivity while on the macro side the 

elimination of controls and regulations will make it easier for both the country and the EC 

policymakers to coordinate their policies. 

The Cecchini report estimated that the reductions in the price of financial services 

could be as high as 11 percent for Belgium, 12 percent for France, 10 percent for Germany, 

and 14 percent for Italy. It is expected that those savings will be reflected in lower value

added components for the financial sectors. Thus, the value of their output (in current 

prices) will be lower. The above reductions were introduced into the European models in 
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the form of savings in total labor compensation and profits of the above sectors. 

(ii) Removal of border-related controls 

The existence of border controls and administrative formalities makes businesses 
suffer massive customs-related paperwork which creates long delays in the dispatch of goods 
to other Community markets. Small and middle-sized companies are hurt the most. 
According to Cecchini, customs costs per consignment can be up to 30 to 45 percent higher 
for companies with under 250 employees than for larger companies. Thus, the impacts of 
the removal of border controls will be uneven across countries. An additional unevenness 
will arise because of the different geographical location of the EC countries. 

A number of measures aiming at reducing border checks have already been taken 
by the European governments, with the objective of having all border controls eliminated 
and administrative formalities reduced by the end of 1992. The potential effects of those 

measures will be two-fold. First, government employment will be cut down as a result of the 
elimination of customs officers. In order to implement that effect, public employment in our 

models was reduced by 0.41 percent for Belgium, 0.21 percent for France, and 0.06 percent 
for Germany and Italy [Catinat and Italianer (1988)]. Second, the price of the intra
Community trade will be reduced, since the extra costs of delays and administrative 
formalities are paid either directly or indirectly by importing firms. Catinat and Italianer 
have estimated the share of the cost of administrative formalities borne by the firms in the 
value of the bilateral trade flows. Those shares are based ori estimates of the administrative 
costs per consignment for the importers and the exporters of each of the countries analyzed 
and for different products. Figure 2 presents the matrix of the above shares. 

Figure 2 Share of the cost of the administrative formalities borne by the EC firms in the 
value of bilateral trade flows - all products taken together. 

Importer Belgium Germany France Italy Netherlands UK 
Exporter 

Belgium 0.84 1.21 1.42 0.94 0.84 
Germany 1.45 2.10 , 2.17 1.82 1.67 
France 1.64 1.72 2.25 1.84 1.72 
Italy 1.76 2.25 2.30 1.95 1.83 
Netherlands 1.05 1.22 1.40 1.59 1.27 
UK 1.87 1.20 1.55 1.91 1.33 

Source: Catinat and Italianer (1988). 
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The rows represent the exporting countries and the columns the importing. For modeling 
purposes, it was assumed that the elimination of customs related controls would result in a 
reduction of the bilateral export prices. In order to come up with the appropriate price 

reductions for each country's exports, the structure of its trade was taken into consideration. 
For a given country, let sij be the share of sector i's exports to country j in the total value 
of exports to country j; and, RFj the export price reduction factor for exports to country j 
(presented in Figure 2). Then, the weighted-average reduction factors (WARF) are 

calculated according to the following formula: 

W ARFi = lj ( sij * RFj) 

(By definition, Ii sij = 1 for all j.) That procedure gave vectors with the W ARF's for the 

exporting sectors of each of the countries considered. Finally, multiplicative fixes were 

applied in order to reduce sectoral export prices by the W ARF's. 

(iii) Increased competition 
A larger internal market will boost competition and reduce monopoly power and 

rents as well as X-inefficiencies, that is, management inefficiencies. The drop in the unit 
costs and profit margins will result in lower producer and consumer prices. Those effects 

are expected to be different across sectors. 
(a) Wholesale and retail trade sectors 

After the removal of the trade restrictions, it is expected that the average size• of the 
wholesale and retail trade companies will increase -- by means of the establishment of big 
chains of stores. That will result in the reduction or even the elimination of price 

discrimination among the EC countries. 
The reduction in trade margins will lead to increases in labor productivity in trade 

and consequently to lower consumer prices. The whole adjustment process requires that 
companies make all necessary changes in order to bear increased competition, and thus it 

is expected to be gradual. 
That expectation is reflected in the way this potential effect was implemented. It was 

assumed that labor productivity in both the wholesale and the retail trade sectors will 
increase by 8 percent by 1995, above that of the Europe with borders scenario, and then 
steadily move up to a 15 percent increase by 2000 and remain the same until 2010. All of 

those increases are in addition to the trend increases assumed in the Europe with borders 

scenario. 
(b) Industrial sectors and Services 

The elimination of X-inefficiencies together with improvements in management, by 

-6-

-



reorganizing managerial teams, will result in reductions in the unit costs of production. Those 

estimates, as they appear in Figure 3, were derived by using the differences in prices now 
observed between member states as an indicator of future competitive pressures (for details 

see Catinat and Italianer). It was assumed that the adjustment of the firms will be gradual, 

starting 'in 1995 and the assumed cost reductions were implemented as labor productivity 

increases. 

Figure 3 Decrease in unit costs of production (in percent), as a result of increased 
competition: all countries. 

Intermediate Equipment Consumption Services 
goods goods goods (except trade & government) 

1995 0.72 0.60 0.28 0.40 
2000 0.80 0.70 0.30 0.80 
2010 0.80 0.70 0.30 0.80 

Source: Catinat and Italianer (1988) and authors' estimates. 

(iv) Exploitation of the economies of scale 

Increased competition will induce firms to organize their production processes more 

efficiently and exploit economies of scale. Production costs will drop and labor productivity 

will increase. Additional production possibilities are expected to lead to an increase in the 

market share of the EC industries with the rest of the world. 
For modeling purposes, it was assumed that the average size of the establishments 

will converge towards the minimum efficient technical scale (which differs across industries). 

Estimates of those appear in Catinat and Italianer. The reductions in the unit costs of 
production were assumed to be identical across all countries due to lack of country specific 

information on cost savings. Cost reductions as they appear in Figure 4 were translated into 

. labor productivity increases. Again, the adjustment process is expected to be gradual starting 

in 1993. 

(v) Opening up of government procurement 

In 1986 public sector purchases in the EC accounted for 15 percent of the 

Community's gross domestic product. However, only a small fraction of those purchases was 

awarded to companies from other EC countries. Sectors like telecommunications, defense 
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Figure 4 Decrease in unit costs of production (in percent), as a result of the exploitation 
of the economies of scale: all countries. 

Energy products 
Industrial products 
- Intermediate goods 
- Equipment goods 
- Consumption goods 
Services ( except trade & government) 

1995 

0.4 

2.0 
2.0 
0.4 
2.0 

Source: Catinat and Italianer (1988) and authors' estimates. 

2000 

0.5 

3.0 
3.0 
0.5 
3.0 

2010 

0.5. 

3.0 
3.0 
0.5 
3.0 

and transportation are the ones that are guarded the most by government protectionism in 

procurement markets. The costs associated with these policies are enormous. They start 

from higher prices that governments pay for products that they could otherwise get more 

cheaply, and they end up creating a non-competitive and sub-optimal market mechanism. 

The internal market program aims to end every kind of protectionism that currently 

exists and to encourage competition. The effects will initially be static, in the sense that 

governments will be buying from the cheapest supplier. Dynamic effects will arise because 

of increased competition as well as because of the exploitation of the economies of scale in 

many high technology sectors. The result again will be downward pressure on prices. The 

price reduction effect by sector of this increased competition was estimated by the following 

formula for all countries: 

(GOVPil / Yi1) * GOVEFI 

where GOVPi1 represents government purchases of sector i products in year t, Yi1 gross 

output of sector i in year t, and finally, GOVEF1 the price reduction coefficients which were 

assumed to be 0.1 in 1993, 0.25 in 1995 and 0.3 after 2000. 

ill. Simulation Results 

The lnforum international system of models was simulated for the period 1992 to 

2010. According to the system results, Europe appears on the verge of a very strong growth 

path. The source of that growth is generally higher productivity growth, which is different 

across countries at the sectoral level. 

(i) Aggregate macroeconomic effects 

Tables 1 to 4 show the results for the four Community countries in the Inforum 

system. Each line represents percentage deviations of the "Europe without borders" 
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variables (in real terms) from the ones of "Europe with borders" for the years of 1993 

through 2010. All four countries show significant increases in real GDP, per capital real 

income and consumption, exports, investment and imports. Germany, France and Belgium 

show increases in employment as well. The Italian model has Italy failing to employ all of 

the workers displaced by higher rates of productivity growth. Prices were also considerably 

lower with economic integration. In the three models with price sides, consumer prices in 

2000 were 6.2% lower in Germany, 4.3% lower in France and 7.1 % lower in Italy. The 

effects build over time and competition and labor efficiencies increase relative to the no 

integration scenario. The graphs at the bottom of each table are to illustrate the effects of 

integration over time for gross domestic product and an other macroeconomic variable which 

is different for each country. 

For non-community countries the results tended to be slightly negative. Tables 5, 6 

and 7 show the results for the United States, the Republic of Korea and Japan respectively. 

For all countries the initial effects are positive as exports increase because of greater import 

demands in Europe but later fall as increased European competitiveness squeezes them out 

of foreign markets. The graphs for gross domestic product and exports are shown for the 

United States and Korea together with their respective tables, while for Japan the graphs 

for exports and relative Japanese export is presented. Real incomes tend to increase 

because of lower import prices. 

(ii) Industrial effects 

Although the aggregate results are more or less uniform across all four European 

countries considered, that is not true for the industrial effects. The differences are due to 

the different sectoral structure of the economies and to the fact that the implemented 

assumptions involve different treatment- of each of the sectors across countries. 

A tabulation of sectors in Belgium, France, Germany and Italy where the increases 

in output are greater than ten percent for the year 2000, yields the following: 

Figure 5 Industrial sectors in Belgium, France, Germany and Italy with increases in output 
. greater than ten percent -- Year 2000. 

Fishery 
Milk 
Clothing 
Paper 
Non-motor Repair 
Ocean Transport 

Belgium 
Coal 
Tobacco 
Wood & Furniture 
Printing 
Coastal Transport 
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Glass 
Castings 
Machine Tools 
Industrial Equipment 
Ordnance 
Office Equipment 

France 
Household Appliances 
Motor Vehicles 
Precision Instruments 
Synthetic Fibers 
Ocean Transportation Services 
Miscellaneous Transportation Services 

Industrial Electrical Equipment 
Germany 

Clothing Non-ferrous Metals 
Non-road Vehicles 
Textiles 

Dairy Products 

Inspection of the lists for France and Germany leads to the following curious result: 

Germany, a large capital equipment producer, has relatively larger gains in consumer type 

sectors while more agricultural France sees relatively larger gains in the capital goods 

industries. Please note that capital spending rises more in Germany than in France (see 
Tables 1 and 2 respectively), so the reason is not domestically induced spending but rather 

export/import related. For Belgium, consumption related sectors grow significantly, while 

no Italian sector experiences a change greater than ten percent. 

The industrial effects on the US, Canada, Japan and Korea are summarized in Figure 
6 below. 

Figure 6 Industrial sectors in the USA, Canada, Japan and Korea with decreases in output 
greater than one percent and increases greater than a quarter of a percent -- Year 2000. 

USA 
Output decreases greater than one percent 

Ferrous metals Copper 
Other non-ferrous Engines and turbines 
Metalworking machinery Special Industrial machinery 
Office equipment Electrical industrial apparatus 
Communications equipment & electronic components , 
Construction, Mining & oilfield machinery 
Miscellaneous non-electrical machinery 

Output increases greater than a quarter of a percent 
Shoes Computers 

Canada 
Output decreases greater than one percent 

Iron ore Plastic fabricated products 
Yam and manmade fibers Furniture and fixtures 
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Iron and steel products 
Structural metal products 
Agricultural machinery 
Motor vehicles 
Electrical products ex. radio, TV 
Industrial chemicals 
Pipeline transport 

Aluminum products 
Other fabricated metal products 
Other industrial machinery 
Motor vehicle parts 
Non-cement non-metallic minerals 
Scientific equipment 

Output increases greater than a quarter of a percent 
Agricultural products excl. animal & grain 
Fish landings Coal 
Crude mineral oils Fish products 
Misc food products Leather & leather products 
Pulp Non-motor vehicle transport equipment 
Imputed rent occupied homes Amusement and recreation 

Japan 
Output decreases greater than one percent 

Pig iron, crude steel Electrical machinery 
Leather & fur products 

Output increases greater than a quarter of a percent 
Synthetic fiber yams Synthetic fibers 

Korea 
Output decreases greater than one percent 

Forestry products Metal ores 
Non-metallic ores Fiber yam 
Textile fabrics Fabricated textiles 
Leather & leather products Basic chemicals 
Synthetic resins Chemical fibers 
Other chemicals Petroleum products 
Rubber products Non-metallic mineral products 
Iron and steel Primary non-ferrous metals 
Fabricated metal products Non-electrical machinery 
Electrical equipment Household electronics 
Electronic appliances Semi-conductors 
Other electronic components Measuring,medical & optical instruments 

Output increases greater than a quarter of a percent 
Fishery Shipbuilding 
Transport & warehousing Education and research 

For the United States, only three industrial sectors showed increases in exports of 

more than one percent with European integration: Coal, Textiles and Computers. Nineteen 

of the remaining forty-five goods sectors showed export losses of more than one percent. 

With respect to the output changes, most of the sectors gave negligible increases or 

decreases. The same is the case for Japan, while for Canada and Korea the magnitude of 
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the effects by industrial sector seems to be bigger but still not very significant. 
Tables 8, 9 and 10 show cross country comparisons for three industries: electrical 

machinery and equipment (including computers), primary metals and ores, and chemicals 

and plastic products. The results vary significantly_ by country but in almost all ~ses, 
European countries are the gainers and non-European the losers. Specifically, for electrical 

machinery and equipment, French and Italian output grows the most as export growth 
surpasses import growth, while United States, Canada, Japan and Korea loose in terms of 

output. Italy experiences a significant increase in the output of primary metals and ores, 
which is derived from higher export penetration. Finally, the output of chemicals increases 
in all European countries together with exports. 

(iii) Comparison of the results with the Cecchini report 
A set of assumptions similar to ours was implemented and simulated by Cecchini 

(1988) using the HERMES and INTERLINK macroeconometric models. Table 11 
compares some of the main aggregate macro results of that study with the ones reported 
above. In general, the results seem to be in the same direction, although the magnitudes 
differ in some cases. That could be due to a different set of assumptions (like in the case 
of Belgium) or to the way the models respond to economic shocks. For all countries, GDP 
is expected to increase, prices to decline and labor productivity to increase. Employment 
moves in different directions in France, Germany and Italy. The reason for that is the 
different way the models react to supply shocks in the short, medium and long run. 

IV. Summary 

The objective of this paper was to address the economic aspects of the 1992 
European integration and to estimate its potential effects on the economies of Europe and 

the rest of the world. A set of assumptions representing the EC directives was developed 
and introduced in the lnforum interindustry models of Belgium, France, Germany and Italy. 

Those assumptions include the deregulation of financial services, abolition of border related 
controls, increased competition, economies of scale and opening up of government 

procurement. 
The results showed that the European economies will experience higher economic 

growth and per capita income with lower prices and higher labor productivity. For the 

economies of the rest of the world the integration process is not expected to bring about any 
significant results. Initially the effects will be positive due mainly to increased exports which 
will later fall. Moreover, the integration process will generate diverse results across sectors 

in different countries. 
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ENDNO~ 
1. Throughout the paper when we talk about Germany we refer to the Federal Republic 

of Germany. 
2 The Spanish model is part of the system, but not fully operational. As a result, the 
assumptions for Europe 1992 were not incorporated in it. Also, the model of Belgium does 
not have a price side, thus it does not produce forecasts for prices. 
3. Chapter six of the Cecchini report contains a detailed discussion of the costs of non
Europe for the service sectors. 
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Real Gross Product 

Private Consumption 

Exports 

Imports 

Equipment Investment 

Employment 

Aggregate Productivity 

GNP Deflator 

Table 1: Germany 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 

3.02 4.38 3.83 3.80 3.80 

3.68 6.24 5.46 4.09 4.99 

2.19 2.94 3.95 4.66 4.84 

5.41 7.60 6.83 6.40 5.83 

8.55 11.25 8.28 8.94 5.23 

0.38 0.07 0.61 1.00 0.22 

2.62 4.32 3.17 2.77 3.57 

-2.85 -1.71 -1.64 -2.86 -4.97 

Consumer Price Deflator -3.74 -3.71 -3.72 -4.43 -6.04 

Real Income per capita 4.0 6.3 6.2 5.1 5.2 

1998 2000 

4.99 6.14 

6.15 6.22 

6.28 7.31 

6.54 6.74 

5.96 9.76 

0.23 0.45 

4.76 5.70 

-7.35 -4.58 

-8.19 -6.19 

6.3 6.7 

German Gross Product Germon real disposable income 
~- 1lt2 - 1.00 .... 1112. UJO 

l.lS I.I) 

1.11ttl 1992 tfttett ·-
I.IJS 

0.'7 

90 !12 94 100 90 !12 94 911 
, uftff • ,.,cine 

A-1 

• 

2010 

6.12 

7.04 

8.35 

8.26 

7.89 

-0.15 

6.22 

-4.31 

-6.29 

6.9 

100 



Real Gross Product 

Private Consumption 

Exports 

Imports 

Equipment Investment 

Employment 

Aggregate Productivity 

GNP Deflator 

Table 2: France 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 

1.70 2.56 3.41 3.73 3.99 

0.74 1.36 2.31 2.75 3.37 

3.01 4.50 5.30 6.03 6.41 

3.63 4.84 6.36 6.42 6.58 

4.68 6.45 8.57 8.04 7.18 

0.65 0.57 0.48 0.40 0.28 

0.97 1.97 2.87 3.33 3.72 

-1.88 -2.53 -3.24 -3.30 -3.45 

Consumer Price Deflator -1.84 -2.47 -3.23 -3.35 -3.60 

Real Income per capita 1.4 1.9 2.8 3.2 3.6 

1998 2000 

4.84 5.53 

3.68 4.19 

8.68 10.59 

7.62 7.71 

7.96 7.21 

0.60 0.38 

4.21 5.09 

-4.17 -4.46 

-4.22 -4.29 

4.2 4.5 

French Gross Domestic Product French Consumer Prices 
-- ■ \00 ....... 1112 • \00 

90 90 92 91 • 
• uftn 

A-2 

2010 

6.51 

4.32 

13.57 

7.95 

5.20 

0.74 

5.74 

-4.14 

-4.05 

4.9 

100 



Table 3: Italy 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1m 1998 

Real Gross Product 1.58 1.88 1.94 2.58 1.82 3.16 

Private Consumption 1.92 2.75 3.43 4.00 3.91 6.05 

Exports 1.68 2.47 2.77 3.03 3.26 3.91 

Imports 4.29 5.22 6.00 6.87 S.96 9.32 

Equipment Investment 4.00 4.34 4.19 6.19 2.83 5.37 

Employment 0.36 0.14 -0.80 --0.77 -1.52 -1.00 

Aggregate Productivity 1.22 1.73 2.76 3.38 3.40 4.21 

GNP Deflator 0.53 --0.67 -2.06 -3.09 -3.88 -3.29 

Consumer Price Deflator -0.55 ~1.92 -3.54 -4.79 -5.52 -6.11 

Real Income per capita 2.10 2.75 2.88 3.19 2.52 4.74 

Italy Real Gross Domestic Product Italian Imports 
-'"2•\00 -'"2. 1.00 

1.)1 

1.13 

to 92 91 98 IDO to 92 91 

f "-'" 

A-3 

-

2000 2010 

2.87 4.58 

S.89 5.86 

5.36 9.37 

8.52 8.66 

3.41 5.11 

-1.77 --0.68 

4.73 5.29 

-5.15 -7.83 

-7.26 -9.88 

3.53 4.12 

98 1DO 



Table 4: Belgium 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 1998 

Real Gross Product 2.85 4.40 5.54 5.56 5.08 5.35 

Private Consumption 0.59 1.99 3.01 3.47 3.60 3.65 

Exports 5.45 7.60 8.31 8.36 8.38 9.46 

Imports 5.77 7.94 8.86 8.26 7.72 8.55 

Equipment Investment 6.91 10.06 14.64 12.96 9.06 7.96 

Employment 0.61 1.62 1.82 2.01 1.32 0.81 

Aggregate Productivity 2.17 2.68 3.71 3.49 3.80 4.60 

Real Income per capita 0.88 2.77 3.94 4.47 4.30 4.06 

Belgian Real Domestic Product Belgian Exports --•\00 .... 1112. \,00 

1.49 

2000 2010 

5.66 5.81 

4.32 3.75 

9.74 11.85 

8.88 10.12 

7.93 5.70 

0.35 0.49 

5.29 5.33 

4.49 3.98 

w••,// ····~·~ 1.21 

no 1992 

O.tl 

!II !12 91 !II 92 91 !II 100 
t I ....... 
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Real Gross Product 

Private Consumption 

Exports 

Imports 

Equipment Investment 

Employment 

Aggregate Productivity 

GNP Deflator 

Table 5: United States 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 

0.15 0.20 0.07 -0.09 -0.10 

0.10 0.21 0.14 0.09 0.16 

0.41 0.41 0.14 -0.23 -0.56 

0.31 0.43 0.30 0.22 0.34 

0.62 0.78 0.19 -0.52 -0.54 

0.08 0.16 0.11 -0.01 -0.04 

0.06 0.04 -0.03 -0.06 -0.04 

0.00 0.00 0.04 0.04 0.00 

Consumer Price Deflator -0.03 -0.02 0.02 0.00 -0.10 

Real Income per capita 0.13 0.23 0.12 -0.01 -0.02 

1998 2000 

-0.04 -0.16 

0.22 0.17 

-0.63 -1.04 

0.53 0.45 

-0.08 -0.24 

0.00 -0.05 

-0.03 -0.09 

-0.08 -0.04 

-0.19 -0.17 

0.09 0.02 

Jnited States Real Gross National Product United States - Exports 
ht.- 1N2. \DO ----I.IS 

1.07 

90 9l 91 911 100 90 91 " 911 . ,.,. I,..,,. 

A-5 

2010 

-0.01 

0.26 

-0.78 

0.70 

0.55 

-0.00 

0.01 

-0.25 

-0.37 

0.09 

100 



Table 6: Republic of Korea 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 1998 

Real Gross Product 0.05 0.02 -0.10 -0.20 -0.29 -0.36 

Private Consumption 0.04 0.07 0.24 0.40 0.41 0.43 

F.xports 0.11 -0.01 -0.54 -1.08 -1.42 -1.63 

Imports 0.10 0.02 -0.19 -0.33 -0.36 -0.39 

Equipment Investment 0.06 -0.01 -0.20 -0.35 -0.35 -0.45 

Employment 0.03 0.02 -0.04 -0.11 -0.18 -0.23 

Aggregate Productivity 0.00 0.00 -0.07 -0.07 -0.07 -0.13 

GNP Deflator -0.06 -0.06 -0.05 0.05 0.05 0.09 

Consumer Price Deflator -0.13 -0.12 -0.17 -0.10 -0.14 -0.09 

Real Income per capita 0.10 0.11 0.13 0.12 0.17 0.14 

Korean Gross Domestic Product Korean Exports --•l.00 .... '1112•\00 

1.50 1.39 

o.• o.• 
!II 92 91 9ll Ill) !II 92 91 " ··-
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2000 2010 

-0.49 -0.47 

0.45 0.43 

-2.11 -2.03 

-0.47 -0.21 

-0.49 -0.35 

-0.32 -0.28 

-0.18 -0.18 

0.16 0.18 

-0.04 -0.05 

0.06 0.10 

9ll 100 



Real Gross Product 

Private Consumption 

Exports 

Imports 

Equipment Investment 

Employment 

Aggregate Productivity 

GNP Deflator 

Table 7: Japan 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 

0.02 0.01 -0.07 -0.09 -0.11 

-0.04 0.03 0.12 0.14 0.20 

0.27 0.06 -0.61 -0.83 -1.16 

0.07 0.11 0.05 0.02 0.03 

0.00 0.02 0.02 -0.01 0.01 

0.01 0.02 -0.05 -0.06 -0.08 

0.00 -0.01 -0.02 -0.03 -0.04 

0.00 0.00 -0.09 -0.18 -0.26 

Consumer Price Deflator 0.09 0.00 -0.18 -0.27 -0.35 

Real Income per capita -0.04 0.04 0.10 0.12 0.18 

1998 2000 2010 

-0.12 -0.21 -0.08 

0.22 0.16 0.30 

-1.25 -1.59 -0.80 

0.08 0.02 0.57 

0.01 -0.02 0.02 

-0.08 -0.18 -0.03 

-0.04 -0.03 -0.05 

-0.34 -0.48 0.00 

-0.42 -0.32 -0.12 

0.19 0.13 0.29 

Japanese Exports Japanese prices to Export Competitor's F 

1.18 
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Table 8: All system countries 
Industrial effects - Electrical goods (including computers) 

(Percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 1998 2000 2010 

OUTPUTS 

Germany 3.60 4.87 4.62 5.75 3.97 5.19 8.14 6.99 

France 2.20 3.24 4.24 5.03 4.86 6.65 8.40 9.95 

Italy 2.77 2.08 2.09 3.51 1.46 4.20 3.61 9.17 

Belgium 4.94 6.38 7.11 4.79 3.13 3.94 4.09 3.14 

United States 0.54 0.58 0.16 -0.38 -0.61 -0.44 -0.76 -0.26 

Canada 0.00 -0.38 -1.38 -1.78 -2.15 -2.23 -3.07 -2.13 

Japan 0.14 -0.06 -0.54 -0.63 -0.81 -0.85 -1.13 -0.67 

South Korea 0.08 -0.25 -0.85 -1.38 -1.64 -1.81 -2.20 -1.66 

EXPORTS 

Germany 2.02 2.60 3.48 4.55 3.77 4.78 5.55 6.63 

France 2.96 4.31 5.05 5.84 5.70 8.04 9.28 11.79 

Italy 1.82 2.80 3.41 3.91 4.23 5.38 7.63 13.81 

Belgium 3.05 4.23 4.53 4.79 4.30 5.03 4.96 4.71 

United States 0.78 0.76 0.45 -0.11 -0.67 -0.67 -1.18 -0.88 

Canada -0.10 -0.62 -2.10 -2.74 -3.41 -3.52 -4.42 -3.22 

Japan 0.28 -0.07 -0.93 -1.14 -1.52 -1.62 -2.14 -1.19 

South Korea 0.12 -0.30 -1.10 -1.89 -2.31 -2.52 -3.12 -2.47 

IMPORTS 

Germany 6.52 8.34 6.39 6.32 4.70 6.00 6.02 7.48 

France 4.21 5.88 8.25 8.63 8.41 9.52 9.70 8.54 

Italy 8.53 6.99 7.63 10.81 4.41 10.80 5.67 10.13 

Belgium 7.16 9.27 10.62 7.62 5.38 6.36 6.65 6.00 

United States 0.37 0.52 0.33 0.17 0.22 0.47 0.46 0.79 

Canada -0.10 -0.62 -2.10 -2.74 -3.41 -3.52 -4.42 -3.22 

Japan 0.20 0.25 0.11 -0.00 -0.13 -0.08 -0.10 0.89 

South Korea 0.11 -0.14 -0.59 -0.89 -0.99 -1.05 -1.28 -0.81 
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Table 9: All system countries 
Industrial effects - Primary metals and ores 

(Percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 1998 2000 2010 

OUTPU'fS 

Germany 3.16 3.83 3.62 4.03 3.73 5.89 8.26 7.05 

France 1.77 2.31 2.62 2.78 2.46 3.43 4.35 6.08 

Italy 5.31 5.44 4.67 7.41 4.37 7.63 7.85 19.07 

Belgium 3.99 5.31 5.88 5.40 3.89 4.20 4.44 3.92 

United States 0.26 0.19 -0.14 -0.47 -0.53 -0.48 -0.77 -0.34 

Canada 0.28 0.30 -0.21 -0.46 -0.79 -0.74 -1.13 -0.78 

Japan 0.04 0.01 -0.15 -0.26 -0.36 -0.44 -0.57 -0.55 

South Korea 0.08 -0.25 -0.85 -1.38 -1.64 -1.81 -2.20 -1.66 

EXPORTS 

Germany 1.97 2.57 3.58 4.10 4.35 5.83 6.87 7.43 

France 2.08 3.20 3.46 4.04 3.89 4.79 5.83 8.24 

Italy 2.25 3.16 3.60 4.21 4.35 5.34 6.79 10.61 

Belgium 4.46 6.18 6.49 6.89 5.61 5.92 6.47 6.58 

United States 0.48 0.46 0.35 0.05 -0.33 -0.43 -0.68 -0.48 

Canada 0.35 0.39 0.11 -0.13 -0.34 -0.27 -0.24 -0.05 

Japan 0.05 -0.14 -0.47 -1.01 -1.29 -1.62 -1.88 -1.50 

South Korea 0.34 0.36 -0.04 -0.59 -0.86 -0.94 -1.42 -1.12 

IMPORTS 

Germany 4.57 6.66 5.97 6.39 5.48 5.32 5.53 7.79 

France 4.39 5.98 7.81 7.78 7.76 9.41 10.22 11.78 

Italy 0.00 0.00 0.00 0.01 0.01 0.01 0.01 -0.07 

Belgium 7.02 9.32 10.50 9.97 7.91 8.61 9.12 9.08 

United States 0.55 0.86 0.79 0.52 0.55 0.82 0.76 1.38 

Canada 0.35 0.39 0.11 -0.13 -0.34 -0.27 -0.24 -0.05 

Japan 0.06 -0.09 -0.44 -0.47 -0.43 -0.31 -0.48 0.21 

South Korea 0.17 0.14 0.05 0.02 0.18 0.30 0.37 1.02 
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Table 10: All system countries 
Industrial effects - Chemicals and plastic products 

(Percentage deviations from the Europe with borders case) 

1993 1994 1995 1996 1997 1998 2000 ~010 

OUTPUTS 

Germany 1.91 2.33 2.95 3.88 4.57 7.01 9.37 9.33 

France 1.71 2.86 3.68 4.09 4.43 5.36 5.99 7.53 

Italy 1.34 1.48 1.48 2.24 1.74 3.54 3.74 6.85 

Belgium 3.86 5.48 6.32 6.26 5.90 6.57 6.69 6.79 

United States 0.13 0.13 -0.13 -0.39 -0.48 -0.49 -0.71 -0.50 

Canada 0.08 · -0.26 -0.77 -1.05 -1.25 -1.37 -1.76 -0.87 

Japan 0.02 -0.06 -0.21 -0.23 -0.31 -0.31 -0.46 -0.42 

South Korea 0.12 0.07 -0.52 -1.10 -1.52 -1.83 -2.32 -2.15 

EXPORTS 

Germany 2.25 3.09 5.29 6.49 7.18 9.17 11.19 10.96 

France 2.94 4.30 5.11 5.54 5.87 7.19 7.65 9.72 

Italy 1.25 2.09 2.71 3.27 4.06 5.29 7.48 13.55 

Belgium 4.79 6.77 7.70 7.91 7.70 8.59 8.66 9.27 

United States 0.31 0.38 -0.22 -0.75 -1.22 -1.48 -1.98 -1.48 

Canada -0.08 -0.65 -1.39 -1.93 -2.29 -2.55 -3.11 -2.11 

Japan 0.20 0.12 -0.10 -0.11 -0.43 -0.41 -0.62 0.61 

South Korea 0.33 0.28 -1.02 -2.61 -3.72 -4.61 -5.74 -5.13 

IMPORTS 

Germany 5.89 8.15 8.69 8.47 7.96 8.53 8.26 9.04 

France 3.05 4.05 5.17 5.62 6.20 7.45 7.99 9.06 

Italy 4.58 6.04 7.25 8.14 7.10 9.34 8.64 9.93 

Belgium 4.31 6.07 7.09 7.15 6.97 7.76 7.96 8.86 

United States 0.48 0.78 0.85 0.89 1.06 1.34 1.29 1.52 

Canada -0.08 -0.65 -1.39 -1.93 -2.29 -2.55 -3.11 -2.11 

Japan 0.07 0.14 0.11 0.08 0.06 0.10 -0.01 0.72 

South Korea 0.09 0.07 -0.23 -0.44 -0.57 -0.64 -0.85 -0.80 
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Table 11: Comparison of our results with the Cecchini report 
Aggregate macroeconomic results 

(percentage deviations from the Europe with borders case) 

1993 1995 1998 
This study Cecchini This study Cecchini This study Cecchini 

BELGIUM• 
GDP 2.85 1.23 5.54 2.25 5.35 2.34 
Labor productivity 2.17 0.85 3.71 0.85 4.60 0.66 
Employment 0.61 0.16 1.82 1.00 0.81 1.31 

FRANCE 
GDP 1.70 1.09 3.41 2.88 4.84 5.05 
Consumpt. deflat. -1.84 -1.00 -3.23 -2.43 -4.22 -4.89 
Labor productivity 0.97 1.37 2.87 2.56 4.21 3.54 
Employment 0.65 -0.28 0.48 0.34 0.60 1.57 . 

GERMANY 
GDP 3.02 1.22 3.83 2.57 4.99 4.20 
Consumpt. deflat. -3.74 -0.74 -3.72 -2.30 -8.19 -6.16 
Labor productivity 2.62 1.53 3.17 2.07 4.76 2.51 
Employment 0.38 -0.31 0.61 0.50 0.23 1.68 

ITALY 
GDP 2.04 1.35 2.27 4.54 3.47 5.46 
Consumpt. deflat. -0.91 -2.30 -3.94 -5.55 -5.52 -7.07 
Labor productivity 1.44 1.94 3.05 4.20 4.81 3.89 
Employment 0.59 -0.62 -0.76 0.26 -1.28 1.40 

• The Cecchini results for Belgium do not include assumptions (iii) and (iv) i.e. increased 
competition and economies of scale. 
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Energy consumption typically grows faster than economic output in 

developing countries because most major changes associated with 

development--industrialization, increases in the capital-to-labor ratio, 

substitution of commercial energy for traditional energy, the construction of 

modern infrastructure, motorization, and urbanization--point towards an 

increased energy intensity (Lin, 1991). 1 Between 1973 and 1988, for example, 

commercial energy consumption grew about 20 percent more than gross domestic 

product (GDP) for the developing countries as a whole (Levine et al., 1991). 

China's economic development in the 1980s, however, did not follow this 

pattern. Between 1980 and 1988, China's gross domestic product (GDP) grew at 

about 10 percent annually, but energy consumption grew by only 5 percent a 

year. Energy intensity, in grams of standard coal equivalent per yuan of GDP 

(in 1980 constant prices), decreased by almost 30 percent from 1,348 in 1980 

to 947 in 1988 (Polenske and Lin, forthcoming). 

At the MIT multiregional planning research staff, we are studying how 

this drop in China's energy intensity occurred between 1981 and 1987, the 

ye.ars for which we have input-output tables, and YE are examining factors that 

were primarily responsible for the energy-intensity reduction. Using a 

structural decomposition analysis, we are investigating two questions: (1) How 

1 Unless otherwise noted, the term "energy" in this paper refers to 
commercial energy. 

... 
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did energy demand change in China's economy between 1981 and 1987? and (2) How 

much of this change could be attributed to final-demand shifts (changes in 

what to consume) and/or to production-technology changes (changes in how to 

produce)? We focus our analysis on material-production sectors--agriculture, 

industry, construction, transportation, and commerce--which accounted for 

about 80 percent of total primary energy consumption and over 80 percent of 

GDP in 1987 (Polenske and Lin, forthcoming). Our analytical framework 

includes all material-production sectors of the economy and covers the entire 

energy production and consumption cycle from mining, refining, transporting, 

converting, distributing, to end-use. 

In this paper, we describe our model formulation and present some of the 

preliminary results from our structural decomposition analysis of energy

demand changes in China's material production sectors. 

STRUCTURAL DECOMPOSITION ANALYSIS: AN ALTERNATIVE FORMULATION 

We employ the structural decomposition analysis--a comparative input

output analysis--to identify specific factors behind the energy-intensity 

changes and relative contribution of each individual factor. This approach 

dates from the work of Leontief (1941) and Chenery et al. (1962), who examined 

changing economic structures. It has been widely used in energy studies (for 

example, Bullard and Herendeen, 1975; Park, 1982; Casler and Hannon, 1989; 

OTA, 1990). Recently Rose and Chen (1991) made an important contribution to 

advance the state-of-the-art of the structural decomposition analysis. They 

extend the analysis to a two-tier KLEM flexible production-function framework, 

which produces 11 separate sources of energy-use changes and three 

"interactive" effects. They also formally derive a system of estimating 
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equations that are mutually exclusive and completely exhaustive. The 

empirical application of their model in studying energy-demand changes in the 

United States between 1972-1982 (Rose and Chen, 1991) and in Taiwan between 

1971 and 1984 (Chen and Rose, 1990) shows that, overall, the model can yield 

as much insight as more elaborate and data-intensive KLEM econometric models 

of production technologies. 

We adopt the Rose-Chen approach of systematic derivation of "mutually 

exclusive and completely exhaustive equations," but use a different 

formulation. We start our model formulation from a standard static input

output table. 

The Hodel structure 

An input-output table provides a detailed statistical account of the 

flows of goods and services among the producers and purchasers of an economy. 

It stems from the double-accounting principles employed in the national income 

and product accounts. Gross output can be accounted for either by adding the 

total purchases of intermediate inputs, labor, capital and imports, or by 

tracing the flows of output from sectoral sources to destinations of 

intermediate and final users. Mathematically, an input-output table can be 

expressed as: 

where X 
y 
A 

AX+X-Y 

a vector of gross output, 
a vector of final demand, and 
a matrix of direct input coefficients, which show 
the inputs required to produce one unit of gross output. 

The product of A and X (i.e., AX) indicates the intermediate outputs or 

inputs--the amount of output that are used by production sectors to deliver 

final goods and services. We can rearrange Equation (1) to calculate the 

(1) 

11111! 
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total amount of inputs required to provide particular sets of final goods and 

services: 

where (I-At,)-1 - a matrix of total input requirements, which are 
inputs required to produce one unit of final demand. 

(2) 

For an energy input-output model, the monetary flows in the energy rows 

in Equation (2) are replaced with the amount of energy in physical units to 

construct the energy flows accounting identity, which conforms with energy 

balance condition (Miller and Blair, 1986): 

where E1 - a vector of intermediate energy consumption, 
Ey - a vector of final energy consumption, and 
TE - a vector of total domestic energy production. 

Using the relationship expressed in Equation (1), we can rewrite energy 

balance condition of Equation (3) as 

eAX + eY - eX 

(3) 

(4) 

In Equation (4), matrix e selects the energy rows from the input-output table. 

It is composed of ones and zeros, ones appear in the column locations 

corresponding to energy sectors and all other elements of the matrix are 

zeros. 

In our research, we focus on energy for production purposes or 

intermediate energy demand, which equals: 

E1 - eAX 
eX - eY 

- e(X - Y) (5) 

Substituting X in Equation (5) with Equation (2) and defining F - e[(l-A)-1-I] 

to simplify the notation, we have 
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E1 - e[ (I-A)-1Y-Y] 

- e[(I-A)-1-I]Y 

- FY 

(6) 

The change in energy consumption over time, then, can be expressed as: 

(7) 

From Equation (7), we can separate energy-demand changes into two major 

factors: (1) changes in what to consume (final-demand shift) and (2) changes 

in how to produce (production-technology change). Algebraically, 

- FtYt - Ft-1Yt-l 
Ft-1(Yt - Yt-1) 

+ (Ft - Ft-1)Yt-1 
+ (Ft-Ft-1)(Yt-Yt-1) 

(Final-Demand Shift) 
(Production-Technology Change) 

(Interaction of Demand Shift 
Technology Change) 

(8) 

and 

The final-demand shift indicates the energy impact of changing final-demand 

levels and/or mix while holding the production technology constant. 

Production-technology change measures the energy impact of changes in the 

production technology with a given final demand. The third item in Equation 

(9) represents the interaction between the demand shift and technology change, 

which is totally independent of the final-demand shift and production

technology changes. It shows the change in energy use that results from the 

simultaneous changes in final demand and in production technology. This could 

happen, for example, if consumers spend increasing amounts of income on 

specific types of television sets that are produced with an improved 

technology. 
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We can further decompose the final-demand shift into the effect 

associated with changes in the level of final demand (level effect) and that 

associated with changes in the mix of final demand (mix effect). 

- Ft-dMt.Lt - Mt.-11-t-il 

- F t-dMt.-1 (Lt, -Lt.-1) +(Mt, -Mt.-1) Lt.-1+(}4 -Mt.-1) (Lt,-Lt-1) ) 

F t-1Mt.-1 (Lt, -Lt.-1) 

+ Ft-1(Mt.-Mt.-1)Lt.-1 

(Demand-Level Effect) 

(Demand-Mix Effect) 

+ Ft-i(Mt.-Mt.-1)(1-t,-l-t,-1) (Interaction of the Level and Mix) 

where Mt,, Mt-i - A ve_tor of final-demand mix in year t, t-1; and 
Lt, Lt.-1 - Total final demand in year t, t-1. 

The second item in Equation (8) measures the energy effect of 

production-technology changes, which can be rewritten as: 

It follows that 

Gt ( I-At)-Gt-1 ( I-At-1)-I 

Gt(I-At) - Gt-1(I-At-1)-0 

Gt - Gt-1 - GtAt - Gt-1At-1 
- GtAt - GtAt-1 + GtAt-1 - Gt-1At-1 
- Gt (At-At-1) + (Gt -Gt-1)At-1 

(Gt -Gt-1) ( I -At-1)-Gt (At -At-1) 

Gt-Gt-1 - Gt(At-At-1)(I-At-1)-1 

- Gt(At-At-1)Gt-1 (11) 

(9) 

10) 
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Inserting Equation (11) into Equation (10) results in 

- e(Gt-Gt_1)Yt-1 
- eGt(At-At-1)Gt-1Yt-1 (12) 

We can use Equation (12) to separate the effect of changes in direct energy 

requirements and direct nonenergy requirements of energy use by partitioning 

and writing the change in the (At-At-1) as 

where AE represents the energy rows of the technical coefficient matrix and~ 

represents the material or nonenergy rows. Equation (12) thtn becomes 

OE1,P - eGt(At-At-1)Gt-1Yt-1 (13) 
eGt(At,E-At-1,E)Gt-1Yt-1 + 
(changes in energy inputs) 
eGt(At,wAt-1,H)Gt-1Yt-1 
(changes in nonenergy inputs) 

Applying the logic of Equation (13) to individual industries or industry 

groups--in this case, agriculture, energy, nonenergy industrial sector, 

construction, transportation, and commerce, we can identify production

technology changes in individual sectors and assess their relative 

contribution to intermediate energy-demand changes. 

[ eGt (At_,ELAt_-1,Ej )Gt-1Yt-1 + 
(changes in energy inputs) 

eGt (At_,HJ -At-1,Hj )Gt-1Yt-iJ 
(changes in nonenergy inputs) 

Mathematically, 

(14) 

where E1J is the change in energy use due to production-technology changes in 

sector j. 
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We summarize the hierarchical structure of the estimation equations or 

factors of energy-demand changes in Table 1 

TABLE 1 

STllUCTURAL DECOMPOSITION OF INTERMEDIATE ENERGY-DEMAND CHANGE 

Factor 

Final-Demand Shift 
Level Effect 
Mix Effect 
Interaction of the 
Level and Mix 

Production-Technology Change 
Energy Inputs 
Nonenergy Inputs 

For Individual Sector j 
Energy Inputs 
Nonenergy inputs 

Interact of Demand Shift 
and Technology Change 

Total 

Source: the Authors. 

Equation 

Ft-1CYt-Yt-1) - Ft-1(MtLt,·Mt-1Lt.-1) 
Ft-1Mt-1 (Lt,· Lt-1) 
Ft-1(Mt·Mt-1)Lt.-1 

F t·l (Mt ·Mt-1) (Lt_· Lt_-1) 

(Ft-Ft-1)Yt-1 - eGt(At·At-1)Gt-1Yt-1 
eGt (At_,E·At-1,E)Gt-1Yt·l 
eGt (At_,H·At-1 ,H)Gt-1Yt·l 

eGt (At_J ·At_-1J )Gt-1Yt-1 
eGt (At_,EJ ·At_-1,EJ )Gt-1Yt-l 
eGt (At,,~ ·At-1.~ )Gt·1)Yt·l 
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Data Sources 

To implement our model structure and conduct the structural-decom

position analysis, we require three key data components for both 1981 and 

1987: input-output tables, price indices, and energy-flow data. 

Input-Output Tables 

The input-output tables used in this study are commodity-by-commodity 

tables for the People's Republic of China for 1981 and 1987 under the 

material-production system of accounts. Due to definitional and 

methodological changes, these tables had to be modified to achieve 

consistency. 

China compiled two sets of input-output tables in 1981, one based on the 

industry-by-industry method and the other on the commodity-by-commodity 

method. The 1981 tables were based on the material production system (MPS) of 

accounts; therefore, they included only material-production sectors-

agriculture, industry, construction, transportation, and commerce--and 

excluding service-producing sectors. In 1987, China shifted to the System of 

National Accounts (SNA), but also compiled a table that was consistent with 

the MPS. They used the commodity-by-commodity method for the 1987 tables. To 

make the tables in the two years consistent, we chose commodity-by-commodity 

tables under MPS. 

The two years also had different industrial classifications. We 

aggregated industries into 22 sectors to make the 1981 and 1987 tables 

comparable. Table 2 provides the names of the 22 sectors and their 

corresponding standard industrial classification codes (SIC) in 1981 and 1987 

tables. 



1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
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TABLE 2 

STANDARD INDUSTRIAL-CLASSIFICATION (SIC) CONVERSION TABLE 
FOR CHINA'S 1981 AND 1987 INPUT-OUTPUT TABLE 

New Classification 1981 

Agriculture 
Forestry 
Animal husbandry 
Sideline production 
Fisheries 
Metallurgy 
Electricity 
Coal & coking 
Petroleum 
Chemicals 
Machinery 
Building materials 
Logging 
Wood & wood products 
Food 
Textiles 
Clothing & leather 
Paper & stationery 
Other manufacturing 
Construction 
Transport & communication 
Commerce & trade 

Classification 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10, 11 
12 ,13 

14 
15 
16 
17 
18 
19 
20 
21 
22 

23 
24 

1987 Classification 

01101, 01109 
01200 
01300 
01400 
01500 

04, 16, 17 
11 

02, 13 
03, 12 

14 
18, 19, 20, 21, 22, 23 

05100, 15 
05300 

09 
06, 05200, 05400 

07 
08 
10 
24 
25 

27, 28 

Source: Compiled by authors based on industrial classifications in 
Input-Output Table of China, 1981 and 1987. 

Price Indices 

26 

The analysis of change in energy-use patterns over time requires that 

each year's input-output tables be based on the same set of prices, allowing a 

consistent comparison over time. We used 1981 as the base year (thus no price 

changes were necessary for the 1981 table) and adjusted the 1987 table to 1981 

prices. 
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We estimated the price indices based on the real output index reported 

by the State Statistical Bureau of China (SSB, various years 1981-1991). Due 

to data limitations, we could only calculate price indices for five sectors at 

a very high level of aggregation--agriculture, industry, construction, 

transport, and commerce. We then used those five indices to convert the 

output into 1981 constant prices for all industries within their respective 

sectors. This simplified procedure undoubtedly generates some issues about 

the accuracy of the data, which we will try to rectify in future work. 

Energy-Flow Data 

In our industrial classification scheme, there were three energy 

sectors: electricity, coal, and petroleum (which include natural gases). We 

measured all of them in terms of standard coal equivalent, based on their 

primary energy content and then added them to coal and petroleum. 

The data on energy consumption by production sectors and categories of 

final demand were scarce. The primary energy flow data were available only at 

the highly aggregated five-sector level--agriculture, industry, construction, 

transportation, and commerce--and for energy sectors (SSB, 1990; 1991). 2 We, 

therefore, had to estimate the energy consumption in specific industries based 

on the input-output transaction tables. We allocated energy consumption to 

specific sectors within agriculture and the nonenergy industrial sector based 

on their expenditures on the energy sectors. We believe the estimates will be 

reasonable, because the input-output tables were expressed in producer prices 

2 The input-output tables used in the analysis were commodity-by
commodity tables; thus, they were not compatible with the standard industrial 
classification used in reporting industrial energy consumption. 
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and because during those years, a large percentage of the energy in China was 

allocated by the State under relatively uniform controlled prices. 

Strenaths and Limitations of the Model 

The structural-decomposition analysis has at least four major strengths 

for use in energy analyses. First, it includes all material-production 

sectors of the economy and covers the entire energy production and consumption 

cycle. Second, unlike the traditional static input-output model, which 

assumes fixed technical coefficients, the structural-decomposition analysis 

accounts for limited changes in technologies and input substitutions. Third, 

the structural analysis allows us to separate the direct u~e of energy from 

the indirect use; for example, energy consumption in a radio-assembly line 

would be a direct use of energy, while the use of plastics in making a radio 

is an indirect use of ene~gy, because energy is required to produce plastics. 

Fourth, the structural analysis enables us to capture not only the direct 

impacts of an energy-conservation measure, but also its indirect (through 

interindustrial purchases) and induced (through consumption effects) impacts. 

We realize that our structural decomposition analysis also has some 

important limitations. First, the analysis assumes a linear production 

function or constant returns to scale, thus fails to account for energy

intensity changes caused by changes in scale of production. Second, we 

disaggregate intermediate inputs to only 22 sectors because of lack of data. 

This level of disaggregation may be too high to capture some important changes 

in specific industries and specific production processes. Third, the 

structural decomposition analysis is fundamentally a top-down macroeconomic 

model and provides no information on how energy technologies and energy-use 
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practices change at the micro-level. It is often necessary, therefore, to 

complement the structural decomposition analysis with other types of analyses, 

such as econometric analyses, case studies, and institutional analyses. 3 We 

need to take those limitations into account in using and interpreting the 

results of the structural decomposition analysis. 

PRELIMINARY RESULTS FROM THE STRUCTURAL DECOMPOSITION ANALYSIS 

Tables 3 and 4 show some of the preliminary results from our structural 

decomposition analysis. They display, in terms of amount (Table 3) and 

percentage (Table 4) of energy change, the sources or underlying factors of 

energy-demand changes, by fuel type, in China's material-production sectors 

from 1981 to 1987. 

Between 1981 and 1987, total energy consumption in the material

production sectors grew by 235 million tons of standard coal equivalent (tsce) 

or about 48 percent. The growth rates for electricity, coal, and petroleum & 

natural gas were 56.7 percent, 57.4 percent, and 21.0 percent, respectively. 

This difference in the growth rates for different types of energy was, in 

part, a result of the Chinese government's effort to conserve oil and to 

encourage the substitution of coal for oil. Because coal is inherently more 

difficult to utilize and has lower end-use efficiency than oil, this fuul 

switching should reduce energy efficiency and increase energy use in the 

production process. 

Final-demand shifts--the rapid increase in final demand and changes in 

final-demand mix--was the driving force of the energy-demand growth in the 

1980s. Ceteris paribus, it would increase the energy demand by 463 million 

3 We are currently conducting some of these analyses. 
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tsce or 94.4 percent. This upward pressure on energy demand, however, was 

dampened by changes in production technology. All other things being equal, 

production-technology changes would reduce the energy use by 116 million tsce 

or 23.7 percent. The interaction of final-demand shifts and production

technology changes also led to a large amount of energy-saving--112 million 

tsce or 22.8 percent of the 1981 intermediate energy demand. 

The impacts of different factors on energy use were similar across fuel 

types. As we can see from Table 4, with a few exceptions, the percentage 

changes associated with each factor were in the same direction and had a 

similar magnitude across fuel types. 

Final-Demand Shifts 

The final-demand shift can be split into two components: (1) a change in 

the level of demand, where more of everything is purchased (level effect); and 

(2) a change in mix of what is being bought (mix effect). The level effect 

was the dominant factor. Of the 463 million tsce intermediate energy-use 

increase associated with the final-demand shift, 410 million came from the 

increased final-demand level, 29 million was due to the shift towards more 

energy-intensive final products, and 24 million is attributed to the 

interaction of the level and mix changes. Keeping the production technology 

constant, the final-demand level, mix, and interaction effect would result in, 

respectively, 83.6 percent, 5.9 percent, and 4.9 percent growth in 

intermediate energy consumption. 
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TABLE 3 

ENERGY-DEMAND CHANGE IN CHINA'S 
MATERIAL PRODUCTION SECTORS, 1981-1987 

(1000 ton standard coal equivalent) 

Source 

Final-Demand Shift 
Level Effect 
Mix Effect 
Interact of the 
Level and Mix 

Production-Tech. Change 
Energy Inputs 
Nonenergy Inputs 

By Sectors 
Agricultural Sector 

Energy Inputs 
Nonenergy Inputs 

Energy Sector 
Energy Inputs 
Nonenergy Inputs 

Nonenergy Industrial 
Sector 

Energy Inputs 
Nonenergy Inputs 

Construction Sector 
Energy Inputs 
Nonenergy Inputs 

Transportation 
Energy Inputs 
Nonenergy Inputs 

Commerce 
Energy Inputs 
Nonenergy Inputs 

Interact of Demand-Shift 
& Production-Technology 
Changes 

Total 

Source: the Authors. 

Primary 
Electricity 

22777.4 
21044.0 

944.1 

789.3 

-4638.3 
-8750.0 
4111. 7 

-96.5 
-454.4 
358.0 

-694.1 
-824.7 
130.6 

-5702.8 
-7442.0 
1739.2 
1346.9 
-225.5 
1572.4 

222.1 
73.4 

148.7 
286.1 
123.2 
162.9 

-3874.6 

14264.6 

Coal 

325335.3 
282973.3 

23072. 6 

19289.3 

-65106.9 
-128714.7 

63607.8 

-518.2 
-5003.4 
4485.2 

26332.3 
24334.6 
1997.7 

-113914.7 
-139164.5 

25249.8 
25132.6 
-2125.2 
27257. 8 
-5315.0 
-7173.3 
1858.2 
3176.1 
417 .1 

2759.0 

-65974.5 

194253.9 

Petroleum & 
Natural Gas 

114463.8 
105572.1 

4842.9 

4048.8 

-46284.9 
-54232.3 

7947.4 

-2860.5 
-4652.0 
1791. 5 
-397.3 
-448.7 

51.4 

-44270.0 
-47219.2 

2949.1 
2195.4 
-320.8 
2516.2 

-1444.3 
-1705. 6 

261.3 
491.8 
113.9 
377.9 

-41688.6 

26490.3 

Total Primary 
Energy 

462576.5 
409589.3 

28859.7 

24127.5 

-116030.0 
-191697.0 

75667.0 

-3475.1 
-10109.8 

6634.7 
25241.0 
23061.2 
2179.8 

-163887.5 
-193825.6 

29938.1 
28674.8 
-2671. 5 
31346.4 
-6537.2 
-8805.4 
2268.2 
3954.0 

654.2 
3299.8 

-111537.6 

235008.8 
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TABLE 4 

PERCENTAGE CHANGE IN ENERGY DEMAND IN CHINA'S 
MATERIAL PRODUCTION SECTORS, 1981-1987 

(percent) 

Source Primary Coal Petroleum & Total Primary 
Electricity Natural Gas Energy 

Final-Demand Shift 90.5 96.1 90.6 94.4 
Level Effect 83.6 83.6 83.6 83.6 
Mix Effect 3.8 6.8 3.8 5.9 
Interaction of the 
Level and Mix 3.1 5.7 3.2 4.9 

Production-Tech Change -18.4 -19.2 -36.7 -23.7 
Energy Inputs -34.8 -38.0 -42.9 -39.1 
Nonenergy Inputs 16.3 18.8 6.3 15.4 

By Sectors 
Agriculture Sector -0.4 -0.2 -2.3 -0.7 

Energy Inputs -1.8 -1.5 -3.7 -2.1 
Nonenergy Inputs 1.4 1. 3 1.4 1.4 

Energy Sector -2.8 7.8 -0.3 5.2 
Energy Inputs -3.3 7.2 -0.4 4.7 
Nonenergy Inputs 0.5 0.6 0.0 0.4 

Nonenergy Industrial -22.7 -33.7 -35.1 -33.5 
Sector 

Energy Inputs -29.6 -41.1 -37.4 -39.6 
Nonenergy Inputs 6.9 7.5 2.3 6.1 

Construction Sector 5.4 7.4 1. 7 5.9 
Energy Inputs -0.9 -0.6 -0.3 -0.5 
Nonenergy Inputs 6.2 8.1 2.0 6.4 

Transportation 0.9 -1. 6 -1.1 -1. 3 
Energy Inputs 0.3 -2.1 -1.4 -1.8 
Nonenergy Inputs 0.6 0.5 0.2 0.5 

Commerce 1.1 0.9 0.4 0.8 
Energy Inputs 0.5 0.1 0.1 0.1 
Nonenergy Inputs 0.6 0.8 0.3 0.7 

Interact of Demand-Shift 
& Production-Technology 
Changes -15.4 -19.5 -33.0 -22.8 

Total 56.7 57.4 21.0 48.0 

Source: the Authors. 
Note: Each percentage in the table represents a change as the percent of 

the energy demand within the material-production sectors in 1981. 
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TABLE 5 

FINAL-DEMAND LEVEL AND MIX IN 1981 AND 1987 
(Million 1981 RMB) 

1981 1987 Change 
Products Level Share(%) Level Share(%) Level Share(%) 

Agriculture 100327.4 23.1 178979.1 22.4 78651.7 -0.7 

Energy 12847.8 3.0 20287.0 2.5 7439.2 -0.4 

Other Industrial 
Products 205899.0 47.3 381202.1 47.7 175303.1 0.4 

Construction 72923.0 16.8 167405.4 21.0 94482.4 4.2 

Transport 8658.2 2.0 19998.2 2.5 11340.1 0.5 

Commerce 34511. 0 7.9 31105.1 3.9 -3405.9 -4.0 

Total 435166.3 100.0 798977 .0 100.0 363810.7 0.0 

Source: Calculated by the authors based on China Input-Output Table. 1981 
and 1987. 

The dominance of the level effect becomes clearer and less abstract when 

we look at specific products purchased by final users. As shown in Table 5, 

China's final demand (in 1981 constant prices) increased by 84 percent from 

435 billion RMB in 1981 to almost 800 billion RMB in 1987. The increase was 

across the board with the only exception being spending on commodity trade, 

which decreased, in real terms, by about 3 billion RMB. The overall spending 

patterns were similar for the two years--about 20 percent in agricultural 

.goods, almost half on energy and other industrial products, 20 percent on 

construction, and the remaining 10 percent on transportation, communication, 

and commerce. 

There was, however, about a 4 percent shift from the less energy

intensive commerce sector to the more energy-intensive construction sector, 
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exerting an upward pressure on energy use. 4 This shift was primarily due to a 

rapid growth in investment. China experienced a big boom in infrastructure 

building (e.g., roads and bridges), housing construction (both residential and 

office spaces), and production-capacity expansion in the 1980s. Between 1981 

and 1987, gross investment grew by 117 percent from 152 billion RMB to 329 

billion RMB, much higher than the growth rate of final demand as a whole, 

which was 83 percent. This rapid growth in investment appears to "crowd out" 

some of the spending on commodity trade. 

The interaction of the final-demand level and mix change increased 

intermediate energy use by 24 million tsce or 4.9 percent. This is because a 

more than disproportional amount of the demand increases was in energy

intensive investment goods at the expense of commodity trade, which has low 

energy intensity. 

Production-Technology Change 

The increased energy use associated with a final-demand shift was offset 

by energy savings resulting from changes in production technology. Holding 

the effect of changes in final demand constant, production-technology changes 

from 1981 to 1987 reduced energy use by 116 million tsce or about 23.7 percent 

of the 1981 total intermediate energy consumption. All of these energy 

savings were caused by an improvement in energy efficiency--the reduction in 

direct energy requirements--which would reduce energy use by 192 million tsce 

or 39.1 percent. The changes in nonenergy inputs, on the other hand, 

4 In 1981, the total energy requirement per unit of final output was 1763.9 
gsce/RMB for construction compared with 518.4 gsce/RM,B for commerce sector. The 
differences came mainly from the uses of nonenergy inputs--construction sector 
use large quantity of energy-intensive materials, such as steel and cement. 
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increased energy use by 76 million tsce or 15.4 percent. China's businesses, 

on average, used more energy-intensive inputs, such as metallurgy, chemicals, 

and building materials, in 1987 than in 1981. 

The changes in nonenergy input have important energy effects because in 

China, the direct use of energy inputs in production represent less than 10 

percent of all inputs. A large percentage of the energy requirements of 

providing final products comes indirectly from the remaining 90 percent of the 

inputs, which require a significant amount of energy to produce. In the 

construction sector, for example, the direct energy use in the sector was only 

83 gsce per RMB of output in 1981, but 1680 gsce of energy were indirectly 

used because the construction materials, such as steel, glass, and cement, 

embody a lot of energy. Changes in the nonenergy inputs (e.g., material 

substitution), therefore, have an important energy consequence. 

In terms of energy types, about 56 percent of the energy saving from 

1981 to 1987 due to production-technology changes was in the form of coal, 40 

percent in oil and natural gas, and the other 4 percent in the form of primary 

electricity. The contribution of oil and natural gas was disproportionally 

large given that it accounted for only about 20 percent of the total primary 

energy consumption in both 1981 and 1987. As shown in Table 4, the rate of 

energy-use reduction was 37 percent for oil and natural gas, about twice of 

that for coal and primary electricity. The high oil-saving rate was primarily 

the result of China's energy policy, which encoura~ed fuel switching from oil 

to abundant coal. 

Tables 4 and 5 also display how the changes in energy use due to 

production-technology changes are distributed among different sectors of the 

economy. The nonenergy industrial sector accounted for most of the energy 
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saving. All other things being equal, its production-technology changes would 

save 164 million tsce energy or 33.5 percent of the 1981 total intermediate 

energy consumption. Furthermore, through interindustry input-output linkages, 

the energy-efficiency improvement of the industrial sector will be multiplied 

across the economy by reducing the indirect energy requirements of those 

sectors who use the industry's product as inputs. 5 A large percentage of 

total energy requirements of the farming sector, for example, came from the 

use of chemical fertilizers. Thus, higher energy efficiency in chemicals 

industry not only reduces its own energy intensity but also the intensity of 

the farming sector. The multiplier effect is especially important for energy

intensive basic materials industries, such as chemical~, metallurgy, and the 

building materials industry. 

The rest of the energy savings came from technological changes in 

transportation (7 million tsce) and agriculture (3 million tsce). In the 

construction sector, the drop in energy use from the reduction in direct 

energy inputs was more than offset by energy-use increases from changes in 

nonenergy inputs. In the energy and commerce sectors, changes in both energy 

and nonenergy inputs resulted in higher energy use. 

5 In engineering, this is called a process analysis (Miller and Blair, 
1986). Analysts first identify a target product and then list the goods the 
goods and services directly required to deliver the product. These inputs to the 
target production process include energy (direct energy) and nonenergy inputs. 
The nonenergy inputs are then analyzed to determine the inputs to their 
production processes, which again include some energy and nonenergy goods and 
services. The process continues until analysts trace inputs back to primary 
resources. The first round of energy inputs is the direct energy requirement; 
subsequent rounds of energy inputs comprise the indirect energy requirement; and 
the sum of these two is the total energy requirement (Miller and Blair, 1986). 
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Interaction of the Demand Shifts and Technology Changes 

The interactive effect measures the energy impacts resulting from the 

simultaneous changes in final demand and production technology. It is often 

difficult to interpret, and different analysts treat it differently. Some 

analysts treat it as a separate variable and report its value (OTA, 1991; 

Casler and Hannon, 1989; Roop, 1987), some allocate it equally among the other 

factors of change (Feldman et al., 1987), while others ignore the interaction 

term altogether in interpreting the results of the analysis (Wolff, 1985). 

Mathematically, the interactive factor in the structural decomposition 

analysis emerges from the basic algebra of differential equations. It adjusts 

t~e energy impact of production-technology changes to changes in the output 

level and mix. Ceteris paribus, the effect of production-technology changes 

will be larger the greater the output produced using the changed technology. 

In a hypothetical situation where no output was produced, the impact of 

technological changes on energy use would be zero because the technology had 

not been used at all. Similarly, the role of technological change would 

increase (or decrease) if the final-product users increase (or reduce) their 

spending on the products that have experienced the most technological changes. 

Between 1981 and 1987, the interaction of final-demand shifts and 

production-technology changes reduces China's intermediate energy use by 112 

million tsce or 22.8 percent. The energy-saving effect from the technological 

changes was enhanced by the higher demand level, which triggers enterprises to 

produce higher level of output and by the shift in spending pattern towards 

more energy-intensive products. 
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CONCLUSION 

Our structural decomposition analysis of energy-use changes in China's 

material production sectors shows that China's energy saving from 1981 to 1987 

was caused primarily by changes in how to produce (production-technology 

changes) rather than changes in what to consume (final-demand shifts). The 

driving force of energy-intensity decline was an energy-efficiency 

improvement--the reduction in direct energy input coefficients in most 

production sectors--which was multiplied across the entire economy through 

interindustry input-output linkages. Because of the data constraints and the 

preliminary nature of the model specification, these results should be viewed 

as preliminary. 
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1. Introduction 

The political discussion is very much concerned with the 

question whether measures of environmental policy will mainly 

cause negative economic effects (for instance: reductions of 

employment because of increasing costs and prices; or crowding

out effects of productive investment because of enforced 

environmental investment) or positive economic effects (for 

instance: because of additional demand and possible development 

of new products). In most cases a specific environmental action 

will have both effects. Therefore it is necessary to try to 

evaluate the economic net effect of such measures. 

For the Federal Republic of Germany there have been some 

empirical studies to find out about the economic effects of 

environmental measures1 >. The main papers are due to Meissner/ 

Hodl (1977, 1982) and Sprenger, who tried to describe the 

economic reality of environmental policy. Unfortunately these 

authors could base their empirical studies only on a very 

limited data basis (input-output-tables of the years of 1958 

and 1970), so that especially the derived effects of environ

mental measures over time could be taken into account only to 

a very limited extent. Furthermore it was not possible to 

evaluate positive and negative effects on the employment 

simultaneously. 

In the study2
> which is described below it was the intention 

to overcome the mentioned difficulties of the previous studies 

and to make intensive use of econometrics: An econometric model 

was specified on the basis of a time-series of input-output

tables which allows a simultaneous evaluation of positive and 

negative effects. 

1) C.G. Herwig, Dipper (1977), MeiBner, Hodl (1977, 1982), 
Sprenger (1979), Sprenger, Knodgen (1983), Ullmann, 
Zimmermann (1982). 

2) The project was strongly supported by Umweltbundesamt 
Berlin and Statistisches Bundesamt Wiesbaden. 



It should be stressed that the main purpose was not to specify 

a complete environmental model but to construct an 'econometric 

instrument' to help to find out about the effects of environmental 

policies in the economic system of the Federal Republic of 
Germany. 

As environmental measures normally will influence different parts 

of the economy it was necessary to specify a disaggregated 
econometric model. This was done on the basis of yearly input

output-tables for fifteen sectors of the German economy for 

1970 to 1983. In order to take into account changes of the 

structure of the intermediate inputs because of technological 

changes or price developments, the input-coefficients are not 

assumed to be constant but were explained in the model. Further
more, private consumption and private investment (except for 

environmental investment) are also assumed to be endogenous. 

A main purpose of the study was to make use of the model for 

simulations of alternative basic environmental measures in 
order to show their effects on the economic variables according 

to the specified model. 

In~this context an important remark is necessary: One should bear 

in mind that, of course, the main purpose of environmental measures 

is the improvement of the environment. Therefore, the success of 

such measures should be evaluated in the first place with reference 

to the'resulting changes in the environment; the economic effects 

have to be classified as side-effects, and therefore the decision 
whether or not to take up a specific environmental action can not 

be based solely on the economic effects. 

The paper is organized as follows: In section 2 the general concept 
of the model will be described. In the following paragraphs 3, 4, 

5 and 6 the different parts of the model: final demand, production, 

prices, and income are discussed and the main estimation results 

are documented. In the conclusion some results of the first simu

lation experiments are given. But before one can start with the 

description of the model there should be a short discussion of the 

chances and limitations of such models. 
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As the quality of the environment normally has to be reg&rded 

as a public good, the protection and/or the improvement of 

the environment requires political actions by the government. 

In almost all cases such actions will have direct and indirect 

effects in different areas of the economy. Let us use as an 

example a legal act that will force the owners of power stations 

to increase the environmental standards of their machinery in 
order to improve the quality of the air in the neighbourhood. 

In this case we have several direct effects which will have 

impacts on the economy within a rather short period of time: 

The volume and the structure of environmental investment, i.e. 

one component of final demand, will change; the costs connected 

with the purchase of the new investment goods may lead to price 

increases; for the operation of the new machinery the companies 

may need additional intermediate inputs and p~rhaps also addi

tional employment. But there are also effects which will only 

occur after some time: There are, first of all, the indirect 

effects which are derived from the immediate actions of the 

companies: Changes in the structure and the volume of investment 

will cause changes in the production and will have effects on 

the prices of intermediate goods and the production factors and 

therefore also an income. This will lead to an additional change 

in final demand. Furthermore, the change of the price of the final 

and intermediate good "energy" will cause changes in final and 

intermediate demand for this good. This in turn will again have 

effects, for instance other output prices may change in reaction. 

The demand for new environmental goods my cause innovations, not 

only in goods but also in technologies. And after some time there 

should be an environmental effect which may cause an improvement 

of the health standard and therefore may cause a decrease in 

costs of medical care. 

It is obvious that it will be very difficult to incorporate the 

whole set of chains of causes and consequences. Above all it 

almost always will be impossible to include the transformation 

of the legal act into economic categories. One needs information 



from experts in order to be able to get an idea about the 

initial economic impulse. So it is quite clear, that an econo

metric model can only help to evaluate the derived effects which 

will be caused by the initial action. One can regard that as a 

limitation of the applicability of such a model. But on the 

other hand, because of the complicated structure of an interde

pendent economic system, without such a model one will not be 

able to get an understanding of the derived effects and the 

economic consequences of such political actions. 

Of course, all possible derived effects cannot be incorporated 
either: As an econometric model usually can take into account 

only quantitative impulses, qualitative changes (for instance 

in the behaviour of consumers) cannot be endogenized in the 
model. And this is true for some quantitative effects, too: 

For instance, in the model discussed below we were not able 
to estimate the average percentage to which the entrepreneurs 

were able to increase their output-prices because of the enforce

ment of environmental actions by the government. So for simu

lation purposes this parameter had to be set exogenously. 

A second example is the incorporation of possible crowding-out

~ffects caused by environmental investment: An increase in en

vironmental investment may cause a decrease in "productive" 

investment because of financial restrictions; furthermore in 

a situation close to full employment the enforced environmental 

activity may withdraw production factors from other areas. It 
was tried to include the first kind of effects in the modell); 

but it was not possible - except for one equation - to validate 

this part of the model empirically. The second type of crowding
out-effects had not been of great importance during the estima
tion period ( 1970 up to 1985), ·as during this period the degree 

of utilization was not close to 100 %. 

It has to be mentioned, that furthermore innovation and 
environmental effects had not been taken into account as these 

effects are rather difficult to evaluate; and the main 

intention of the study was an analysis of short term or at 
the most mid-term effects of environmental measures. 

1) See Frohn, Friedmann, Laker (1989), p.39, ff. 
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2. The model 

2.1. The general concept of the model and some remarks on 

the specification of the model 

As already mentioned the main purpose of the project was to 

analyse how an environmental impulse is carried through the 

economic system. This impulse has to be transformed into changes 
of the respective variables of the system (for instance environ

mental investment, other environmental expenditures, governmental 

expenditures, taxes, etc.) on the basis of outside information. 

The resulting effects of this impulse originate from the inter

relations between production, the input-structure, employment, 

the price system and final demand. Therefore the main part of the 

model consists.of equations of an input-output-model, which is 

based on yearly input-output-tables of the economy of the Federal 

Republic of Germany, disaggregated into fifteen sectors. Invest

ment is divided into environmental investment and "productive" 

investment; depreciation caused by environmental investment is 

included as special environmental costs in the general costs 

of the -respective sector. Two components of final demand: 

productive investment and private consumption were regarded as 

endogenous variables, all the other components (environme~tal 
investment, inventories, consumption and investment of the 

government, exports) are exogenous. This is also true for wages, 
interest rates and the import prices. The input-coefficients 

are assumed to be variable in order to be able to take into 
account substitution based on price changes. In the analysis 

there is no separation of home and foreign products, i.e. for 

instance total demand for speci~ic consumption goods (produced 

in Germany or in foreign countries) is explained in one euqation. 

Of course, the model cf production, which is the basis for the 

estimation of the effects on employment, refers to home production. 

Some short remarks on the data1 ): The input-output-tables are 

produced by the Statistisches Bundesamt on a yearly basis from 

1) All data used in the analysis are documented in 
Frohn, Friedmann, Laker (1988). 
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1970 to 1983 in nominal prices and real prices (basis: 1976) 1 ). 

The fifteen sectors of the German economy are the following: 

1. Agricultural sector 

2. Energy and water 

3. Mining 

4. Chemical products 

5. Mineral products 

6. Plastics, rubber, building materials 

7. Steel, forging, hardware, metal goods 

8. Machinery, computers, vehicles 

9. Electric engineering,precision engineering 

10. Wood, paper and board manufactures, leather, textiles 

11. Food and beverages 

12. Construction 

13. Trade services, traffic, mail 

14. Additional market-price servi~es 

15. Non-market-price services. 

Time-series for environmental capital goods and the respective 

depreciation for private and public environmental investment and 

also for other environmental expenditures in the needed disaggre

gation are also provided by Statistisches Bundesamt (Ryll, Schafer 

(1986), Schafer (1986)). All other data come from publications 

of Statistisches Bundesamt (Konten- und Standardtabellen der 

Volkswirtschaftlichen Gesamtrechnung) and of the Bundesbank. 

As far as the specification and estimation of the equations of 

the model is concerned the following procedure was applied: 

All estimations are based on yea:lY data from 1970 up to 1983 

(in some cases up to 1985). As the model is of a recursive 

structure 2), all equations were estimated by ordinary least 

1) Stahmer (1986). 

2) The structure of the model was not determined a priori. As the 
outcome of the specification analysis was an "almost recursive" 
model, slight changes were incorporated in order to have a 
complete recursive structure (these changes will be mentioned 
in the following). The reason for preferring a recursive model 
is that in a simulation the derived effects of an impulse can 
be followed much more easily than in an interdependent model. 
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squares. The main criterion for the selection of a specific 

specification was - besides the fulfillment of economic 

restrictions on the coefficients - the predictive quality of 

the respective equation. For this purpose the predictive per

formance of the equations was tested in a dynamic ex-post

simulation for the years 1982 and 1983 (or 1984 and 1985). 

It has to be stressed, that the time-series are very short; this, 

o~ course, has an obvious effect on the reliability of the 
results. 

The model consists of 315 linear equations, the parameters of 

which had to be estimated, and identities. 
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3. Final demand 

3.1. The components of final demand 

In an input-output-model total production (home production and 

imported goods) can be determined via final demand. The components 
of final demand are: 

Private demand at home, private investment for construction and 
machinery, investment on inventories, public consumption, public 

investment, exports. 

According to the disaggregation of the input-output-tables used 

in this study final demand is disaggregted into fifteen sectors. 

As already mentioned above, in this study the components "private 
consumption" and "private productive investment" are determined 

via econometric behavioural equations. The other components are 
concerned to be exogenous. 

The specification and estimation of the econometric model for 
private demand for consumption is described in 3.2, the model 
for the determination of investment in 3.3. 

3.2. Private consumption 

3.2.1. Introduction 

In order to explain private demand within the concept of input
output-tables one needs: 

- an explanation of total private demand for consumption goods, 
and 

- a disaggregation of consumption demand according to the 

fifteen sectors of the input-output-tables as production 
sectors. 



Contrary to other disaggregated models for the Federal Republic 

of Germany (c.f. Kiy (1984), Schumann {1984)) where the supply of 

goods and services for final consumption is explained directly 

for each of the sectors of the input-output-table, in our study 

we followed a proposal by Preston (1972) (c.f. also Hansen, 

Westphal (1983)). According to this approach expenditures for 

private consumption are explained within different consumption 

categories (for instance: expenditure for food, expenditure for 

rents, expenditure for textiles and shoes, and so on). So, 

"normal" consumption functions within the different consumption 

categories could be estimated. Of course, after approximating the 

expenditures in the different consumption categories, there is the 

necessity ~o break up these expenditures to the supplying sectors. 

For this purpose one obviously needs a bridge-matrix, linking 

private consumption expenditures within the consumption categories 

(1, ... ,m) with the sectoralsuppliesaccording to the column of the 

final demand for private consumption in the input-output-table: 

(3.2.1) 

Y1s,1 

with aj: consumption expenditures in category j 

Ci: supplied goods and services for consumption 

The coefficient yij indicates what part of the consumption 
function in category j is supplied by sector i; therefore we 
have the restriction 

15 
L y .. = 1. 

i=l l.J 

The Statistisches Bundesamt has provided a bridge-matrix only 

for one year {1980). In section 3.2.4 it will be described 

how a series of bridge-matrices was constructed. 



In 3.2.3 the specification and estimation of a demand system 

for fractions of consumption expenditure for seven different 

consumption categories will be explained. In the next section 

3.2.2. a macroeconomic consumption function will be specified. 

3.2.2. The macroeconomic consumption function 

In the macroeconomic consumption function total consumption of 

the private households will be explained; this variable is 
diff~~ent from a variable private internal demand as used in 

the inpµ~-output-table because it does not take into account 

qonsumption of private non-profit-orgnaizations. This position 

is considered as an exogenous variable. As the basis for the 

the specification of the macroeconomic consumption function the 

revised data of the national accounts of the Statistisches 

Bundesamt were used. The available input-output-tables up to 

1983 are based on unrevised data and had to be adjusted (see 

Frohn, Friedmann, Laker (1989), p. 30 ff.). 

According to the results of the specification analysis the 

following macroeconomic consumption function was chosen: 

( 3. 2. 2) 

with Yv = disposable income, 

6Pc = first difference of the price index 
for private demand 



The estimation of thjs equation, which results in a very good 

approximation and prediction of macroeconomic consumption, 

leads to the following results1 ): 

1970-85: ct 42410.3 + V 224877.2 ~Pc = 0.8540 yt-1 t 

(4.25) (94.37) (-1.16) 

R2 = 0.9985; DW = 1.4767 

3.2.3. The structure of consumption according to consumption 

categories 

The following categories of consumption were taken into account: 

Al: expenditures for food 

A2: rents for houses and appartments 

A3: energy 
A4: expenditures for cars 

AS: expenditures for traffic and information (except for cars) 

A6: textiles and shoes 

A7: health, hygientc and cultural expenditures; further goods 

and services. 

In order to explain the distribution of the consumption budget 

of a household to the seven different catego~ies one can use two 

different approaches: One can explain consumption expenditures in 

six categories and determine the expenditures in the leftover . . 

category as a residual. The disadvantage of this approach is quite 

obvious: there is no explicit explanation for the development of 

the expenditures in the leftover category. Therefore, in this 

1) In brackets the t-values are indicated; R2 states the value 
of the coefficient of determation, DW the value of the 
Durbin-Watson-statistics. 
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study an alternative apprcach was chosen: A system of demand 

equations for all seven c:·:egories was specified and the adding

up restriction (i.e. the .c,·~.:-.1 of the :.:raci:ions of consumption 

expenditures should add up to one) was explicitly imposed via 

restrictions on the coefficients of the explanatory variables. 

The specification of this demand system follows the lines 

of the almost ideal demand system proposed by Deaton and Mlill

bauer (1980). As this system has been described in detail in the 
above mentioned publicat~on and also for our purpose in Frohn, 
Friedmann, Laker (1989, p.21, ff.), here on~y the final equation 
for the respective fractions of consumption expenditure is 

given: 

-* (3.2.3) = ai + E yij log p~ + ~i log(C/P) 
i .J 

with wi: fractions of consumption expenditure in categy i, 

-* pj: price of category j, C/P 

-* -* C/P: real total consumption expenditure, with P defined 
-* w. as P = n p. 1 

i 1 

Equation (3.2.3) has been used for estimation and the restrictions 

of homogeneity and symmetry were tested. Furthermore the inclusion 
of additional explanatory variables (for instance the size of 

households) was considered (obviously there is not much room for 

further variables because of the short time-series). Because of 
the results of the specificatioh analysis it was decided not 
to introduce further explanatory variables. 

It should be noted that in all seven equations for the respective 

fractions of consumption expenditures there are the same explana
tory variables; this means, that OLS-estimations are efficient 

and the adding-up restriction will be fulfilled automatically. 
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As the predictive performance of the system was improved by taking 

into account the homogeneity restriction, this restriction was 

imposed. The syrpmetry restrictions, however, were not validated 
by the results and therefore not imposed. 

The estimation results for the seven equations of the almost 
ideal demand system within the model are given in table 2.1 
(estimation period: 1969-1985). 

Table 2.1 shows that the influence of lnC (i.e. the .'income 

variable'),is negative for the first three categories, i.e. the 

expenditures for food, rents and energy can be regarded as 

"necessary goods". 

The coefficients of the income variable for all seven equations 

add up too~ this is also true for the coefficients of the 

respective price variables, while the absolute terms of the 

estimated equations add up to 100 (%). 

The approximation of the observed fractions is good, the coeffi

cient of determination in all cases is higher than 0.9. The 

following figures show the approximation for 1969 to 1983 and 
the prediction for 1984 and 1985 in comparison with the observed 

data. The predictive performance is regarded to be satis
factory. 

With the explanation of the fractions of consumption expenditures, 

the nominal expenditures in the seven consumption categories 

can be determined by multiplying the fractions with macroeconomic 

consumption. 
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3.2.4. Determination of the goods and services produced by 

the sectors for consumption 

As mentioned above, one needs a series of bridge-matrices in 
order to calculate the supplied goods and services of the fifteen 

sectors in connection with the consumption expenditures in t~e 

seven consumption categories. Unfortunately, there is only one 

bridge-matrix for 1980 available, which is given in table 2.2. 
The adequacy of a constant bridge-matrix for the whole estimation 

period from 1970 to 1983 on the basis of the 1980-matrix was 
tested by comparing the respective consumption demand positions 

calculated on the basis of the constant bridge-matrix with those 
observed and stated in. the yearly input-output-tables. The result 

was not satisfactory (c.f. Frohn, Friedmann, Laker (1989), p. 30 

ff.). Therefore, it was decided to construct artificial yearly 

bridge-matrices (which are based on the observed expenditures 

in the consumption categories and the observed supplies of goods 

and services by the fifteen sectors!) by use of the wellknown RAS

procedure in order to make sure that the results of the simulation 

experiments will not be effected by errors due to unreliable 
. d . 1) br1 ge-matr1ces . 

1) For a description of the procedure used in the study c.f. 
Frohn, Friedmann, Laker (1989), p. 33 f. 
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3.2.5. The relation of the consumption model to other parts 

of the model 

The consumption model is connected with other parts of the model 

by the endogenous explanatory variables of the consumption equa

tions. These variables are: 

disposable income 

first difference of the consumer price index 

output prices of the 15 sectors according to 

the input-output-tables (total expenditure) 

output prices of the 15 sectors according to 

the input-output-tables (expenditure for 

consumption) 

prices for the goods and services in the 

consumption categories (A1 , ... ,A7 ) 

The explanation of the disposable income will be discussed 

in section 5, the explanation of the output-prices as far as 

total expenditure is concerned will be dealt with in section 4. 

The output-prices for the goods and services of the fifteen 

sectors concerning consumption expenditure are calculated by 

dividing nominal consumption expenditure of the sector by 

the respective real consumption expenditure: 

(3.2.4) = 
C

nominal 
it 

C
real 
it 

i=l, ... ,15 

The price indices are quite different from the output prices 

for total expenditure; nevertheless they can be well approximated 

by a simple linear regression with the respective output price 

for total expenditure as the only explanatory variable: 

(3.2.5) i 1, ... , 15 
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The approximation and the predictive performance of these 

equations is satisfactory (except for one case all coefficients 

of determination are above 0.9). The prices for the seven 

consumption categories would normally be cal9.ulated via the 
artificial yearly bridge-matrix y (c.f. 3.2.1)): 

Pc 
1 yll ylS,l 

PK 
·1 

-= 

Pc 
7 Y1,7••••• ylS,7 

K 
plS 

Unfortunately it is not true that the sectors are "more 

disaggregated" than the consumption categories: For instance, 

in case of expenditures for rents we have one consumption 

category; but the only sector that provides this service to 
private consumption is sector 14, which provides other 

services, too. As this is not only true for consumption 

category 2 but - to a lesser extent - for the other categories, 

it was decided to approximate the prices in connection with 
expenditure in the seven categories in the following way: 

According to the bridge-matrix those sectors which supply the 

highest part of goods and services to the respective consumption 

categories are explained by linear regression equations with the 
price indices of the main sectors as explanatory variables. 

As the sectoral price indices for consumption expenditure are 

approximated by a regression equation with a price index for 

total expenditure in the respe~tive sector, the approximating 
equations were formulated on the basis of the price indices 
for total expenditure of the main sectors. So the following 

equations were used: 



C 
plt = ai + blPllt + c1P13t + d1P14t 

C 
p2t = a2 + b2P14t 

C 
p3t = •3 + b3P2t + C3P5t + d3P13t 

C 
p4t = a4 + b4P8t + c4P13t 

C 
PSt = as + b5Pst + C5Pst + d5P13t 

C 
p6t = a6 + b6Pl0t + c6Pl3t 

C 
p7t = 4 7 + b7P9t + c7Pl3t + d7P14t + d8P15t 

The approximation and predictive performance for all these 

equations are good; R2 is always larger than 0.9. 

C These Pit were also used for the calculation of the consumption 
price index in the consumption demand system (c.f. (3.2.3)). 

But instead of the weights wit the estimated fractions with a 

time-lag of 1 (wit-l) were used in order to keep the model 
recursive. This approximation is not very harmful as the 
fractions of consumption expenditures in the respective 

categories will not change strongly from year to year. 
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3.3. Investments 

3.3.1. Specification and estimation of investment-functions 

for gross-investment 

Very similar to the approach in section 3.2. investment 

functions were specified for investing sectors (contrary to 

a direct determination of goods and services provided for 

investment in the different sectors). Therefore again the 

problem of "bridging" investment expenditures and the goods 

and services needed for the investment goods had to be solved. 

The following eight investing sectors were considered 

(according to the available data): 

1. agriculture 

2. energy 

3. mining 

4. manufacturing industry 

5. construction 

6. trade and traffic 

7. general services without letting apartments 

8. letting apartments. 

Investment functions were specified only for "productive" 

investment. 

As was already mentioned in the introduction, productive and 

environmental investment can influence each other: Additional 

environmental investment which is enforced by law can reduce 

(for instance because of financial restrictions) or increase 

productive investment (for instance because of lowering costs 

if the environr,ental .lnvestment and produc~ive investment 

planned for later periods are realized in the same period). 

In order to take this a3pect into account,on the basis of 

Jorgenson's capital th~ory (Jorgenson (1963), (1965)) a model 

was developed with productive and environmental investment as 

decision variables (Frohn, Friedmann, Laker (1989), p. 40, ff.). 
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The investment function derived from this appraoch could be 
validated only in the mining sector: 

(3.3.1) 

With PX = 
KU = 
C = 

PX 
= 6523.1 + 1747.0 t + 407.17 (-1!) 

c3t 
(5.90) (3.53) (2.78) 

u 
15.48 K3t-l 

(-3·:37) 

- 0.81 I 3t~l - 0.41 IJt- 2 - 0.95 IJt- 3 
(-1.99) (-2.94) (-3.94) 

R
2 = 0.98; DW = 2.94 

input-price-index, 
capital stock for environmental purposes, 

user costs of capital in the mining sector (i=3) 

(3.3.1) shows that a reduction of productive investment will 

occur if the capital stock for environmental purposes is 
increased. 

In all the other sectors the specification of the functions 
for gross investment was based on the usual explanatory variables, 

i.e. production of the respective sector, investment of previous 

years, and cost factors (interest rates, wages); a dependence 

on profits was not significant. 

A different approach was only ohosen for the investment function 

for the sector "letting apartments": The most important explana

tory variables in this case are inte~est rates of mortgages, 

the rent, and the average number of persons living in an apart

ment (as an indicator of changing quality demands). 

In the investing sectors 2 and 6, dummy variables had to be 
introduced in order to include the effects of behavioural 

changes due to the oil-crisis. 
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The following table and figures show the estimation results 

(and predictive performance) for the investment functions for 

productive gross investment for 1971 up to 1983: 

Agriculture, fishery: 

= 11280.5 - 39595.2 rt-l + 9552.5 Plt-1 
(4.52) (-4.13) (3.33) 

- 1567.3 llt-l + 932.4 t 

(-2.03) (1.65) 

R2 = 0.84: DW = 2.57 

Energy: 

t 2t = 1790.6 + 0.1211 x2t-l + 0.4176 I2t-l 
(0.67) (2.98) (3.30) 

+ 2424.7 D7075t 

(3.70) 

R2 = 0.76: DW = 2.91 

Manufacturing Industry: 

t 4t = 15527.0 + 0.0194 x4t-l + 0.6085 I 4t-l 
(1.18) (1.54) (2.43) 

- 0.0416 14t_2 - 164876.7 rt-l 
(-0.17) (-2.66) 

2 R = 0.88; DW = 2.09 
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Construction: 

t 5t = 13251.4 - 0.01 x5t-l - 50771.6 rt 
(3.47) (-2.05) (-3.23) 

+ 1.1316 ISt-l 
(8.84) 

R2 = 0.91; DW = 2.20 

Trade and traffic: 

16t = 44958.75 - 82742.04 rt-l + 0.0263 x6t-l 
(14.96) (-4.21) (2.57) 

- 6109.28 D74t 

(-7.43) 

2 R = 0.92; DW = 2.49 

General services (without 1etting apartments): 

11t = 28.36 - 223498.3 rt-1 + 0.060 x7t-l 
(0.04) (-6.88) (3.38) 

+ 0.5583 11t-1 
(4.44) 

2 R = 0.99; DW = 2.27 

Letting apartments: 

lat= -474443.6 - 428535.7 R~~l + 1807.9 Mt 
(-5.05) (-5.98) (5.56) 

- 152669.5 PWt + 0.57 Iat-l 
(5.76) (4.98) 

2 R = 0.89; DW = 2.28 



with 

rt : interest rate of bonds 

R~ interest rate for mortgages 

Mt : rent index for newly constructed apartments 

PWt number of persons per apartment 

lit hourly wage in the i-th sector 

Pit output price in sector i 

Xit production in sector i 

K~t capital stock for environmental purposes in 

the i-th sector 

P~t input price in the i-th sector 

D7075t ·dwnrny-variable, 1970-75: 1, 1976-83: 0 

D74t dwnrny-variable, 1970-73: 0, 1974-83: 1 

The estimation results and the results of the simulations 

were regarded satisfactory. 
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3.3.2. Separation of gross-investment in machinery and in 

construction 

As environmental measures can effect investment in machinery and 

in construction in different ways it was necessary to find a way 

of separating investment in machinery and in construction. 

As an empirical analysis showed that investment in machinery can 

be explained very well via the investment functions for total 

investment, these equations were estimated anew for investment 

in machinery. Investment in construction can ~hen be calculated 

as the difference between the estimated total investment and 

the estimated investment in machinery. 

3.3.3. Determination of goods and services for investment 

As already mentioned, because of estimating investment 

functions for investing sectors it again was necessary to 

determine the amount of goods and services provided by the 

different sectors for the investment goods. As in case of 

consumption expenditure there is only information for 1980. 

The two bridge-matrices for investment in machinery and in 

construction are given in table 3.3 and 3.4. These matrices 

are not completely compatible with the investment data in the 

investment sectors as components of final demand in the input

output-tables. For instance, the disaggregation in the bridge

matrices is different from the disaggregation used in the model; 
and there are further differences. The procedures for solving 

these difficulties are described in details in Frohn, Friedmann, 
Laker (1989), p. 50, ff .. In o~der to provide yearly bridge

matrices, again the RAS-procedure was applied in the same way 

as in case of consumption. 



- .JV 

Investing 
Sector 

1 2 3 4 5 6 7 
Producing"" 
Sector 

1 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 

4 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 .. 
6 0 0 0 0 0 0 0 

7 0 0 814 0 67 0 0 
8 5818 4359 30322 -4475 14787 11576 2485 
9 580 3431 8845 62 6498 10041 2048 

10 57 67 1403 63 1155 2482 519 

l .1. 0 0 0 0 0 0 0 

12 0 0 0 0 0 0 0 

13 1175 973 5686 550 1799 3551 42 

14 0 0 0 0 0 0 0 

15 0 0 0 0 0 0 0 

1: 7630 8830 47070 5150 24306 27650 5094 
Turnover Tax 0 0 0 0 624 760 756 

1: 7630 8830 47070 5150 24930 28410 5850 

Table 2.3: Bridge-matrix (1980) for investment in 
equipment in mill. OM 

l: 

0 

0 

0 

0 

0 

0 
881 

73822 

31505 

5746 

0 

0 

13776 

0 

0 

125730 

2140 

127870 
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Investing 
Sector 

1 2 3 4 . I . 
Producing 

"' Sector 

1 5 59 224 33 321 

2 0 0 0 0 0 

3 0 0 0 0 0 

4 0 0 0 0 0 

5 0 0 0 0 0 

6 0 0 16 0 16 

7 22 395 1179 3323 4919 

8 46 827 2844 6081 9798 

9 5 90 368 3563 4026 

10 0 0 372 0 372 

11 0 0 0 0 0 

12 1750 43070 75042 43550 163412 

13 0 0 0 0 0 

14 52 929 2775 6830 10586 

15 0 0 0 0 0 

r 1880 45370 82820 63380 193450 

Turnover Tax 0 5660 9710 1290 16660 

r 1880 51030 92530 64670 210110 

Table 2.4: Bridge-matrix (1980) for investment in 
construction in mill. DM 
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4. The production model 

4.1. Introduction 

In an input-output-model the relation between the components 
of final demand f and the vector of gross production xis deter

mined via the matrix A of the input-coefficients: 

( 4 .1) X = A•X + f A= (a .. ) 
l.J 

a .. 
l. J 

(4.1) describes a linear production model with constant production 

coefficients. The assumption of constant input-coefficients was 
tested in an empirical analysis with the result that it cannot 

be accepted (the following four figures show the variation of 

four selected input coefficients). A large number of the input 

coefficients underwent considerable variations in time, and very 
often in a systematic way. Therefore it was decided to try to 
find a model to explain these developments. 

The basic specification was derived from a production model 

with neoclassical production functions and the assumption of 
cost minimization as the entrepreneurial goal. As the input 

coefficients are now variable, the input-output-tables can 

only be regarded as consistent disaggregated pictures of economic 

transactions and not as an economic model in itself. 

The basic theoretical model is described in details in 

Frohn, Friedmann, Laker (1989), p. 58 ff .. Here only the main 
elements shall be stated: 

- It is assumed that there is a representative enterprise 

for each sector. 

- Total production in each sector can be represented by an 
identical neoclassical production function. 

- In the derivation the duality of production and costs is 

used, and it is assumed that the cost funciton of each sector 

can be approximated by a translog-function (c.f. Fuss (1977), 

Hudson/Jorgenson (1976)). 
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- As an approximation it was assumed that the optimization can 

be separated into the optimal composition of the intermediate 

inputs and the optimal production on the basis of the production 

function with this aggregate of intermediate inputs and an 

aggregate for the primary inputs. 

According to this model, the fractions of intermediate inputs x .. 
of total input in sector j: x;oR is determined as follows: iJ 

( 4. 2) ~ 1 + 0 j ln X ~OR n Pk ~ox J 
k=l 

i = 1, ... , n 

with pk= prices of intermediate inputs. 

The relation of total intermediate inputs in sector j and 

d . f . VOR pro uction o sector J xJ. (v~OR = ___ _ 
J x. 

J 

is given by 

( 4. 3) = aj + yj ln p~OR + yj ln p~RIM + j ln X. 
vv J vp J Yvx J 

with p;oR = price index for intermediate inputs, 

p~RIM = price index for primary inputs. 
J 
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4.2. The econometric estimation of the production model 

In accordance with the information from the input-output-tables 

of the Statistisches Bundesamt the input-coefficients are based 

on the teal amount of goods and services, i.e. the input-coeffi

cients aij are defined as relation of the supplied intermediate 

input xij divided by the sum of internal production of sector j 

plus the total amount of imported goods of the same kind of the 
respective sector: x~NL + x~A. Thus the input-coefficient a .. 

J J 1) 
can be represented as the product of three factors: 

( 4. 4) a .. 
1) = 

with 

a~~R 
1) = 

VOR 
vj = 

b. = J 

VOR a .. 
1) 

x .. 
.:..l:.J..._ 

VOR x. 
J 

VOR x. 
_J__ 

x~NL 
J 

INL 
:i_ 

GA 
xj 

. VOR v. 
J 

. b. 
J 

input fraction 

input-production-relation 

fractions of internal production 
to total amount of goods and 

services 

For these three multiplicative components of aij equations 
were specified for each sector .and estimated by use of OLS. 
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4 2 1 Th · t f . ( VOR) . . . e 1.npu ractions a .. 
l.J-

As far as the specification of equations for the input 

fractions are concerned one has to take care of two important 
aspects: 

- The sum of the input fractions for each sector has to 
15 

add up to one ( I: a ~C?R = 1 ) • 
i=l l.J 

- The basic equations derived from a theoretical discussion 

(c.f. (4.2)) cannot directly be used as the time series of 

input-output-tables are too short (only 14 observations). 

To fulfill the adding-up-restrictions mentioned above the same 

approach was used as in case of the demand system for consumption, 

namely OLS-estimations of equations with the same explanatory 

variables for all fifteen input fractions of one sector. 

To reduce the number of explanatory variables the fifteen 

sector prices were combined to three price aggregates (all prices 

are calculated as indices equal to the relation of the respective 

nominal and real positions in the input-output-tables). As the 

development of the prices during the observation period show 

rather strong multicollinearity it was possible to find three 

fairly homogeneous aggregates of prices. So the following price 

indices were used as explanatory variables in the sectors: 

1. price index for manufacturing industry: 

I: XGA 
pit 

Iv 
it 

PVt = 
I: GA 

xit p. 76 
Iv 

J. , 

Iv= {4,6,7,8,9,10,11} 
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2. price index for mineral oil and mining: 

I GA 

IM 
xit Pit 

PMt = 
I XGA 

Pi,76 
IM 

it 

3. price index for energy: 

These three price indices were related to the price of the 
receiving sector, and the logarithms of these relations (see 

(4.2)) were used as explanatory variables. 

To take into account possible effects of technical progress 

(~jt) alternatively trend variables or the energy input-coeffi

cient (lagged by one period) were used. Either the total amount 

of inputs (again lagged by one period) or the respective input

coefficient were used for possible effects of scale. 

So the following basic equation which was used for approximating 

the development of the input fractions: 

PV PM 
(4.5) VOR 

boij + blij . ln(p t) + b2ij . ln(p t) 
aijt = 

jt jt 

PE 
+ b3ij . ln(p t) + b4ij . tjt + b5ij 

. zjt 
jt 
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with 
a) linear trend 

b) energy input fractiont-l 

c) total input of the sector (t-1) 

d) input-coefficient of the sector 

For each sector these alternatives were estimated and the final 

equation was chosen according to the following criteria: 

-2 a 

a 

coefficient of determination for the period 1971 to 
1983 

the mean square error for the estimation for 1971 
to 1981 

the mean square prediction error for predictions for 

1982 and 1983 on the basis of the estimation up to 
1981 

the relation of s and o for the estimation up to 1981. p 

In the specification analysis main emphasis was put on 

the predictive performance; therfore some of the equations were 

chosen inspite of a rather poor fit during the observation 
period. 

In the following the estimation results and figures for 

approximations and predictions are given for the four input

fracti9ns already mentioned above. 



-VOR = 
a7,2,t 

-VOR a 15,8,t 

- 39 -

0.1139 + 0.0054 PMt + 0.0054 PVt 

(5.45) (2.26) 

- 0.1476 V>.2t 

(-4.78) 

a2 = 0.80; OW= 2.08 

( 1.07) 

VOR 
0.1076 a 2 , 2 ,t-l 

(-2.28) 

= 0.0155 - 0.0003 PMt + 0.0112 PVt + 0.0065 PEt 

(1.84) (-1.26) (4.22) (6.70) 

+ 0.3035 aVOR - 0.0191 VA8t 2,8,t-l 

(1.41) (-1.84) 

R2 = 0.97; DW = 2.77 

aVOR = -0.0210 - 0.0074 PMt + 0.0931 PVt - 0.0086 PEt 
6,9,t 

(-1.10) (-2.51) (3.29) (-1.76) 

+ 0.1538 V>.9 t + 0.0021 t 

(4.02) (10.3) 

2 R = 0.99; DW = 2.05 

aVOR = 0.3827 + 0.0504 PMt - 0.3803 PVt + 0.1022 PEt 
14,13,·t 

(2.39) (2.09) (-1.35) (1.68) 

- 2.8400 aVOR + o:4426 V>.13t 2,13,t-l 

(-1.49) (0.95) 

R 2 = 0 • 9 5 , DW = 1. 50 

with VAt: input-production-relation. 
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4.2.2. The input-production-relation 

The fifteen input-production-relations can be specified indepen

dently because there are no restriction combining one with the 

others. 

According to the theoretical model, as an indicator for the 
prices of primary inputs of each sector the sectoral wage was 

chosen. In the specification this wage as well as the price 

for intermediary inputs were taken into account as relative 

prices, divided by the internal output-price. In some sectors 

(2, 6, 8, 10, 12, 15) the lacked endogenous variable was also 

taken into account as one explanatory variable. To represent 

technical progress a linear and/or a quadratic time trend was 

chosen. According to these considerations following equation 

was used as a basic specification: 

( 4. 6) 
c . + c 1 . • 

OJ J 

In (4.6) p;~R indicates the price-index for the aggregate of 

intermediary inputs of sector j. 

For the four already mentioned input-production-relations the 
following results of the estimation were calculated: 

-V0R = 
v8,t 0.2305 + 0.5708 vVOR 

8,t-1 
(2.41) (3.43) 

R2 = 0.72; DW = 1.78 

VOR 
Pet 

0. 3407 ln( INL) 
(-2.",29) Pat 

+ 0,0016 t 

(2.32) 
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-VOR v9 ,t = o.5226 - 0.0027 t 

(139.43) (-6.17) 

R2 = 0.76,· OW 1 = -~l 

-VOR v13 ,t = 0.2846 + 0.0021 t 

(85.94) (5.35) 

2 R = 0.70; DW = 2.35 

-VOR VOR 
v2 ,t = 0.2839 + 0.4834 v2 ,t-l + 0.1805 

(2.94) (2.66) (2.98) 

R2 = 0.94,· OW 1 6 = • 0 

- 0,0068 t 

(-3.27) 

The following graphs show the approximation and the prediction 

~ccording to the estimated results. 
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4.2.3. The fraction of internal production to the total 

amount of goods and services (b.) 
- J-

In order to explain these fractions (bjt) equations for the fraction 

of imported goods of the same kind (impjt =1-bjt) were specified. 

It was assumed that the relation between the imported and 

internally produced goods of the same kind is mainly determined 
by the relation of the respective prices: p~~P 

(½L>-
pjt 

As further explanatory variables the lagged endogenous variables 

and a linear trend were used. For sector 13 and 15 the best 

results occurred for constant relations. In the following the 

results of the estimation and in the figures the approximatio~ 
and the prediction for sectors 8, 9, 11 and 13 are documented. 

imp2 ,t = 0.0033 + o.7550 imp2 ,t-i 
( 1. 21) (3. 80) 

R2 = 0.57; DW = 1.17 

. - 0.0314 ow 1.04 impl3,t = = 
(54.55) 

PIMP 

imPs,t 0.0629 + 0.1225 Bt + 0.0070 = ln( INL) t 
Pat 

( 11.08) (3.44) (9.74) 

R2 = 0.96; DW = 1. 49 

pIMP 

imp9,t 0.0761 + 0.1152 9t = ln( INL) + 0.0108 t 
Pgt 

(12.84) (1.63) (12.29) 

R2 = O. 99; DW = 1. 67 
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4.3. The input-coefficients 

On the basis of equation (4.4) one can calculate each 

input-coefficient as the product of the respective three 

relations. It is not possible to give the results for all 

225 input-coefficients; the following figures show the approxi

mations and predictions for those input-coefficients which had 

been used as examples already. 

The results are quite satisfatory. 
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5. The model for the output-prices 

The specification of the equations for the output-prices was 

based on the concept of mark-up-prices; i.e. it was assumed 

that the sectoral output-prices are calculated by multiplying 

the costs by a certain factor larger than one. 

In order to be able to determine the effects of environmental 

expenditures on prices it was assumed that these expenditures 

are unproductive, i.e. that they will not increase the production 

of the respective sector. Under this assumption it is possible to 

separate an observable output-price charged to demanders of the 

products and a fictious output-price which is defined as the 

price which would have been charged if no environmental expen

ditures had been taken into account ("productive price"). The 

observable output-price is calculated as the fraction of nominal 

and real home production of the respective sector. The fictious 
productive output-price is calculated according to the following 
formula: 

( 5. 1) 
X

INL.NOM _ UNOM 
* it it 

pit= --x~I~N~L---=-c..-
it 

with ~~M = nominal environmental expenditures of the i-th 

sector (equal to current environmental expenditures and depre

ciations on environmental investment; for the data see Ryll, 
Schafer (1986), Frohn, Friedmann, Laker (1988)). 

In order to keep the recursive structure of the model it was 
* . necessary to change the above formula for Pit in the following 

way: 

( 5. 2) = 

INL.NOM 
xit 

INL 
xit 

UNOM 
it - ---INL 

xit-1 
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As the equation for the determination of the productive output

price the following concept was used: 

( 5. 3) 
15 VOR VOR EAit-1 

= µit [ r aJ'it-1 vit-1 PJ·t-1 + INL ] 
j=l xit-1 

VOR VOR In (5.3) ajt-l"Vit-l represents the relation of supplies of 
sector j for home production ·of sector i; EAi t-l stands for 
the nominal non-profit income of sector i. So the costs 

consist of lagged input costs and lagged non-profit incomes 
related to the output of the respective sector. 

In order to take into account time depending variations of 

the relation between these costs and the price, the.mark-up

coefficient µit was specified as time-dependent: 

( 5. 4) 

Table 5.1 gibes the results for the estimation of the mark-up

equations; the figures indicate the approximation of the 
observed prices for 1970 to 1981 and predictions for 1982 to 

1983. 

After the calculation of the productive output-price according 

to (5.3) the observable output-price can be calculated as 

follows: 

( 5. 5) 

l 
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Qi ~i 
R2 ow 

Sektor 

1 1.683 -0.011 0.91 1.00 

(28.8) ( -1. 7) 

2 1.770 -0.019 o.99 0.10 

(SO.O) (-5.3) 

3 1.114 0.015 o. 98 1.41 

(19.9) (2.6) 

4 1.235 -0.010 o. 89 1.59 

(24.-6) (-1. 9) 

5 1. 427 0,024 0.91 1.19 

( 6. 7) ( 1. 2) 

6 1,302 -0.009 o. 97 1. 57 

(46,8) (-3.1) 

7 1,180 -0.015 0.86 2.29 

(27,7) ( -3. 2) 

8 1.164 -0.000 0.99 2.05 

(99.4) (-0.0) 

9 1. 244 -o.oos 0.99 1. 82 

(106.4) (-5.9) 

10 1.229 -0.006 o. 98 1. 38 

(57.9) ( -2. 5) 

11 1.401 -0.013 0.96 0.87 

(53.3) ( -4. 5) 

12 1,270 0.002 0.95 o. 71 

( JO. 2) ( o. 4) 

13 1. 570 -0.018 0.99 o. 72 

(79.8) (-8.3) . 
14 1. 757 0.000 o.99 0.85 

(79,'?~ ( 0.1) 

15 1.135 -0.002 o.99 l. 43 

( 83. 0 ; !-1.6) 

Table 4.1: Estimation of the mark-up-equations 
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So far it was assumed that environmental expenditures will be 

included in the observable output-price to 100 %; of course, 

alternative situations can be taken into account in which only 

parts of the environmental expenditures are included in the 

output-price. 

As the supply of goods and services of one sector according to 

the input-output-table consists of home production and of 

imported goods of the same kind, the output-price of the total 

product of the sector has to be calculated as a mixture of the 
. . IMP d h h . INL I h . 1 t' input-price pit an t e ome price pit. n t e simu a ions 
with the model the sectoral output-price is calculated according 

to: 

( 5. 6) 

In this equation the input-prices are exogenous, the internal 

prices are endogenous according to the above mentioned concept, 

and the import relation is also endogenous. 

j 
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6. Levels of employment and disposable income 

The development of disposable income is determined by an 

approximation on the basis of the development of the two most 

important components: non-profit and profit income. As a main 

purpose of the analysis is to find out about the effects of 

environmental measures on employment, instead of a direct 

estimation of sectoral non-profit income the level of sectoral 
employment (i.e. non-profit income divided by the respective 
wage) is explained. 

6.1. The sectoral levels of employment 

For each of the 15 sectors specific levels of employment bjt 
are calculated as explained above. The wages as denominators 

are considered as exogenous variables; as therr are no wages 

for the 15 sectors available, very similar wages referring to 

a very similar set of branches are used. 

The specification of the equations for the sectoral levels of 
employment are based on the idea that employment is mainly 

determined by real production of the respective sector, the 

wage and an interest rate, and the price of the intermediate 

inputs. In some euquations also a time trend and the lagged 

level of employment was used. In sector 5 (mineral oil), an 

additional dummy variable was used. The sectoral prices for 
intermediate inputs are calculated according to 

( 6. 1) 

In table 5.1 the results of the estimation are documented. 

The figures give the approximation and the prediction for 1971 

up to 1983. 



. 

Konst. 
VOR 

ljt rt xjt 8 jt-1 t 
Sektor Pjt 

1 18.039 -18.888 0.1342 0.7166 

(). )1) (-2.85) (3.49) (10.95) 

2 375.112 9.2101 282.092 0.0049 

(10.51) (3.27) . ( 1..61) ( 4 .09) 

3 618.717 402.921 -39.947 -1881. 32 0.0131 

(4.25) (3.17) (-J.05) (-3.02) (3.57) 

4 1094.51 1492.06 -127.67 -2556.99 0.0099 

(6.34) (3.32) (-3.26) (-2.20) (4.025) 

5 38.676 -1.498 0.736 

( 1.61) ( -1. 58) (4.98) 

6 178.99 -30.90 0.0158 o. 5044 

(0.57) (-4.38) ( 5 .OS) (3.69) . 

7 1479.R2 -65.81 0.0066 0.324) 

( 1. 69) (-3.10) (3.95) ( 1.44) 

8 1555.57 -90.87 0.0156 o. 3629 
(1.32) ( -2. 85) ( 4 .05) ( 1.97) 

9 1582.58 -105.21 0.0278 0.1812 
(2.22) (-7.35) (7.63) ( 1. 41 l 

10 2133.26 -495.99 0.0179 0.5342 280.62 
(2.44) (-4.11) (7.26) (6.80) (3.71) 

11 )7).74 -34. 68 0.0064 0.4925 
(0.76) (-3.40) (2.85) (2.62) 

12 -54.48 -72.04 0.0267 o. 3873 
(-0.07) (-4.6) (5.85) (3. 32 l 

13 726.79 -2.88 1356.87 0.0021 
(9.73) (-5.58) (4.85) (4.82) 

14 14.)1 0.0008 o.5792 
(0.65) (8.13) (8.12) 

15 -149.19 -) .042 0.0039 o. 5605 
( -0. 7)) ( -2 .12 )· ().46) (5.45) 

-
Table 5.1: Estimation of the equation for the levels of employment 
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6.2. Profit income 

The nominal profit income is explained only as an aggregate and 

not on a sectoral basis. It is approximated along the lines of 

the nominal value of internal production P~~M. The following 

equation was used: 

( 6. 2) 

The time-depending coefficient ~tis considered to be 

dependent on the wage: 

( 6. 3) 

So we get the following equation: 

( 6. 4) EUNOM =a+ a .p~OM 
t O t 

The result of the estimation of this equation leads to: 

~OM= -29894.5 + 0.4228 P~OM - 0.0053(lt•~OM) 

(-0.83) (6.26) (-5.57) 

+ 0.0331(t•P~OM) 

(5.72) 

R2 = 0.99; DW = 1.74 
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The approximation and prediction for 1971 to 1983 is shown 
in the following figure. 
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6.3. Disposable income 

With the aggregate profit income and the sectoral levels of 

employment the two most important components of disposable 

income are known (the sectoral non-profit income can easily 

be calculated by mutliplying the level of employment of the 

sectors with the respective wages). 

Contrary to the normal calculation of disposable income 

according to the national accounts (where disposable income 

is determined via the income identity) in this study a different 

procedure was used. The main reason for this is that with the 

normal approach one needs a very reliable approximation of all 

income components (for instance of transfer income). 

A two-step-procedure was u~ed: In the first step an "income-tax

rate" and a "wage-tax-rate" s~ ands~ are defined: 

( 6. 5) 

( 6. 6) 
- G ) t 

with Gt: distr.ibuted_profits and income from property after 
taxes 

Besides the development of the pure income tax rate, s~ also 

describes the changes of non-distrib.lted profits and transfers 
as these components are included in (EU~OM_Gt). Similarly s~ 

not only includes the pure wage-tax-rate but also transfers. 

With these two "tax rates" together with the two income components, 

disposable income can be approximated in the following way: 

( 6. 7) 
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7. Simulation experiments 

As was already mentioned the model can be characterized as 

a recursive model with the main parts: 

1. endogenous final demand, 

2. the production model with variable input-coefficients, 
3. the price model, 

4. endogenous income variables. 

The "time-structure" of such an experiment is as follows: 

As the equations for prices and investment are determined by 

exogenous and/or lagged endogenous variables, these variables 

are determined in the beginning of the simulation. With calculated 

prices the input-coefficients can be determined; furthermore 

total consumption, being dependent only on prices and lagged 

disposable income, can also be calculated. Total consumption 

can then be split up into the consumption categories and - via 

the bridge-matrix - the sectoral supply of the fifteen sectors 

for consumption can be determined. With investment (also trans

ferred into supplied goods and services by the sectors according to 

the bridge-matrix), consumption and the exogenous components 

of final demand (with investment for environmental purposes!), 

total final demand is known. According to the Leontief-inverse, 

with final demand and the matrix of the input-coefficients the 

sectoral production can be determined according to the following 
formula: 

( 7. 1) xt = (I-A )-l f 
t t 

With sectoral production the levels of employment in the 

respective sectors and in consequence disposable income can 

be determined. 

With all these informations the second round can be started. 
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Obviously, the simulation of endogenous variables has to be 

based on known values of the exogenous variables and especially 

the bridge-matrices. In order to make sure that the errors of 

simulation for the endogenous variables are not enlarged by 

errors because of erroneous prediction of the exogenous 

variables the model has been simulated only within the 

estimation period. 

7.1. The results of some first simulation experiments 

In the first simulation experiments private and governmental 

investment for environmental purposes and current payments 

for environmental purposes were used. In order to come to 

comparable results all experiments started with an increase 

of the payments for environmental purposes of 2.8 bill. DM per 
year (thi5 is on the average that amount of money that has 

been spent by private enterprises during the years of 1970 

to 1983 for environmental investment; it stands for about 

15 % of the payments which the government and private enter
p~ises altogether paid for the protection of the environment). 

In table 7.1 the results of the following simulations are 

reported: 

(a) Increase of private investment for environmental 

purposes by 2.8 bill. DM per year, financed by linear 

depreciation for ten years; price calculation with 

taking these costs into account to 100 %; 

(b) like (a), but with the assumption, that the.private 

enterprises will have to spend an additional 840 mill. 

DM per year for running the new capital costs for 

environmental purposes; 
(c) increase of the intermediate supply by the goverment by 

2.8 bill. DM per year, financed by an increase of the 

prices; 

(d) increase of governmental consumption by 2.8 bill. DM per 

year (especially for hiring personel for environmental 

purposes), financed by direct taxes. 



additional measures for environmental I 
purposes (2.8 bill. DM per year) resulting changes 

Simulation private enterprises government total employment 
experiment 

expenses financed by 
depreciation, 
outputprices increased 
by these costs minimum ... maximum 

(a) investment only +0.11% ... +0.22% 

( b) like (a)+ additional +0.18% ... +0.33% 
expenses ( 840 mill. DM) 
for running the new 
machinery 

( C) intermediate supply +0.04% ... +0.35% 
financed by an 
increase of the 
respective prices 

( d) "consumption" +0.23% ... +0.46% 
(hiring new personel), 
financed by direct 
taxes 

Table 7.1: Results of four simulation experiments 

(in% per year) 

total production 

minimum ... maximum 

+0.14% . .. +0.26% 

+0.25% . .. +0.35% 

-0.03% . .. +0.35% 

+0.07% . .. +0.27% 

°' -.J 
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The results of the simulation experiments are different 

according to the different scenarios. This is especially 

t~ue if one looks at the sectoral development. As far as the 

development of the total economy is concerned, in all experi

ments there is a slight increase of total employment, which 

almost always is accompanied by an increase of production. 

The table shows that comparable measures undertaken by 

private enterprises will normally lead to a stronger increase 

in employment than if initiated by the government. 
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° Conclusion 

A:~er the specification of the model and its successfull 

~pplication in some basic simulation experiments, the system 

will be used for more simulation experiments. It is the 

intention to formulate not only rather "theoretical" 

scenarios but also some more realistic ones. One first 

experiment in this direction is a simulation assuming that 
according to a certain regulation in the Federal Republic of 

Germany all one-way-bottles have to be replaced by several-way

bottles (see J. Frohn, A. Bockermann, A. Faust (1990)). 

As there are now new data available the model will be 

actualized in order to be able to come closer to the 

present economic reality. 
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1. Introduction 

The creation of a common European market, to be completed, more or 

less symbolically, in 1992, is surrounded by suspicion. The promotion of 

internal free trade policies is accompanied by a deterioration of external 

trade relations. The Commission of the European Community frustrates 

North-American and Cairns group proposals to open markets to international 

competition. In fact, European policies in the Uruguay negotations of GATI 

are so detrimental, particularly to the Third World, that they more than 

offset the effects of development aid provided by the member countries. If 

protectionism was in the interest of the European Community, then the 

policy, however pitiful to others, would be rational, but not even this is 

the case. Economists offer two lines of analysis to support this point of 

view, the free trade argument and the study of tariffs and other impedi

ments. The free trade argument is essentially a demonstration of the wel

fare superiority of unlimited exchange arrangements. Besides, applied 

studies attempt to identify the tariffs and other distortionary components 

of observed prices. By subtraction, the so called direct resource costs 

are isolated, signaling the comparative advantages of an economy. 

In this paper, we attempt to consolidate the theoretical and ap

plied lines of analysis in the field of international trade. We make a 

tour de force by determining what the free trade pattern between Europe 

and a close partner economy, Canada, would be, given only respective tech

nologies, endowments and final demand necessities. The consequent free 

trade pattern is then compared to the actual one. The pattern of speciali

zation that would emerge under free trade is indicated and the welfare 

gains are estimated. From the view point of operations research, the prob

lem is to maximize surplus (commodity output in excess of observed final 

demand), valued at world prices, subject to two sets of constraints for 

each country. The first set of constraints consits of the material balan

ces: gross output must be at least equal to intermediate demand plus final 

demand plus surplus. The second set of constraints, comprises labor and 

capital endowments1 ). 

Part of the surplus will result from the elimination of capacity 

underutilization, rather than to the reallocation of activities between 

Europe and Canada. Furthermore, the efficiency gain involved in full re-
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source utilization will be decomposed into an X-efficiency and an alloca

tive efficiency component, reflecting excess capacities and misallocations 

of labor or capital. Gains to international specialization are estimated 

residually. By fixing technical coefficients, we eliminate one source of 

efficiency, namely intrasectoral substitutions. In this regard, we provide 

conservative estimates of the gains to free trade. 

The very concepts of specialization and allocative efficiency 

require some intersectoral substitutability, however. We instill this 

ingredient by the assumption that capital and labor are malleable across 

sectors. This assumption yields an overstatement of the allocative effi

ciency and gains to free trade estimates. If capital and labor are, to 

some extent, sector specific, then the magnitudes of our results will be 

lower. The issue is a matter of data availability, since it would merely 

involve a disaggregation of the factor constraints, but bears little on 

the analytical structure of our model, detailed in the next section. An 

analysis of prices follows in section 3. Section 4 introduces the data. 

Free trade results are presented in section 5 and discussed in the conclu

sion. 

2. The model 

Woodland (1982) develops a neoclassical model of international 

trade with fixed domestic endowments, and commodities which are tradable 

or nontradable, and intermediate or final. We make it operational by sub

stituting Leontief production functions for technologies and foreign ear

nings for social welfare. Consider one of the constituent economies, say 

Europe. xis a gross output vector, with 26 components for various commo

dities. Intermediate demand is Ax, where A is the square matrix of techni

cal coefficients. The production of each unit of output x. requires a .. 
J 1J 

units of output i. Observed final demand, that is household and government 

consumption, investment and net exports, is denoted by f. It includes 

observed net exports to Canada, say h. In other words, f = g + h, where g 

is final demand excluding net exports to Canada. The surplus generated in 

the course of our efficiency analysis will be denoted by y. In the sequel, 

italic symbols represent Canadian items. For example y will denote Cana

dian surplus. 
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Imagine our two countries (Europe and Canada) form a customs 

union. Commodities can be freely exchanged between the two countries. Each 

country has its own technology, but can benefit from the superior techno

logy of its partner by importing its production. Labor and capital are 

perfectly malleable and can freely move within each country, but cannot 

cross borders. We wish to allocate output across the two countries and the 

26 sectors in each of them so as to maximize joint surplus, without deple

ting observed final demand, including net trade with the rest of the 

world. In other words, both countries have to be jointly self-sufficient 

in satisfying existing final demand. Formally, the objective function to 

be maximized is rr(y + y)T, where rr is a row vector of world prices and 

subscript T selects the tradable commodities, 1, ... ,18. 2 ) The motivation 

of this objective function can be given for small, open economies. The 

smallness means that world prices can be considered as given: world demand 

for all commodities is perfectly elastic. The openness means that maximi

zation of foreign earnings is an objective consistent with any bilateral 

welfare function. This can be proved just like the first welfare theorem, 

by which an equilibrium is Pareto efficient with respect to individual 

utility functions. 

The maximization of foreign earnings has to be performed under a 

certain set of inequality constraints. The production of each commodity 

has to be sufficient to meet the intermediate input requirements in the 

production of the other commodities, plus the exogenous final demand and 

the endogenous surplus. For Europe, the so called material balance reads 

x ~Ax+ f + y. ( 1) 

Similarly, for the other economy (Canada), we have3) 

x 2:: Ax+ f + y. (2) 

Output will be constrained by factor endowments, 

lx s L (3) 

kx s K ( 4) 
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where 1 is a row vector of labor coefficients and Lis the labor force. 

The capital constraint items are analogous. Similarly, for Canada we have 

Lx 5: L (5) 

kx 5: K. (6) 

For the tradable commodities, the self-sufficiency constraint is obtained 

by requiring 

(7) 

Both countries must jointly meet their observed final demands. For the 

nontradable commodities, by definition, the inequality has to be 

strengthened to 

( 8) 

(9) 

In the absence of inventories, the model is completed by the nonnegativity 

constraints on production 

X ~ 0, (10) 

X ~ 0. ( 11) 

The customs union problem is therefore to maximize n(y + y)T subject to 

(1) to (11). The solution value, the optimal surplus, cannot be ascribed 

totally to the gains from free trade. To identify efficiency components of 

the solution, we shall solve two additional·· optimization problems, the 

autarky models with and without sectoral reallocations, yielding respec

tively the gains attributable to X-efficiency only, and those attributable 

to both X-efficiency and domestic allocative efficiency. The pure gains 

from free trade are obtained by substracting from the solution of the 
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customs union problem the solution of the autarky problem with domestic 

allocative efficiency. 

Under autarky, the surplus values are restricted to domestic 

increases, i.e. the joint self-sufficiency constraint (7) is replaced by 

The European domestic allocative efficiency is obtained by maximizing TT yT 

subject to (1), (3), (4), (8), (10) and (12), and likewise for Canada4). 

To restrict the surplus to the extraction of X-efficiency, addi

tional constraints must be imposed to prevent the sectoral reallocation of 

resources. In the case of Europe, these constraints are that outputs may 

not exceed full capacity levels of the sectoral capital stocks. Also, 

labor may be recruited from the pool of the unemployed, but not from other 

sectors. In short, 

k . x . ~ K . ( all i ) , lmax { x , x O} :5 L ( 14 ) 
l. l. l. 

where max operates on each element of the vector, x0 is the observed out-

put vector, 

insures ( 4) . 

and K. is the capital stock in sector i. Note that (14) 
l. 

In the case of Canada, the reallocation preventing constraints 

must be related to the output matrix, i.e. the presence of secondary out

puts. We therefore proceed to a change of variables x = VT~. where Vis 

the sector by commodity output matrix (the so called make table), and~ is 

the vector of constants such that~= i corresponds to observed outputs {i 

being a vector with all entries equal to 1). Given that A= UV-T (see Kop 

Jansen and ten Raa, 1990; the superscript -T denoting the composition of 

transposition and inversion, two commuting operations), and l LV-T 

where Vis the commodity by sector input matrix (the so called use table) 

and L the row vector of sectoral labor employments, we can reformulate 

the Canadian X-efficiency problem as max nyT subject to 

(15) 
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and 

(16) 

as well as (9), (13) and 

-1 
SSC , fmax{s,i} $ L (17) 

-1 where c is a column vector of inverse sectoral capital utilization 

rates. Notice thats replaces x, (15) replaces (2), (16) replaces (5), 

and (17) insures the capital constraint (6) sector by sector and prevents 

reallocations of labor across sectors. 

3. Prices 

The Lagrange multipliers associated with the material balance, 

(1) and (2), are the shadow prices of the commodities in either economy 

and will be denoted by row vectors p and p, respectively. The Lagrange 

multipliers associated with the factor endowments, (3-6), are the shadow 

prices of labor and capital in either economy and will be denoted w, r, 

and w, r, respectively. The Lagrange multipliers associated with the 

pooled nonnegativity constraints on yT are tariffs of the tradables which 

a customs union would require to protect internal production, since a 

relaxation of such a constraint can be visualized as domestic production 

substitution by imports from the rest of the world. Per unit, the net gain 

involved would be the internal production price minus the world price. 

These tariffs are denoted by row vector~- In the same vein, the Lagrange 

multipliers associated with the separate nonnegativity constraints on 

are domestic production prices of the nontradables, denoted by row vectors 

t and t 5). The Lagrange multipliers associated with the nonnegativity 

constraints on output levels, x and x, are slack variables, denoted s 

ands, respectively. Price relationships are established by setting up the 

dual program (Schrijver, 1986, p. 90), 

minimize 
w,r,w,r,p,p 

wL + rK - pf+ wL + rK - pf 

subject tops pA + wl + rk, p s pA + wl + rk, PT= PT~ TT, PN, PN ~ 0. 
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If the price of a tradable commodity exceeds world price, then 

its total surplus is zero. 6) Consequently, any positive total surplus is 

signaled by the condition that price is at minimum, world levels. These 

commodities constitute the joint Canadian-European comparative advantage 

vis-a-vis the rest of the world. This comparative advantage can also be 

located by checking the country terms of total surplus. For all other 

commodities, the surplus terms cancel and, therefore, constitute bilateral 

trades. The origins of these trades locate the bilateral comparative ad

vantages.7) 

The gain to efficient allocation of resources within Europe and 

Canada jointly is given by the value of the primal program, rryT + rryT. The 

terms show the location of the surplus production. The induced income need 

not be distributed in proportion to the efficiency gains, even though the 

latter are given in terms of real income improvements. More precisely, by 

the main theorem of linear programming (Schrijver, 1986, p. 90), the 

values of the primal and dual programs are equal: 

rryT + rryT = wL + rK - pf+ wL + rK - pf. 

Here wL + rK - pf is European factor income net of base purchases and 

similarly for Canada. We have distributed the surplus according to these 

net income terms. In principle, at least when the model is appropriately 

respecified, one term may be negative, in which case we have the problem 

of disadvantageous trade. In general, net income shares will be positive, 

but not proportional to surplus shares, yielding the problem of unequal 

trade. 

Recall that the gain to bilateral trade is separated out by re

placing the pooled nonnegativity constraint of tradables by domestic con

straints. The tightening of constraints yields a reduction of the value of 

the objective function which is precisely the gain to trade. The separate 

nonnegativity constraints yield that all commodities must now be produced 

in each country. Consequently, there is no slack in the price relation

ships: domestic prices match production costs. The traditional Leontief 

value equations apply, without the substitution of coefficients by supe

rior foreign ones, and allow prices to be decomposed into labor and capi

tal values. Typically, prices will be higher. We thus have a framework to 
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compare prices with or without bilateral trade and to check the Ricardian 

theory of comparative advantage by which autarky prices in the two coun

tries predict the pattern of bilateral trade. Also, the framework can be 

used to check the Heckscher-Ohlin theory of comparative advantage by which 

the factor contents determine the pattern of trade. Finally, the imposi

tion of sectoral constraints, that rule out reallocations, will reduce the 

values of the objective function by amounts which can be ascribed to do

mestic allocative efficiencies, reducing the values to X-efficiencies 

which can be captured by increasing observed outputs to full capacity 

levels. A degree of freedom needed for full employment of both factor 

inputs is no longer available, and the phenomenon of complementary slack

ness suppresses either the shadow wage rate or the shadow rental rate of 

capital, yielding a traditional input-output pattern8 ). 

4. Data 

The European data base will be presented now. 9 ) The transactions 

matrix and the final demand vector were kindly supplied to us by Eurostat 

(1989). The data are published in ten Raa and Chakraborty (1991). All 

output flows to the non-market services sectors (R-44 sectors 810, 850, 

890, 930) are relegated to final demand. Sectoral labor employment figures 

are published by Eurostat (1986), at national levelslO). The employment 

data are aggregated into the R-44 classification by replacing the last 

digit of a branch code by zero. A few transfers, 11 ) which seem reasonable 

to us, and aggregation according to table 1, yield the sectoral employment 

data listed in table 2. The labor force figure, included in table 2, is 

the total labor force from Eurostat (1985) minus the employment in the 

non-market services. Capital stocks data were kindly released by Eurostat 

(1990). They are easily expressed in millions ECU, using the exchange 

rates given in Eurostat (1986), and reproduced in table 2. The E.C. capi

tal accounts classification is the so-called R-25 system (see table 1). 

Some data are missing altogether. For others, only subtotals are avail

able. Since the purpose is to construct sectoral capital/output coeffi

cients, we fill data gaps by assuming that capital/output ratios in the 

other countries extend to where they are missing or partially known. 12 ) 

The capital stock transformation from R-25 to our classification involves 

a few aggregations and a few disaggregations. The aggregations are trivial 
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summations. The disaggregations concern the split of the R-25 sectors 13, 

14, 17 and 20 into our 10 + 11 + 12, 13 + 14, 16 + 18 and 20 + 26*, re

spectively, where 26* is part of 26, namely R-44 sector 55. We disaggre

gate by capital costs, or, the closest available, net operating sur

plus.13) The consequent estimates of total capital stock by our classifi

cation of sectors is given in table 2. Unfortunately, utilization rates 

are not available at sectoral levels. We have to use a macro figure and 

apply it to all sectors alike. The figure used in table 2 is the E.C. 

manufacturing capacity utilization rate from the Commission of the Euro

pean Communities (1984, p. 17), 81.2%. 

The Canadian data base, involving one country only, is straight

forward. The use and make tables are directly available from Statistics 

Canada (1987). They relate to business activities only. Sectoral labor 

employment and capital stock data were kindly released by Statistics 

Canada (1990 and 1990a). 14 ) The latter table also contains the capital 

utilization rates, c, from Government of Canada (1984) 15 ), and from Bank 

of Canada (1983) for the construction sector. Disaggregations by wage 

funds and capital funds respectively yield the labor and utilized capital 

employment reported in table 3, The disaggregations involve the following 

sectors of our classification: 2 + 3 + 416 ), 14 + 15 (capital only) 17 ), 

2118 ), 22 + 23 (capital only) 19 ) and 2620). We have included in table 3 

the labor force figure, taken from Statistics Canada (1989) and the total 

capital stock figure computed from table 6. We have also added the ex

change rate to table 3, to express the capital stocks in millions ECU. The 

source is IMF (1985). 

5. Results 

The combined results of domestic efficiency and free bilateral 

trade are given in table 4. The gross output column shows that Canada 

specializes in four tradables: mining (2), machines (7), food (10) and 

leather & footwear (14). The surplus column shows that Canada generates 

surpluses in each of those sectors and that they are wholly exported to 

Europe. In mining and in leather & footwear, Canadian supplies fulfill all 

European demands, while in machines and in food, Canadian imports must be 

augmented by European production. Consequently, Canadian production costs 

of mining and leather & footwear are less than in Europe, while those of 
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agricultural and machines are equal in the two economies. 21 ) Thus, Canada 

is even more a resource oriented economy (mining and the insignificant 

leather & footwear sectors) than observed exports suggest, with, moreover, 

competitive food and machines sectors. The net exports (from Canada to 

Europe) are relative to observed levels of bilateral trade. For sectors 1, 

3-6, 8-9, 11-13 and 15-18, free trade would imply scope for European ex

ports. The manufacturing sectors are among them. Two sectors feature Euro

pean surplus in excess of Canadian requirements: petroleum & natural gas 

(3) and tobacco (12). They constitute the joint comparative advantage vis

a-vis the rest of the world. Domestic production of nontradables is just 

to fulfill intermediate demands and exogenous final demand. It may be of 

interest to note that this result persists even when nontradables are 

included in the objective function. 

Total surplus is 479,003 millions ECU (29%) in Europe and 54,944 
(35%) in Canada, where the percentages in parentheses are GDP shares, i.e. 

commodity quantities of final demand. The income distribution is deter

mined by the terms of the dual objective function: 434,943 millions ECU 

(27%) for Europe and 99,005 (63%) for Canada. Surplus accrues dispropor

tionally more to Canada, due to its slightly superior factor productivi

ties. 

Perhaps more interesting than a regional income distribution of 

total surplus is its decomposition in efficiency improvements due to full 

and optimal utilization of domestic resources and to bilateral trade gains 

a customs union may bring about. The domestic efficiency components are 

reported in table 5. Here the two economies are separated, apart from 

observed levels of bilateral trade. Positive surpluses or minimum prices 

indicate sectors with comparative advantages in the absence of a customs 

union (sectors 2 and 7 in Canada and 3 and 12 in Europe). Note that they 

persist as Canadian exports and European surplus generators in the 

presence of a customs union, as we have seen in table 4. For each tradable 

commodity, the two autarky prices (table 5) span the free trade price 

(table 4). However, autarky prices do not predict the pattern of bilateral 

trade (table 4), except for the minima, which signal exports indeed. Euro

pean factor productivities are not affected by the separation of the econ

omies. Compared to Europe, Canada seems to be relatively short on capital, 

as evidenced by a substantially higher rate of return. The shadow prices 
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of labor reveal a greater scarcity in Europe. The total value of Canadian 

surplus as a percentage of GDP goes from 35% to 20%, a drop of 75% which 

can be identified as the gains to free trade. For Europe, the drop is from 

29% to 21%, indicating that a great deal of surplus can be achieved just 

by eliminating domestic inefficiency. Income wise the pattern is accen

tuated. Almost the entire European income gains in table 4 (amounting to 

27% of GDP) can be ascribed to domestic inefficiency removal (namely 21% 

of GDP), whereas in Canada, it plays only a minor role (20% of GDP in 

table 5 compared to 63% in table 4). 

The inefficiencies in the Canadian and particularly European 

economies can be decomposed further into X-inefficiency and allocative 

inefficiency. The positive surplus entries in table 6 locate the slack in 

the economies. Europe has slack in all tractable sectors, except agricul

ture (1), food (10), textiles & clothing (13), leather & footwear (14), 

wood products (16) and other manufactures (18). The shadow wage rates 

confirm that workers are short in Europe and long in Canada. For capital, 

it is the other way round, but national rates of returns do not exist in 

the X-efficiency program because capital is modeled sector specifically. 

Comparison of tables 9 and 10 shows that European surplus drops further 

from 21% to 5%, leaving three quarters to allocative inefficiencies. In 

Canada, the further drop is from 20% to 9%, leaving half to allocative 

inefficiencies. To summarize, we have ascribed the European share of sur

plus mostly to the elimination of allocative inefficiencies and the Cana

dian share mostly to gains to trade. To some extent this finding reflects 

the sizes of the two economies. Comparison of the bottom entries of tables 

8 and 9 yields that the absolute gains to free bilateral trade are 94,870 

millions ECU for Europe and 67,648 millions ECU for Canada. One might say 

that our solution is a Walrasian equilibrium and that it resides on the 

Edgeworth contract curve of efficient bilateral allocations, where the 

joint benefits are distributed 60/40 to the advantage of Europe. 

We have seen that Europe has abundant capital and Canada abundant 

labor, relatively speaking. Trade theories would predict that Canadian 

exports are labor intensive. We have computed the capital/labor intensi

ties both direct and by total content, to be in the spirit of either 

Deardorff (1979) or Leontief (1953), respectively. The intensities are 

reported in table 7. Now, table 4 identified the free Canadian exports as 
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commodities 2, 7, 10 and 14. Their ranks in Canadian capital/labor inten-

sities (counted from below among the tradables) are 17, 2, 9 and 6 

(direct) and 16, 4, 8 and 3 (total), according to table 7. We find it 

impossible to claim that these are at the lower end of the 18 sectors of 

tradables. In Europe, these items are the imports and one might also 

expect a low factor intensity ratio. Here the ranks are 13, 16, 6 and 1 

(direct) and 17, 6, 11 and 1 (total). These are not at the lower end 

either. Neither does comparison with the Canadian ranking suggest a pat

tern. While relative factor intensities tell no story, it is interesting 

to note that Europe has greater total capital/labor intensities for all 

tradables except metal products. In other words, European technology has 

adapted to the abundance of capital. This process, however, involves 

little substitution of labor relative to Canadian technology in view of 

their equal shadow wage rates (table 4). The abundance of European capital 

shows not only in low capacity utilization rates, but also in low capital 

productivity rates. In this regard, Canadian technology outperforms Euro

pean technology through modest levels of capital inputs. 

In the last table, we present the observed bilateral trades ob

tained by our aggregation of Statistics Canada (1983) data. By adding the 

improvements computed in this paper (table 4), we obtain the optimum bi

lateral net trades (table 8, last column). Two times out of three, the 

optimal direction of trade does not conform to the actual direction. 

6. Conclusion 

If Canadian-European trade were free, income levels in both econ

omies would increase as a result of specialization of economic activities. 

The Canadian comparative advantage vis-a-vis in Europe rests in the sec

tors mining (2), machines (7), food (10) and leather & footwear (14). 

Europe has a comparative advantage in all other sectors, including manu

facturing. In either economy, the increase of net exports in sectors 

having a comparative advantage outweighs tne decrease of net exports in 

the other sectors under free bilateral trade. 

The joint Canadian-European comparative advantage vis-a-vis the 

rest of the world rests in two sectors, petroleum & natural gas (2) and 

tobacco products (12), both in Europe. It is interesting to note that 

these "sin" sectors are heavily taxed. Apparently, they have been able to 
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offset this pressure by input reductions. The consequent productivity 

performances cause the comparative advantages. These observations support 

the views of Schumpeter rather than Keynes. 

In autarky, Europe is shorter in labor but more abundant in capi

tal than Canada. Free markets, however, would not produce migratory pres

sure nor capital movements. Assuming a common depreciation rate and equal 

tax treatments, the rates of return on capital would be equalized. In 

other words, there would be no pressure to invest in Canada, while Euro

pean capital requirements can be fulfilled by enhancing the utilization of 

existing capacities. Free European exports to Canada need not be more 

capital intensive, however. The Heckscher-Ohlin theorem is invalidated by 

the presence of tradable intermediate goods and a difference in tec~ology 

(Canada has an edge in capital requirements), in agreement with Batra and 

Casas (1973) and Deardorff (1979). The Ricardian theorem--that domestic 

production prices in the absence of free bilateral trade predict the pat

tern trade--holds for extreme cases only, namely sectors mining (2), 

petroleum & natural gas (3), machines (7) and tobacco (12) 22 ), in agree

ment with the theoretical result that the Ricardian prediction breaks down 

when there are more than two traded commodities (Drabicki and Takayama, 

1979, and Woodland, 1982). 

The gains to free bilateral trade are in absolute terms greater 

for Europe, but in relative terms more important to Canada, where they 

dominate other potential efficiency gains. In Europe, however, there is 

more scope for efficiency, particularly allocative efficiency. Hopefully, 

this will be achieved upon completion of the European common market. 
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Footnotes 

1) A rudimentary model was initially proposed by ten Raa and Chakraborty 
(1991). 

2) Tradable commodities are those for which Statistics Canada (1983) 
reports data of foreign trade. 

3) As a matter of fact, the surplus will always make the equality hold in 
(1) and (2). It is for numerical and interpretational ease that we keep 
the inequalities. 

4) Numerically, it is advisable to first solve the autarky problem and 
then to solve the customs union problem, releasing (12) and (13) into (7), 
starting from the previously obtained outcome as initial value. 

5) Since non-tradables have by definition no world price, we have not 
included any surplus derived from their production in the objective 
function. 

6) A similar observation can be made on nontradable5, and then even per 
country, but is trivial in view of the objective function of the primal 
program. 

7) Strictly speaking, these bilateral comparative advantages are only 
relative to observed levels of bilateral trade and this qualification may 
be ignored only if the computed surplus trade (y.) overwhelms the observed 
bilateral trade (h.). This condition is fulfillea in the empirical part of 

1 this paper. 

8) For completeness, we mention that in the autarky decomposition calcu
lations, the two economies separate out and all surplus gains acrue to 
domestic factor inputs by the main theorem of linear programming. 

9) Eurostat (1976, p. 162-67) uses 44 sectors in the input-output classi
fication and 25 sectors in the capital accounts. Statistics Canada (1987, 
1990a) uses 50 industries and 92 commodities in the M-level input-output 
classification and 29 industries in the capital accounts. In either econ
omy, the labor accounts follow basically the input-output classifications, 
slightly more aggregated. The so called R-44 and M-level classifications 
have been aggregated into a common base of 26 sectors. Non-market services 
in Europe, which correspond to non-business activities in Canada, are 
treated as exogenous in this study. The labor and capital requirements in 
these sectors are subtracted from the total labor and capital availabili
ties, whereas their intermediate input requirements are treated as exoge
nous production requirements in each of 26 remaining sectors by inclusion 
in the final demand vector. The sectors are listed 1 to 26 throughout this 
study. These codes and the names we have assigned to the sectors are lis
ted in the first column of table 1. The second column shows how they can 
be obtained by aggregating the R-44 sectors. The third column relates them 
to the European capital sector classification. The fourth and fifth 
columns show how the sectors can be obtained by aggregating the M-level 
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industries and commodities, respectively. The sixth column relates them to 
the Canadian capital sector/classification. 

10} Belgium data were provided to us by Eurostat {1990a}. 

11} Belgium shows a great reduction of market services n.e.c. in favor of 
classified services compared to previous data. We have done the same with 
sectors 79 (market services n.e.c.) of the first six countries. The reci
pient R-44 sectors are 57 {wholesale & retail), 65 (auxiliary transport) 
and 69 (credit & insurance). (Unlike Belgium, sectors 55, 71 and 77 are 
ignored, as Eurostat (1986) input-output table has blanks only in these 
rows and columns.) For classification consistency, the key for the re
distribution must be taken from the input-output table to be used. The 
only possibilities are gross value added at market prices and actual 
output. We have chosen the former, which are for sectors 57, 65, 69 and 
79: 238019, 24432, 116606 and 108921, using Eurostat {1989). These figures 
include Belgium. We do not correct for this, since the classification of 
data across the sectors under consideration seems to vary between national 
accounts and the consolidated European input-output table. The shares of 
the first three figures are 48.78%, 5.01% and 23.90%. Applied to employ
ment of market services n.e.c. of Denmark+ FRG +France+ Italy+ Nether
lands+ U.K. (27851), this yields transfers of 13586, 1395 and 6656 
(thousand of persons) to sectors 57, 65 and 69, respectively. Employment 
in the non-market services has been netted out of employment in sector 26 
on the basis of their value added share of 71.16%. 

12} In R-25 sector 1 {agriculture), Belgium and Netherlands stock data are 
missing. The capital/output ratio in the remaining countries, using Euro
stat (1990) ar,d Eurostat {1986) is 2.289. Multiplication with Belgium and 
Netherlands outputs yields stock estimates. Addition of the known stocks 
of the other countries yields an estimated agriculture stock of 314457 
millions ECU, reported in table 5. In R-25 sectors 8, 9, 10, 11 and 12, 
Denmark is missing. The same procedure yields Danish stock estimates 
1154.2, 1922.8, 294.0, 760.6 and 915.7 millions ECU, respectively. The 
total Danish stock in these sectors is known, however, 7182. We have 
inflated the Danish stock estimates by a common factor to meet the total. 
For R-25 sectors 20 and 22 the problem is the same as for sector 1 {agri
culture). For R-25 sectors 23, 28 and 29 stock data availability is as 
follows. 

R-25 sector 

23 
28 
29 

DK 

[ 

FRG 

X 

X 

X 

F 

X 

( 

B NL I 

X 

X 

X 

UK 

X 

X 

X 

First, we disaggregate the French sectors 28 + 29, using the capital/out
put ratios of F.R.G. +Italy+ U.K. and deflation to meet the known total. 
Next, we disaggregate the Danish sectors 23 + 28 + 29, using the capital/ 
output ratios of F.R.G. +France+ Italy+ U.K. and a tiny inflation to 
meet the known total. Finally we fill the Belgium and Netherlands gaps 
using the capital/output ratios of Denmark+ F.R.G. +France+ Italy+ 
U.K. R-25 sectors 24 + 25 + 26 are treated as a conglomerate, since our 
own classification does not have this detail. Of the conglomerate, only 
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capital/output ratio from the 
sector 27. 
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are missing and estimated using the 
other countries. The same holds for R-25 

13) This proxy is missing for France and Italy. We fill this gap by 
estimating net operating surplus using the net operating surplus/gross 
value added at market prices ratio of Denmark + F.R.G. +Belgium+ 
Netherlands+ U.K. and applying it to the gross value added at market 
prices figures of France and Italy. 

14) The stock of sector 26 (in the Canadian capital classification} is 
confidential and has been suppressed by Statistics Canada (1990a). 

15) For industries 1 and 2 at the M-level classification, we took the rate 
of industry 8 since the latter is its main user. For industry 3, we took 
the weighted average of industries 16 and 18 with weights from the U-ma
trix of 1980. For industries 11 + 13 and 14 + 15, a weighted average of 
sectoral rates was computed, with weights taken from the V-matrix (indus
try totals). For industry 12 it was assumed to be the same as for indus
tries 11 + 12 (i.e. plastics & rubber). For industries 30-33 and 35-50, 
since the use of their output is widespread, we took the industrial utili
zation rate of 83.8%. 

16) The wage funds of M-sectors 4 + 7, 5 and 6 are, respectively, 3081.4, 
1150.6 and 162.2. The consequent disaggregation of employment is 300593 = 
210789 + 78709 + 11096 (thousand personhrs). Adding M-sector 26 employment 
to the middle term and M-sector 25 employment to the last term, yields 
210789, 111257 and 114933. Since total employment is 10,143,535 persons, 
working 18090468 thousand personhours, multiplication with the ratio of 
the latter to the former, yields the reported labor figures. 
The capital funds of M-sectors 4 + 7, 5 and 6 are, respectively, 5496.l, 
8026.8 and 150.2. The consequent disaggregation of the utilized stock is 
48152.192 = 19355.468 + 28267.767 + 528.955 (millions dollars}. Adding 
M-sector 26 utilized stock to the middle term and M-sector 25 utilized 
stock to the last term, yields the reported figures. 

17) The capital funds of M-sectors 13 and 11 are, respectively, 121.1 and 
155.4. The consequent disaggregation of the utilized stock is 1743.700 = 
763.696 + 980.004 (millions dollars}. Adding M-sector 12 utilized stock to 
the last term, yields the reported figures. 

18) These figures have been taken out of services by wage fund and capital 
fund shares. 

19) These stock figures were obtained by disaggregation, using capital 
fund shares. 

20) Lodging & catering has been subtracted. 

21) This is the phenomenon of complementary slackness between outputs and 
cost-price relations, noting the equality of prices whenever commodities 
are tractable. 

22) These sectors show minimum prices in table 9. 

-



Table 1. Classification of sectors and European and Canadian (dis)aggregations. 

Present Study 
26 sectors 

1 Agriculture 
2 Mining 
3 Petroleum & Natural Gas 
4 Non-metallic Minerals 
5 Chemical Products 
6 Metal Products 
7 Machines 
8 Electrical Goods 
9 Transportation Equipment 

10 Food 
11 Beverages 
12 Tobacco Products 
13 Textiles & Clothing 
14 Leather & Footwear 
15 Rubber & Plastic 
16 Wood Products 
17 Paper & Printing 
18 Other Manufactures 
19 Construction 
20 Wholesale & Retail 
21 Lodging & Catering 
l! Transportation 
2J Communication 
211 Utilities 
25 Finance 
26 Services 

R-44 
44 sectors 

010 
030, 050, 110, 130 
070 
150 
170 
190 
210,230 
250 
270,290 
310,330,350 
370 
390 
410 
430 
490 
450 
470 
510 
530 
570 
590 
610,630,650 
670 
090 
690,730 
790 
550,710,750,770 

E.C. capital 
25 sectors 

1 
2,5 
2 
6 
7 
8 
9,10 
11 
12 
13 
13 
13 
14 
14 
16 
17 
15 
17 
19 
20 
23 
24,25,26 
27 
2 
28 
20,29 

M-level 
50 industries 

1,2,3 
4,7 
5,26 
6,25 
27 
20,21 
22 
24 
23 
8 
9 
10 
14,15 
13 
11,12 
16,17 
18, 19 
28 
29 
35.36 
44 
30,31,32,50 
33 
34 
37,38,39,40 
41,42,43 
45,46,47,48,49 

M-level 
92 commodities 

1,2,3,4,5,6 
7,8,9,13 
10,11,62,63 
12,60,61 
64,65,66,67 
45,46,47,48,49,50,51,52 
53,54 
58,59 
55,56,57 
14,15,16,17,18,19,20,21,22 
23,24 
25,26 
31,32,33,34,35 
30 
27,28,29 
36,37,38,39 
40,41,42,43,44 
68,69 
70,71,72 
80,81 
88 
73,74,90 
75,76,77 
78,79 
82,83 
84,85,86,87,89 
91,92 

Canadian capital 
29 industries 

1,2,3 
4 
4,21 
4,20 
22 
15, 16 
17 
19 
18 
5 
6 
7 
10 
9 
8,9 
11,12 
13,14 
23 
24 
28 
30 
25 
25 
27 
29 
30 

Note: R-44 sectors 810, 850, 890 and 930 and E.C. capital sector 22 pertain to non-market services, which are 
excluded from sector 26 and modeled as exogenous in the present study. 
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Table 2. Labor and capital in Europe, 1980. Table 3. Labor and capital in Canada, 1980. 

Sector Employment Utilized gross stock Sector Employment Utilized gross stock 

(1000 persons) (millions ECU) (persons) (millions dollars) 

1 7278 255339 1 735518 47127 
2 2006 131252 2 118192 19355 
3 199 335647 3 62383 35010 
4 1539 70347 4 64444 4912 

5 1729 141435 5 87284 13642 
6 2806 65256 6 305501 20016 

7 3859 89933 7 98423 1793 
8 2901 59177 8 141608 2531 
9 2957 94758 9 195028 5823 

10 2502 115891 10 204892 7749 
11 370 12127 11 33323 2868 
12 107 3116 12 7622 45..) 
13 2960 55449 13 182166 3677 
14 1015 15655 14 27410 764 
15 1109 37657 15 62642 1642 
16 1553 26868 16 177202 5635 
17 1870 58342 17 245841 21977 
18 504 8980 18 68201 1028 
19 8265 90170 19 726220 5605 
20 14161 3335746 20 1713967 20120 

21 3368 65645 21 433900 9276 
22 5887 94553 22 499772 53712 
23 1806 160684 23 210192 35659 
24 978 116174 24 94176 91924 
25 7045 253540 25 522077 25892 
26 18738 2466108 26 1003204 33309 

Total 97512 Total 8021276 
Force 104573 10049079 Force 9450655 563382 

Exchange rate ($/ECU) 1.5646 
Total stock in 

millions ECU 360081 
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Table 4. Efficiency and free bilateral trade (millions ECU). 

Gross output Surplus Price 

Sector Europe Canada Europe Canada Europe Canada 

1 Agriculture 174868 0 24065 -24065 4.48 4.48 
2 Mining 0 89311 -82323 82323 1.79 1.79 

3 Petroleum & Natural Gas 932680 0 357380 -10764 1.00 1.00 
4 Non-metallic Minerals 67642 0 3035 -3035 2.61 2.61 

5 Chemical Products 165218 0 3304 -3304 2.41 2.41 
6 Metal Products 132118 0 20558 -20558 2.55 2.55 

7 Machines 106769 56230 -37494 37494 2.75 2.75 
8 Electrical Goods 109653 0 5871 -5871 2.76 2.76 

9 Transportation Equipment 163907 0 9273 -9273 2.63 2.63 
10 Food 173458 53110 -28747 28747 3.65 3,65 
11 Beverages 35940 0 1892 -1892 1.99 1.99 
12 Tobacco Products 210338 0 187252 -627 1.00 1.00 
13 Textiles & Clothing 97577 0 3268 -3268 3.61 3.61 
14 Leather & Footwear 0 18242 -14081 14081 4.42 4.42 

15 Rubber & Plastic 53219 0 4717 -4717 2.72 2.72 
16 Wood Products 61211 0 5686 -5686 3.41 3.41 
17 Paper & Printing 117120 0 11876 -11876 2.89 2.89 
18 Other Manufactures 19374 0 2764 -2764 3.14 3.14 
19 Construction 280495 32800 0 0 2.74 2.81 
20 Wholesale & Retail 354569 30734 0 0 3.85 4.26 
21 Lodging & Catering 90725 9009 0 0 3.60 4.27 
22 Transportation 170529 23708 0 0 2.95 3.25 
23 Communication 48036 6181 0 0 2.76 3.06 
24 Utilities 75107 6716 0 0 1.81 2.39 
25 Finance 448307 37077 0 0 1.78 1.34 
26 Services 168257 45051 0 0 8.59 3.48 
Total 479003 54944 
Labor 4698522 514669 0.045 0.054 
Capital 1259841 45879 0.125 0.127 
Total minus final demand 434943 99005 
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Table 5. Domestic efficiency (millions ECU). 

Gross output Surplus Price 

Sector Europe Canada Europe Canada Europe Canada 

1 Agriculture 142148 14426 0 0 4.48 1.96 
2 Mining 147409 23788 0 12298 2.87 1.00 

3 Petroleum & Natural Gas 880107 23037 330868 0 1.00 1.17 
4 Non-metallic Minerals 65861 4544 0 0 2.65 1.32 

5 Chemical Products 155900 9411 0 0 2.44 1.52 
6 Metal Products 114014 25078 0 0 2.79 1.27 

7 Machines 150486 30973 0 19059 2.87 1.00 

8 Electrical Goods 105622 7017 0 0 2.87 1.05 

9 Transportation Equipment 153403 14260 0 0 2.75 1.22 

10 Food 203269 16952 0 0 3.65 1.54 
11 Beverages 33918 2013 0 0 2.00 1.23 
12 Tobacco Products 29197 762 9205 0 1.00 1.22 

13 Textiles & Clothing 92604 5772 0 0 3.61 1.33 
14 Leather & Footwear 17589 649 0 0 5.11 1.60 

15 Rubber & Plastic 48289 2893 0 0 2.75 1.39 
16 Wood Products 53690 7235 0 0 3.43 1.50 
17 Paper & Printing 92567 13651 0 0 2.89 1.42 
18 Other Manufactures 16539 3275 0 0 3.38 1.31 

19 Construction 281221 32990 0 0 2.78 1.02 
20 Wholesale & Retail 362341 29442 0 0 3.84 1.27 
21 Lodging & Catering 90879 8948 0 0 3.60 1.47 
22 Transportation 171606 24038 0 0 2.96 1.68 

23 Communication 48182 6271 0 0 2.75 1.87 
24 Utilities 81716 6942 0 0 1.99 3.14 
25 Finance 445009 39087 0 0 1.78 0.55 
26 Services 166609 43343 0 0 8.53 1.33 
Total 340073 31357 
Labor 4678687 119541 0.045 0.013 
Capital 1237188 103456 0.123 0.287 
Total minus final demand 340073 31357 
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Table 6. X-efficiency {millions ECU). 

Gross output Surplus Price 

Sector Europe Canada Europe Canada Europe Canada 

1 Agriculture 142485 15475 0 0 1.61 1.24 
2 Mining 175424 10984 14362 1489 1.00 1.00 

3 Petroleum & Natural Gas 213682 27618 9250 2958 1.00 1.00 
4 Non-metallic Minerals 78361 5152 10153 798 1.00 1.00 

5 Chemical Products 177208 8937 18353 0 1.00 18.44 
6 Metal Products 115685 20068 1571 945 1.00 1.00 

7 Machines 150148 5835 0 108 1.02 1.00 
8 Electrical Goods 106052 7084 0 851 1.04 1.00 

9 Transportation Equipment 172842 18389 16622 3037 1.00 1.00 
10 Food 203787 19540 0 2264 1.30 1.00 
11 Beverages 40278 2384 6180 370 1.00 1.00 
12 Tobacco Products 24251 878 4373 95 1.00 1.00 
13 Textiles & Clothing 92741 5710 0 0 1.32 1.35 
14 Leather & Footwear 17604 628 0 0 1.88 1.21 

15 Rubber & Plastic 49046 2479 0 0 1.01 7.62 
16 Wood Products 53698 7663 0 449 1.25 1.00 

17 Paper & Printing 92446 13454 0 0 1.03 1.13 
18 Other Manufactures 16467 2987 0 0 1.22 1.69 
19 Construction 276621 32812 0 0 1.03 0.80 
20 Wholesale & Retail 362642 28001 0 0 1.02 0.07 
21 Lodging & Catering 90482 8657 0 0 1.34 0.33 
22 Transportation 160022 23149 0 0 1.15 0.35 
23 Communication 47841 6008 0 0 o.88 0.10 

24 Utilities 81863 6560 0 0 0.76 0.15 

25 Finance 439393 38860 0 0 0.63 0.10 

26 Services 166327 40880 0 0 2.49 0.83 
Total 80866 13362 
Labor 1822562 0 0.017 0.000 

Capital 129584 133519 
Total minus final demand 80866 13362 



24 

Table 7. Factor intensities. 

Sector ki/li k./l. k{I - A)-:/l{I - A)-: k(I - A)-:/t{I - A)-: 
l. l. • l. • l. • l. • l. 

1 0.0351 0.0411 0.0507 0.0443 

2 0.0654 0 .1116 0.0883 0.0778 

3 1.6867 0.4090 0.4645 0.1274 

4 0.0457 0.0510 0.0702 0.0578 

5 0.0818 0.1289 0.0947 0.0890 

6 0.0233 0.0462 0.0549 0.0571 

7 0.0233 0.0103 0.0496 0.0273 

8 0.0204 0.0113 0.0461 0.0278 

9 0.0320 0.0214 0.0553 0.0345 

10 0.0463 0.0261 0.0579 0.0413 

11 0.0328 0.0634 0.0640 0.0537 

12 0.0291 0.0386 0.0560 0.0435 

13 0.0187 0.0127 0.0414 0.0222 

14 0.0154 0.0188 0.0324 0.0265 

15 0.0340 0.0123 0.0618 0.0430 

16 0.0173 0.0200 0.0428 0.0345 

17 0.0312 0.0585 0.0595 0.0578 

18 0.0178 0.0030 0.0497 0.0252 

19 0.0109 0.0048 0.0378 0.0263 

20 0.2357 0.0063 0.1907 0.0142 

21 0.0195 0.0163 0.0490 0.0239 

22 0.0161 0.0699 0.0415 0.0648 

23 0.0890 0.1123 0.0872 0.0967 

24 0.1188 0.6786 0.1170 0.4731 

25 0.0360 0.0322 0.0517 0.0404 

26 0.1316 0.0216 0.1273 0.0321 
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Table 8. Observed and optimum trade between Canada and Europe. 

Tradable Canadian Canadian European Change in net Optimum European 

Sector exports to EC imports from EC net exports exports (table 8) net exports 

(million dollars) (million dollars) (millions ECU) (millions ECU) (millions ECU) 

1 272.9 47.1 -144.3 24065 23921 
2 1429.1 19.6 -900.9 -82323 -83224 
3 344.2 126.1 -139.4 357380 357241 
4 407.3 160.2 -157.9 3035 2878 
5 677,7 492.8 -118.2 3304 3185 
6 1257.1 414.5 -538.5 20558 20019 
7 319.8 1145.8 527.9 -37494 -36966 

N 

8 208.1 286.4 50.0 5871 5921 V1 

9 254.1 936.4 436.1 9273 9709 
10 1195. 1 255.0 -600.9 -28747 -29348 
11 4.8 232.1 145.3 1892 2037 
12 49.9 7.5 -27.1 187959 187932 
13 125.2 307.6 116.6 3268 3385 
14 12.5 105.0 59.1 -14081 -14022 
15 58.5 10.2 -30.9 4717 4686 
16 706.4 4.0 -448.9 5686 5237 
17 1636.1 240.3 -892.1 11876 10984 
18 345.3 167.0 -114.o 2764 2650 

Note. 1 ECU = l.5646 $ (IMF, 1985). 



Trade patterns, cooperation and grovth 
b7 

Pasquale Lucio Scandiuo 1 

1. Introduction 

The objective of this paper is to study the dynuic 
interdependences of economic choices among group& of countries, in 
the context of a world-wide model of trade and exchange. In 
particular, the paper focuses on the implications of cooperative, 
non-cooperative and partially coordinated trade strategies for 
international economic policy, in a context of uncertainty and 
leaming. 

Vhile the iSBues of international coordination in an uncertain 
environment are of obvioua significance for trade policies, the 
recent literature on international trade has focused on endogenous 
growth, learning - by - doing and dynamic spillover effectsi, 
Vncertainty and country - level strategic behavior appear to be 
neglected, even though they are both potentially important sources 
of endogeneity and economies of scale in the process of grovth. 

Computable general equilibriua models (CGE's), which today appear 
to be the moat useful practical tools to explore the quantitative 
effects of alternative trade policies, are an additional area of 
research that has neglected the question of strategic behavior, 
learning and uncertainty. A recent survey of these aodels 
(Scandizzo, .1992a) shows no impact of the literature on endogenous 
grovth &nd almost no concern for the fact that trade occurs under 
wicertainty and trade regimes may be the outcome of negotiations or 
conflicts, rather than the consequence of unilateral choices. 

These issues have received, however, some attention by studies on 
international macro-economic policies, vith recent enphasis on the 

1) University of Rome "Tor Vergata" and Institute of Studies for 
Economic Flanning (ISF .r::) Rome. 
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game-theoretical approach2 Even though they are generally based on 
simple macro-models, these studies do focus on the key issue of 
interdependent choices and decision-making among economic agents 
both within countries and across countries. 

In this paper I develop a quantitative approach to study the 
pattern of trade and factor movement 1n the context of a world 
economy displaying both dynamic and stochastic features. The 
approach, which is based on a computable general equilibrium (CGE) 
model of the world economy, uses a descriptive repeated game similar 
to the one recently formulated by Jackson (1991). In this game three 
groups of countries: the "low income", the "middle income" and the 
"high income" interact as Bayesian players, who maximize expected 
national payoff and revise their expectations according to the new 
information collected at each round of the game. 

The motivation for this approach is, first of all, to bring to 
bear on the issues of dynamic patterns of trade and endogenous 
choices the analytical potential of CGE's and, more generl!.lly, of 
quantitative tools using real data. Secondly, the approach aims at 
modelling dynamic interaction among countries and, within each 
country, between the decision maker and the uncertain information 
set that he has to face. It is this interaction that gives rise, in 
the context of the repeated game, to a mechanism of endogenous 
dynamics where Bayesian learning becomes the source of economies of 
scale and self-enforcing behavior. 

In another paper (Scandizzo, 1992b), I examined the question of 
the effects of various degrees of liberalization on the "North" 
and the "South", also through a static general equilibrium model. In 
the present paper, instead, I propose to examine three 
broader questions: (i) which pattern of trade restrictions, 
comparative advantage and trade and factor movement would prevail in 
the long run in the three groups of countries, (ii) which joint 
strategies would be selected and why, (iii) what would the likely 
time path followed by each country group to converge to the 
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long run solution. 

The plan of the study is as follows. Section 2 reviews the 
literature on comparative versus competitive advantage, with 
special reference to the application of game theory to 
international trade. Section 3 briefly describes the features of a 
theoretical game formulation of a general equilibrillll problem and 
proposes the model to be used in the sequel of the paper. 
Section 4.1 presents the results from the construction of the 
computable general equilibri1111 model fro• trade and country econo■ic 
statistics and examines the features of its basic runs. Section 4.2 
describes the characteristics of the lontecarlo runs of the policy 
game and discusses the main results obtained. Section 5 
presents a summary of 
conclusions. 

the 
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2. The Problea: coaparative versus coapetitive advantage 

The recent literature on endogenous comparative advantage and 
growth presents a characterization of the pattern of world trade as 
derived from both accidental circW1stances and strategic 
choice, rather than from technology and resource endowments. As a 
result, both development and underdevelopment appear 
self-validating phenomena, rather than conditions dictated by the 
"exogenous" circumstances surrounding the beginnings of history 
for each country. This seems to imply, in particular, that the 
inhabitants of the underdeveloped regions are themselves to 
blame for not having adopted the most appropriate strategies to 
develop a comparative advantage in the progressive sectors, or for 
having passively followed the trade patterns dictated by the 
strategic choices of other regions. 

This latter conclusion, however, contains a composition error 
that seems to afflict all the theories on dynamic comparative 
advantage. In fact, just as for the imposition of a tariff, the 
terms of trade for a country may improve only if there is no 
retaliation on the part of its trade partners, 
protectionist measures with development objectives will be 
succesful only if they are not also adopted by the other countries. 
The neo-protectionist alternative therefore, taken to its 
extreme consequences, appears to lead either to a situation of 
little or no exchange where every country protects its own 
infant industries waiting for them to grow up before 
liberalizing trade, or to a trade war, with active and retaliatory 
protectionism in every market. 

Table 1, which summarizes some of the features of recent 
studies on this topic, suggests that the main 
the debate on the opportunity for strategic 
relationship between comparative advantage 
advantage. 

4 

issue underlying 
protectionism is the 

and competitive 



.. 

Table 1 ... 

S- characteristics of leant llladela of ~ic 
~tiw Adwantage 

~ Model Tml!:!.iX COlll)llrative External ~ 
Advantall! Effects evolytion 
r:a121m 

Sheshinski Two-sector Long ter11, Learning by Non aonotonic, 
(1966) growth aodel cua.ilative. doing with possibility 

Depends on the of cmparative 
capi tel/labor advantage reversal 
ratio chosen over tiae 
at the start. 
Dynaaic 
hysteresis 

l(r• "Jlllln G- theory lndeterainate: None 

C 1987) depends on who 
plays first. 
Static 
hysteresis 

Lucas Two-sector Long tera, Product · Non aonotonic, with 
(1988) growth aodel cua.ilative. Innovation CQIIIP8rative advantage 

Depends on the reversal depending on 
elasticity of the elasticity of 
sl.bstitution s\bstitution 
between goods 

1Crug11111n Many sector Cla.llative Learning by Self-enforcing 
C 1985) growth aode l with dynaaic doing ("the river that 

hysteresis creates its own bed") 

depending on 
initial conditions 

Grossamn & Two sector Long tera R & D and The RID activity 
Helpnan growth aodel cuailative technological is an instnaent 
(1989) with a plurality progress to increase 

of interaedlate continuously 
goods the productivity 

of the differentiated 
good. 

BaUIIOl Three The ratio between Only tradeables Balanced growth 
C 1986) sector tradeables are affected by in teras of quantities, 

growth IIIOdel and non tradeables technological unbalanced for 
is constant progress values and eaployment 
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Comparative advantage is a notion related to the calculation of 
opportunity costs and can be applied to any maximizing entity 
that contemplates the problem of allocating its fixed resources 
among competing uses. The criterion for allocation, claims the 
law of comparative advantage, is to undertake the activities for 
which the benefits are greatet compared with the benefits of the 
next best alternative. 

From the point of view of the individual unit, therefore, 
comparative advantage is no more than a principle of rationality 
and its method of identification coincides in practice with that of 
cost-benefit analysis. Applied in a market where many units 
interact to produce different goods (corresponding to different 
activities), however, comparative advantage also implies 
division of labour. Under suitable assumptions of concavity of 
the transformation curves, each unit will specialize to some 
extent in those activities in which it holds a comparative 
advantage. Because the benefit fro■ specialization (and trade) 
arises from a comparison of benefits acquired and benefits foregone, 
it is clearly not possible for a unit to find itself without any 
comparative advantage at all. 

Given a pattern of comparative advantage and an ensuing pattern of 
specialization, however, a distributional question arises in 
regard to present and future distribution of the gains from trade. 
Both problems are related to the terms of trade, which 1n 
turn underlie any calculation of comparative advantage. 

From the perspective of the individual unit, in fact, it is 
clearly desirable to obtain a configuration of international 
prices, which makes as large as possible both the present and the 
future share of the gains from trade. This problem however, 
cannot be easily solved for two main reasons. First, the 
simultaneous attempt by many units to tilt the terms of trade in 
each one's favor may be met by more or less success, but will 
inevitably result in a production of the overall gain from the 
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exchange. Without perfect information, each unit has to match the 
prospect of a possible gain fro■ restricting trade in its favor 
with the risk of a likely loss from a reduction of total gain. 

Secondly, a trade-off aay arise between present and future 
increases in profit, welfare or other forms of payoff. Specializing 
in the production of a commodity without ■arket prospects, for 
example, may cause the worsening of the teras of trade with a 
consequent loss in potential gains. 

These considerations apply to all units, countries or firas 
alike, that operate competitively under unit-specific resource 
endovments. In this context the relevance of coaparative 
advantage emerges directly fro■ the fact that the unit is 
characterized by some resources, that vill have some econoaic 
value, in general, no matter what the teras of trade are. 

In this respect, therefore, firas, countries, regions or other 
competitive units differ fro■ each other only to the extent that 
they are characterized by a given endov■ent of resources. Non 
sector specific management skills, for example, by definition 
cannot find themselves without value, because they can be 
employed somewhere in the market place regardless of what 
relative prices are. Similarly, if a country is considered as a 
bundle of primary factors, relative prices can only be a guide to 
allocate those factors to a sector rather than another. They 
cannot determine whether the country can or cannot 
business. 

stay in 

Vhile comparative advantage is the relevant notion for a 
country, with the consequence that in no case the country can be 
driven out of business, nevertheless "it can be driven out of 
some business" (Krugman, 1987). This aay happen if its 
competitive (absolute) advantage, in terms of cost per unit 
of product deteriorates sufficiently vis a vis its competitors. 
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If a country has a comparative advantage in one sector, in 
order to compete with the other countries, its firms have to hold a 
competitive advantage, 1n the sense that (in a perfect market) 
their costs per unit of production have to be at ■ost as high as 
their competitor's costs. In practice, this implies that benefit 
cost ratios have to be greater than one not only at shadow 
prices, but also at ■arket prices after taxes. In the jargon of 
cost-benefit analysis, both economic and financial analysis 1111st 
give positive results for the investment in any sector to be 
desirable and feasible. 

Because a country may object to the pattern of comparative 
advantage on the basis of its present and future distributional 
implications, however, it may favor a wedge between co■parative 
and competitive advantage. Vhile the for■er is given at any 
moment in time, the latter may be used as an instru■ent to bring 
about a different pattern of trade and, ultimately, of 
distribution of trade gains. 

The first set of models capable of explaining the pattern of 
comparative advantage as the result, rather than the cause of 
international trade can be traced to the theories of industrial 
organization developed since the 70's. In particular, the study of 
the so called competitive advantage of the firm led to 
identify the market strategies as the most important factor of 
industry concentration. 

In the study of competitive advantage, 1n fact, it is not 
always sufficient to identify cost reductions or quality 
improvements with respect to the fir■s that already operate in 
the market which one wants to enter. The possibility of 
exercising in an effective way one's ow competitive capacities 
depends in fact on the success of the new fir■ on overcoming the so 
called entry barriers. 

The entry barriers can be classified into two cathegories: (a) 
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innocent barriers, that emerge as the byproduct of a succesfull 
profit maximization on the part of the incumbents, and (b) 
strategic barriers, that are instead erected with 
purpose of barring the entry of nev firms. 

the specific 

Innocent 
advantage: ( i) 
ante advantage. 
the incubent 
accomplished. 

barriers give rise to tvo types of competitive 
absolute ex post advantage and, (ii) asymmetric ex 
The first consists in a co■petitive advantage that 

vould maintain over the entrant, once entry is 
Examples of this type of advantage are u.rket 

experience, patents and knov-how, advantages in costs or quality. 

The asymmetric ex ante advantage consists in the asyuetry 
resulting from the fact that, at the ■o■ent in which the entrant 
exaaines the profitability of its invest■ent, the incumbent has a 
certain amount of resources co•itted unretrievably, i.e. with 
zero opportunity cost. This fundaaental as}'lllletry constitutes 
a co■petitive disadvantage for the entrant because the decision of 
entry comes to depend on the difference between revenues and 
total costs, whereas the decision to re■ain in the u.rket depends 
only on the difference between revenues and variable costs, given 
a certain amount of fixed costs. If the incUllbent has 
co•itted a sufficient amount of resources, its exit ■ay 

thus become possible only at a price so low as to render non 
economic the prospect of entry, even though the entrant 
may coaand considerable competitive advantages of the ordinary 
sort. 

The asyaetric ex ante advantage constitutes the basis for the 
theories of the strategic barriers, that consist of the 
artificial commitment of resources of the part of the incubent in 
order to constitute a deterrent against the potential 
entrants. 

The strategic asymmetry can be exploited 
and is not necessarily a prerogative of the 
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entrant or another incumbent can make use of strategic 
asymmetry, whenever competitors that are 
more "innocent" in their behavior. 

less "strategic" or 

In order to characterize the model typology arising from this 
approach 3 , consider a situation where information is perfect and 
communication costless. The firm exercising the strategic 
choices ■ay be conveniently characterized as a ■onopolist, since 
this assU11ption simplifies the arguaent. The considerations 
developed, however, re■ain equally valid, with the appropriate 
variations, for an oligopolist or for a fir■ operating in an 
imperfectly competitive market. 

AssUlle for example that the entrant identifies a single direct 
competitor whose profit a■ounts to a present value V

0
• Given a 

rule governing the successive interaction between the incU11bent 
and the new firm after the entry, the incubent and the entrant 
would both earn a lower present value V1<V

0
• Alternatively, we 

can assume that the incumbent may choose, before the entry 
attempt, an expenditure level C that the entrant is also forced to 
undertake to survive. For example, we can i■agine that the 
expenditure consists in advertising or in a discount campaign. 

Table 2, which summarizes the proble■ in ter■s of the "pay-off 
matrix", shows the possible alternatives. Fro■ the table, vhich 
tabulates the values of profit respectively for the entrant and 
the incumbent, it follows that the incumbent ■ay dissuade the 
entrant by spending the amount C<V1. Since in this case, its 

profit is V
0
-C, the incu■bent will find convenient such a 

strategy whenever V
0
-C> v1 or, at the mini■u■ dissuasion level 

(C=V1), when V
0

>2V1. This condition is satisfied if the single 

firm that maximizes its profits in a given market space is 
challenged by a potential competitor with identical cost 
structure. In this case, in fact, Vo represents the result of 
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profit maximization by the only firm 1n a given market space, 
while 2V1 is the result of the same operation by both firms. If 

they are identical, they can at most hope to equate the 
performance of the single firm. 

Table 2 

Nev l'ira Without reaction 

Enters 

Does not enter 

Vith reaction 

0 V -C 
0 

Note: the first coluan contains the nev fira's profit, while 
the second contains the incubent's correspondent values. 

Vhen the new firm holds a competitive advantage, it is 
possible that it will find convenient to challenge the 
incumbent even in presence of these artificial asymmetries. It is 
important, however, to recognize that the possible cost or 
quality advantage of the entrant should be contrasted with the 
cost increase arising fro■ the implicit threat of the 
incumbents. 

These ideas have been applied to international trade in two 
important papers by James Brander and Barbara Spencer (1983 and 
1985), where the two authors show that goverment protectionist 
policies may act as substitutes for strategic ■oves by the firas. 
The argument has been effectively synthesized by Paul lrug■an 

(1987) as follows. 

Assume that two countries, America and Europe, are both capable of 
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producing an indivisible good of high value, such as, for 
example, a passenger airplane of 150 seats. Moreover, assume 
that both countries consider this possibility with the exclusive 
objective to export the good produced, so that the producers' 
profit coincides with the national interest of both countries. 
Assume also that each finn (one for each country, "Boeing" and 
"Airbus"), faces a binary choice (to produce or not to produce). 

Table 3A shows the hypothetical pay-off matrix that can be 
associated to the competitive game between the two countries, in the 
absence of government intervention. 

"Boeing's" choices to produce 
represented by capital letters, 

(P) or not to produce (N) are 
while the corresponding choices of 

"Airbus" are indicated with lower case letters. 

The numbers in the matrix indicate the profits of the two firms 
under the various alternatives (the number in the lower left 
corner is "Boeing's" profit, while the n1111ber in the upper right 
corner is "Airbus's"). 
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Table 3 A 

Hypothetical Payoff latrix 

"Airbus" 

p n 

-5 0 
p 

-5 100 

"Boeing" 

100 0 

N 

0 0 
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Yith no government intervention, the solution of the game in 
Table 3A depends on initial conditions. For example, if "Boeing" 
commits itself to production before "Airbus" decides to do so, the 
result will be Pn in the NE quadrant. Under this solution, 
"Boeing" will earn 100 and "Airbus" zero. To change this 
result, the "European" goverment will have to co•itt itself to 
subsidize "Airbus", so that it will in turn make a couitment to 
produce, before "Boeing" does so. For example, if the "European" 
govern11ent can make a commitment to pay in advance a subsidy 
of 10 to "Airbus", in case this company produces the airplane, 
independently of what "Boeing" does, the payoff matrix takes the 
form of Table 38. 

Under this form, it is clear that "Airbus" will always produce, 
since its profit is positive whether Boeing produce or not. 
Viceversa, "Boeing" will not find it profitable to produce. The 
unexpected result is that a very low subsidy, which can be 
entirely recuperated ex post, has allowed the "European" govern11ent 
to secure the potential gain fro■ trade for "Airbus". The 
comparative advantage" has been created by utilizing a 
strategic opportunity and in turn may consolidate itself in a 
differential pattern of resources (e.g. know-how, market power 
etc.) . 
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Table 3 B 

Payoff matrix after the European government subsidy 

p n 

5 0 

p 5 100 

Boeing ______________________ _ 

110 0 

N 0 0 
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In more general terms, the circumstances described can be 
classified under the heading of "hysteresis", i.e. phenomena 
characterized by an asymmetry 1n time with respect to their 
causes. For these phenomena, the removal of the causes that have 
determined their occurrence is not sufficient to reconstitute the 
status "quo ante". The phenomena are (at least partially) 
irreversible. 

In all cases of durable effects from temporary circumstances, 
including among the latter the economic policies that can be 
suspended or reversed in the course of time, the paradigm of 
comparative advantage loses its primacy in the theory of 
international trade. If beco■es, al least in part, the fruit of 
those circumstances, and of the ensuing creation of situational 
asyuetries, causing international trade to be shaped by a 
pattern that tends to validate the initial conditions that have 
determined its occurrence in the first place. 

The innovations introduced in the models described, with respect 
to the pure theory of international trade, have one characteristic 
in common: the dependence of the equilibrium on the path followed by 
the economy to reach it. This characteristic, indicated with the 
suggestive name of "hysteresis", depends in part on the 
irreversibility of many real phenomena, and results fro■ the 
asymmetry of the phenomena themselves with respect to time or any 
other variable that can "order" the choice space. The larshallian 
difference between short run and long run, for example, depends on 
the fact that entry costs in a market for a firm are different from 
exit costs. The two situations: entry and exit, are one the inverse 
of the other from the physical, but not from the economic point of 
view. Another example that does not require the time variable is the 
difference between the amount of money necessary to compensate for a 
gain foregone or for an actual loss. In this case, the two events: 
gain foregone and loss are symmetric payoffs in the sense that they 
are measured by the same number. Neverthelles, they correspond to 
different values of the utility functions. 
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More generally, the situations that give origine to these 
asymmetries may be characterized as arising from a difference 
between the negation and the reversal of an event. In tens of 
boolean algebra, such a difference can be illustrated in the 
following way. Given an event A, the conjuction U of this event with 

its negation I (AU non A) yields the full set I, i.e. the set formed 
by any event and its complement is always an exhaustive list of 
possibilities. Suppose, however, that the event A has already 
occurred, and consider the modification determined in the set of all 
possible events. Two possibilities arise at this point: (i) A ■ay be 
"inverted", returning the space of events to the configuration A and 

I, (ii) being endowed with "persistence" properties, A ■ay not be 
inverted. 

Indicating with A* the complement to A in the "ex post" space, it 
is again true that AUA* = I, A*-; A, since the "ex ante" space has 
been ■odified by A's occurrence. in general, therefore, given a 
sample space F, we have: 

F - A-; (FIA) - A 
i.e. the complement to A in the original space is not the sue in 
the space modified by A's outcome, or to "undo" an event is not the 
same as to avoid it. 

A particular class of hysteretic events is created by che capacity 
of the event itself to modify a given space of events by creating an 
entirely new one. The example utilized by lrugman (1987) to describe 
this phenomenon is a river that creates its own bed. In this case, 
the unfolding of the pheno■enon creates one or ■ore stocks of 
variables, that syntesize the development already occurred and, at 
the same time, influence the future development. The level of 
development depends on the stock already accW1ulated and this in 
turn depends on the development already occurred. 

In this case, as before, we can say that the hysteresis (as path 
dependence) emerges from an asymmetry, but instead of being an a 
priori property of the space of the events, such an asymmetry is 
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caused by the self assertion capacity of the phenomenon on hand. It 
is the existence of a secondary circuit between the event and its 
occurrence, in other words, that determines the difference between 
the complements of the event (and/or their functions) in alternative 
states of the world. 

Fro■ an economic point of view this second class of phenomena is 
particularly interesting since it tends to generate economies of 
scale external to the fir■ . The mechanism of "self-assertion" 
implies in fact a capacity to generate further grovth as secondary 
effect of growth itself. 

A model that can be taken to represent this class of phenomena is 
due once ■ore to by Irugman (1985), who focuses on the dependence of 
comparative advantage on the "history" of development and economic 
policy of each country. lrug■an opens his treatment asking whether 
and to what extent the traditional distinction between competitive 
advantage, which is a characteristic of the fir■ and comparative 
advantage, which is instead a characteristic of the country, ■ay be 
mantained in the face of dyna■ic scale economies external to the 
firm. Under nonaal circumstances, he claims, there is little 
foundation for the fear from the part of the entrepreneurs that 
temporary causes (for example, an overvalued exchange rate) may lead 
to a permanent loss of market shares and competitiveness for the 
whole country. In this case, it is clear that economists know 
something that business-men see■ to ignore. The existence of 
economy-wide resource constraints, in fact, makes the resource 
prices responsive to a contraction or to an expansion of 
international market shares. Thus it is not possible that all 
exports of a country fall without the opening of other possibilities 
of market penetration elsewhere. 

In spite of the apparent persuasiveness of this argument, lrug■an 

believes that it is incomplete. It concerns in fact an "homeostatic" 
vision of international competition and does not take into account 
the possibility of hysteresis, as a consequence of the 

17 



specialization pattern of the countries engaged in the exchange. 

In order to design a model capable of analyzing this type of 
phenomena, Krugman resorts to a simple two-country fraaework, with n 
tradeable goods, only one non-tradeable for each country and labour 
as the sole factor of production. Each tradeable production function 
exhibits constant returns to scale: 

(1) X.(t) = A.(t) L.(t), 
1 1 1 

x.(t) = a.(t) l.(t) 
1 1 1 

i = 1,2 ... n 

where Xi(t) is the i-th tradeable good in one of the two countries 

at time t, Li(t) is the quantity of labour, Ai(t) a productivity 

paraaeter and the low case letters denote corresponding quantities 
for the other country. 

In each country productivity depends on an index of accuaulated 
experience: 

(2) A.(t) = K~(t), 
1 1 

a.(t) = k~(t) 
1 1 

where: 

t 

(3) Ki(t) = J [Xi(z) + 6xi(z)] dz 
-m 

t 

(4) ki(t) = J [ oli(z) + xi(z)] dz 
-m 

Expressions (3) and (4), in particular, describe an international 
spill-over of experience, whose accuaulation depends not only on the 
production of the country under consideration, but also, through the 
parameter 6, on the other country production. The 6 paraaeter, in 
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particular, can be interpreted as the degree of internationalization 
of hllllan capital formation. 

In order to close the model in the simplest possible way, lrugman 
assU11es also that full employment prevails in each country and that 
production grows at the exponential rate g. Be also assumes that 
income equals expenditure and that a constant fraction of 
expenditure Sin is spent on each of then tradeable goods. 

Fro■ (3) and (4), differentiating with respect to ti■e, we obtain 
the relative variation of the experience indexes: 

I . ( t ) + c5x . ( t ) 
1 1 

x. (t) + 61. (t) 
1 1 

(5) I. (t) 
1 

= ki(t) 

wheere the dot denotes derivative with respect to ti■e. 

If the relative allocation of labour Li(t)/li(t) is kept fixed, 

the variable li(t)/ki(t) converges toward a "steady state" where, 

equating to zero the left hand side of (5), we obtain: 

I . - 1 1 . 1 - c5k. /1. 
(6) (~) _ ~ (1 1) 

k . - L . 1 - c5I. /k . 
1 1 1 1 

Expression (6) provides sufficient information to delimit the 
possibilities of international specialization in the stationary 
state. These possibilities can be illustrated graphycally in Figure 
1, where the curve LBS represents the left hand side of (6), and the 
curve RHS the right hand side. Vhile it is clear that the stationary 
state of li/ki is always comprised between c5 and 1/c5, the figure 

also shows how an increment of L./1. (the dotted line) implies a 
1 1 

higher stationary state with respect to Ii. The relative 

productivity Ai/vi is thus a function of the ratio Li/li, and a(O)=o 

19 



and a ( m) = 1 / fJ • 

At this point the author introduces two equilibrit111 conditions 
that allow further examination of comparative advantage. For the 
marginal industry, after ordering then industries according to the 
productivity ratio Ai/ai, we can write: 

(7) A.(t)/a.(t) = V(t)/w(t) 
1 1 

where the right hand side represents the ratio between the wage 
rates paid in the two countries. Furtheraore, using the expression 
made familiar by Dornbusch, Fisher and Samuelson {1977), we can 
write: 

(8) 
V(t) (/ 

w(t) 1 - (J 

I(t) 

L(t) 

where (J(t) is the share of then tradeable goods where the first 
country holds a comparative advantage. 

In Figure 2, expression (7) is represented as the decreasing curve 
AA: the salary of the marginal industry is lower the higher is the 
share of world trade held by the country considered. Expression (8) 
is represented instead by the increasing straight line BB: for a 
given ratio between the labour force of the two countries, the wage 
paid by the first country with respect to that paid by the second 
grows with the share of the international ■arket covered by the 
first country. 

The dynamics of comparative advantage e■erging fro■ this ■odel is 
interesting, in spite of its se■plicity. For the goods produced in 
the first country and not produced in the second, in fact, we have 
that Li(t) = SL(t)(J(t)n, Li(t) = O, while for the others we 

will have li(t) = sl(t) (1 - (J(t) )n, Li(t) = 0. Clearly, for the 
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first group of goods productivity will raise more rapidly in the 
first than in the second country, which enjoys only an induced 
increment {the fraction 6) of the learning econo■ies, while the 
opposite will occurr for the second-group of goods. This implies 

that the segment of AA to the left of u will raise, while the 

segment to the right of u will fall, so that the long term graph 
corresponding to AA in Figura 2 will assume the step-vise for■ 

drawn in Figure 3. 

The long term pattern of comparative advantage that e■erges fro■ 
this characterization, therefore, is at the sue tiae cuaulative and 
stable. Accumulation can be seen in the progressive convergence of 
all industries toward the highest productivity, while stability 
emerges from the paradoxical result that the aarket share and the 
salary ratio remain constant over tiae, despite the divergent 
productivities between the two groups of industries. 

The liait to this process of divergence between the economies of 
the two countries is given by the degree of internationalization 6. 
The larger (closer to unity) is this parameter, the saaller the 
number of goods whose productivity will diverge over tiae. If 6=1, 
in particular, all goods will be produced by both countries, since 
the external effects, being completely internationalized, will no 
longer work to render comparative advantage cumulative. The increase 
in the degree of interationalization, therefore, restricts the 
interval of the possible stationary states and increases the 
interval of the relative wages at which a country vill be 
competitive in one sector even without any direct experience. 

In addition to this interesting, long term, cumulative property of 
comparative advantage, lrugman's model is useful to analyze tvo 
important phenomena related to the question of the ■ost desirable 
pattern of trade. The first of these pheno■ena is the so called 
"Dutch disease", i.e. the temporary diversion of productive factors 
toward the exploitation of exhaustible resource. The second consists 
in the more monetary, but somewhat analogous pheno■enon of the 
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temporary overvaluation of the exchange rate, that has the 
consequence of "pushing'' resources towards the production of non 
tradeable goods. In both cases, the author asks, are the effects 
determined by these two temporary causes, equally temporary? Given 
the nature of the model, it does not co■e as a surprise that the 
answer to these questions is negative in both cases. 

The temporary shock, in fact, in both cases is translated into an 
overvaluation of the exchange rate and this in tum causes a change 
in the AA curve that tends to validate the initial shock. The 
result_ is thus that the country will develop a pattern of 
specialization completely different fro■ the one that would prevail 
without the shock. Presuaably, the industries that resist the 
temporary diversion of resources are those with the highest 
productivity, so that the long ter■ result will be a greater aaount 
of specializatione in a few goods whose initial productivity is so 
high that it will not be affected by the shock and will be exhalted 
by the ensuing development. 

Can we conclude that, as for the firms, temporary shocks aay 
determine persistent negative effects? The answer is not clear, for 
at least two reasons: (i) a greater degree of specialization (a 
smaller number of export industries) does not necessarily imply a 
lower level of welfare, {ii) if part of the learning effect is 
internalized by the firms, the result of the analysis can be 
entirely reversed. 

The outcome of competitive resource allocation has also been 
studied in the context of game theory. In particular, game theory 
models have been applied to analize the desirability of 
cooperative behavior, when cooperation cannot be extended to all 
players. Rogoff {1985), for example, has shown that 
international cooperation may not be desirable if there is no 
cooperation within the countries among the agents determining wage 
rates and monetary authorities. 
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In a recent contribution, Matsuyama {1990) describes an infinite 
horizon, perfect information game between a government and a 
domestic firm. Instead that the usual context of a repeated gaae, 
the author builds a timing framework where irreversible consequences 
characterize the moves of the government, who wants to liberalize, 
but is willing to wait to let the firm invest, and the firm, who is 
willing to invest, but prefers to wait. 

The scenario of this game, which suggestive of the irreversibility 
and the dynamic consistency problems that any sudden change of the 
trade regime is likely to generate, can be described as follows: in 
period O, the domestic fira enjoys monopolistic rents in the 
protected domestic market. In period 1 enters a new government and 
the gaae starts. The goverruaent decides whether to liberalize (L) or 
not (NL). If it choses L monopolistic rents vanish and the domestic 
firm is forced to play a post-entry game in a co■petitive ■arket. If 
it choses NL, the firm decides whether to. invest (I) to prepare 
itself for the future liberalization, or not to invest (NI). If it 
choses I, it will earn a lower profit in period 1, but it will be 
prepared to meet competition in period 2 and fro■ this period on, 
its profit will be larger than it would have been without having 
invested earlier. In this case (the firm choses I), the govern11ent 
liberalizes at the beginning of period 2 and the liberalization game 
ends. If the firm choses NL, on the other hand, it earn its maximum 
profit in period 1. The government is faced again with the 
alternative between Land NL at the beginning of period 2 and so on 
untill either it choses Lor the firm choses I. 

In order to study the game, the author first concentrates on "Nash 
equilibrium", the most widely applied equilibrium concept for non 
cooperative games, which denotes a situation where each player 
choses the optimal response given the response of the other players. 
In the context of the game on hand, a pair of strategies (g,f) is a 
"Nash equilibrium" if g maximizes the government payoff, given that 
the firm has chosen f, and f maximizes the firm payoff, given that 
the government has chosen g. A "Nash outcome" is a Nash equilibriu■ 
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at which the game ends. 

After demonstrating that the pure Nash outcomes are either 
immediate liberalization or succesfull temporary protection for a 
number of periods less or equal to q*, the ■aximu■ number of periods 
the govenu1ent is willing to wait, the author explores the question 
of credibility of the government implicit threat to liberalize. In 

order to do so, the author uses the concept of subgaae-perfect 
equilibria, due to Reinhard Selten (1975). This concept is.based on 
the idea of strenghtening the Nash equilibrium rationality by 
requiring that the mutual optimal response characteristic of the 
equilibrium strategies be true not only for the original gaae, but 
also for any subgame (i.e. any ga■e definable as a subset of the 
original game). 

Because sub-ga■e perfection requires that the Nash solution 
remains the sa■e under all possible subga■es, it can be interpreted 
as a situation where no player can ■ake a threat which he would not 
carry out if asked to do so. 

Under these conditions, the author proceeds to show that there are 
q*+l pure strategy subga■e perfect equilibria, which are again 
either pure liberalization or succesfull q period protection, with 
li~q•. loreover, every pure strategy subgaae-perfect equilibrium 
exhibits cycles with period q*+l. The intuition for this is that if 
the fir■ believes that the government will liberalize, it will 
invest. On the other hand, if the government believes that the fir■ 

will invest within q* periods, it will wait. In turn, if the fir■ 
believes that the government will wait, it will not invest. But at 
the end of the q* periods, the government will not wait. Thus, the 
threat of liberalization in period 2 may be made credible by the 
fact that, if the government fails to liberalize, it will punish 
itself by not liberalizing for all successive periods up to q*. 

Vhile there is a subgame perfect equilibrium supporting temporary 
protection, the author argues that both its cyclical nature and its 
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"bootstrap" characteristics appear unconvincing. loreover, because 
of the recursive nature of the game, the equilibrium concept should 
require that after the move from one of the players, the other 
player act consistently regardless of the ti■e period. For exaaple, 
if the firm has not liberalized in period 1, at the beginning of 
period 2 the government faces exactly the same situation of period 1 
before the firm's decision. 

The author sets aut to explore the class of stationary subgaae 
perfect equilibria, i.e. that satisfy the requirement that each 
player must choose the same move when faced with the same situation. 
Because of the restrictiveness of this requireaent, rando■ized 
strategies are allowed, the players being assu■ed to be risk 
neutral. Randomization can be justified in several ways, including 
its closeness to the conditions of the real world, where rando■ 

events ■ay occurr after one of the player has co■■itted hi■self to a 
move, slightly changhing his or the other player's payoff. In this 
regard, John Harsanyi (1973) has de■onstrated a particularly 
powerful theorem of equivalence between a ■ixed strategy equilibriu■ 
in a gaae with deterministic payoffs and a pure strategy equilibriu■ 
in a ga■e with randomly distributed payoffs. 

Vhen confronted with the possibility of chosing ■ixed strategies, 
the author finds tha in the unique mixed strategy equilibriu■ with 
the characteristics requested, the government choses L with 
probability decreasing with the time rate of discount of the fir■ , 

while the fina choses I with probability decreasing with the rate of 
discount of the government. In other words, the govern■ent 

liberalizes with higher probability the more ■yopic is the fira and 
viceversa the fina invests with higher probability the less patient 
is the govern11ent. As a consequence, optimal teaporary protection 
may succeed with a probability that is higher as the government is 
more impatient and the firm more patient. 

Given that this solution is unique and squares with intuition, the 
author proceeds to prove that all optimal temporary protection 
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equilibria lack one last desirable characteristic: they are not 
credible in terms of the "renegotiation-proof" concepts proposed, 
among others, by Farrel and laskin (1987), and Pearce (1987). In 
fact, on one hand, the firm cannot ask the govermaent to renegotiate 
fro■ iuediate liberalization in favor of a ■utually ■ore attractive 
alternative, for all those solutions where credibility of optimal 
temporary protection depends on that of i•ediate liberalization. On 
the other hand, it can negotiate to ■ove fro■ i•ediate 
liberalization equilibrium to the stationary (mixed strategies) 
equilibrium, since its credibility does not depend on that of 
i•ediate liberalization. Such a move, however, would cause all the 
optimal temporary protection equilibria to collapse, since their 
credibility relies on the threat of liberalization. 

Along somewhat different lines, T. Jackson (1991) constructs a 
ga■e that addresses the question of liberalization by focusing on 
cognition, intelligence gathering and policy analysis a■ong the 
countries of the Association of Southeast Asian Nations (!SEAN). The 
author assumes that the gaae is played under coditions of perfect 
information, where this term is interpreted as a situation where the 
players have perfect recall and can observe one another's moves, as 
in chess, and moreover, have full knowledge of the rules of the 
game, including one another's payoff function (Barsanyi, 1977, pp. 
89- 94). 

The players, identified with the six Asean countries (Singapore, 
Halaysia, Thailand, Indonesia, The Philippines, Brunei), are ass1111ed 
to maximize national welfare, the expected payoff for each of them 
taking the fora: 

(9) Et [ II i ( ") ] 

where Et[Ili(")] denotes expected payoff at ti■e t for player i for 

joint strategy" , n. 
1 

(u I Ok) the payoff assigned by player i to 
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an element of the set O = {01, .... 0k} , an exhaustive 

list of I mutually exclusive outcomes of u, and P! (Bk I Zt) is the 

(posterior) probability that Bk occurs, once the observation Zt has 

been collected. 

Each player, therefore, faces a set of single strategies and, fro■ 

the combination of all such strategies of all players a set of joint 
strategies. A generic element of this set is indicated with the 
letter u and payoffs are defined as follows: . 

k = 1,2 ... 1 

i.e. Ok is a linear function of k, which, letting I= 7, 

implies Di( ul Ok) = 1.0, 0.833, 0.667, 0.500, 0.333, 0.167, 

0.000, fork= 1,2 ... 7. In other words, given the choice of a joint 
strategy u (among the several possible v, T ••• ), Di (618k) can be 

interpreted as a policy "target" wlth a value of 1.0 at the 
"bull's-eye" and decreasing values around it. 

Because the game is designed to focus on the players' cognitive 
perspectives, the author assu■es that symbolic interaction aaong 
players can be represented_as a process of fonaation of subjective 
probabilities. The term P~ (BklZt) denotes a subjective probability 

assigned by player i to the outcome Bk (i.e. over 8), as a 

consequence of his interaction with the vector of observations Zt, 

on the basis of Bayes' theorem: . 

P! (Ok) · L! (ZtlOk) 

t pi (Ok)·Li(ZtlOk) 
k=l u u 
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where P~(Ok) is i's prior probability of Ok under strategy u 

and L!(Zt/Ok) is the likelihood of observation (information) Zt, 

assuming state of the world Bk, as entertained by i. 

Bayes theorem allows a treatment of information gathering and 
interpretation as a repeated process of saapling, interpreting the 
information ("decoding") and updating the probability distribution 
and the expectation of the payoff that each player assigns to a 
joint strategy. Jackson assUlles a very simple decoding structure 
whereby all the information is interpreted as either "good" or "bad" 
by the country gathering the intelligence. Accordingly, players are 
assumed to believe that all stochastic processes underlying outco■es 
of strategy co■binations are Bernoulli processes, based upon 
bino■ially disributed ran.do■ variables. 

If players collect information sequentially on all joint 
strategies (indexed by u), the likelihood function of outcome Bk 

under strategy u for player i can be represented as: 
i 

(12) L! (ZtlOk)=L(Zt=r!,tlOk)= (r!,t) Okr!,t . (I-Ok)nu,t-ru,t 
n u,t 

In (12), n t represents the sample size at ti■e t for strategy u, u, 

which is assumed to be the same for all players and all joint 
strategies (n t = 10), while ri tis a sample statistic, observed 

u' u' 
by player i at ti■e t with regard to joint strategy u. Statistic 
ri t stands for national intelligence indicating the success of u, 

strategy u fro■ the point of view of the i-th country, while 
i nu,t-rut indicates intelligence indicating failure. 

i In repeated sampling, as the number of positive observations rut , 
increases, Et [ Di (u)] also increases. 
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In order to construct the selection process, all information Zt 

that can be learned about strategy, " which is known to all 
players, is assumed to be turned into a different interpretation 
(it by each player. Such an interpretation corresponds to the 
"' different evaluation that each player ■ay give of the saae 

information in terms of the perceived marginal contribution of the 
underlying event to national welfare of each player. Thus, a ranking 
according to an ordinal scale fro■ -1 to 3 is assigned by each 
player to the different joint strategies: a zero ranking, for 
exaaple, is assigned at time zero to conflict, which is ass1111ed to 
be every player's least favorite joint strategy, a value of (it= 1 ", 
is assigned to one of the two cooperative solutions, deno■inated 

slov liberalization (SL), while variable ranks fro■ -1 to 3 are 
assigned to the alternative cooperative solution accelerated 
liberalization (AL). 

As a consequence of this process, the joint strategy space for 
each player is characterized by a complete ordering, invariant up to 
a ■onotone transformation, and we can proceed to turn the ranking 
index (the "interpretation") into a Bernoullian saaple statistics rt 

using the expression: 

(13) 
n 
", r 

= --+ 2 

where n t' the total n1111ber of observations 
(I' 

sample, can be interpreted as historical "white noise", 

in a given 

while (i t ", 
may be thought off as a noise reduction element resulting fro■ the 
interpretation that the i-th player places upon infol'lll3.tion 

zt. 

Because i r ,t 
(I 

represents national intelligence showing a 

succesfull outcome if player i choses strategy"' expression {12) is 
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a simple way to ensure that the sample statistic r 1 be always u,r 

smaller than the sample size n . Assuming that n = 10 for all u,r u,r 

players strategies and times, expression {13) implies that ri tis a u, 

compro■ise between 4 and 8. At the mini■u■ , therefore, a positive 
outcome will be suggested 40 percent of the ti■es, and at the 
maximUJI 80 percent of the ti■e. No strategy, in other words, ■ay 

yield observations resulting into an interpretation of more than 40 
percent failures or more than 80 percent successes. The non 
cooperative game resulting fro■ this set up can be analyzed by 
examining all joint strategies that present the characteristics of 
Nash points, i.e., in the non cooperative context, are such that 
each player choses the strategy with the highest payoff given the 
choice of the other two players. Nash points, in fact, dominate all 
other points if we assu■e that players can choose joint, rather 
than single strategies. 

The solution of the game foI'llulated in this fashion turns out to 
be somewhat trivial, as limiting the search of solutions to the Nash 
points shovs that AL should be excluded because is not Nash, vhile 
SL clearly do■inates the non cooperative {NC) solution. The 
situation changes, however, once nev infor■ation is taken into 
account and expectation are updated using the Bayesian technique. In 

this case both AL and SL tum out to be Nash and both do■inate the 
NC solution without anyone of the■ dominating the other. Thus, a 
criterion of choice among Nash solutions is needed. 

For this purpose the author uses the so called risk dominance 
criterion (Barsanyi 1977, Barsanyi and Selten 1988), which is 
based on the assu■ption that all players act and expect the 
others to act as Bayesians. The criterion consists in defining: 
{i) a principle of dominance (a point risk-do■inates another if at 
least one player is more willing to accept the conflict pay-off 
than any other player proposing any other point) and, (ii) a 
summary of each player's risk tolerance, the so called risk 
limits, which measure the player's willingness to face a conflict in 
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sticking to a given proposal. 

The author uses the direct risk limits defined as follows: 

{14) 
Iii (11) - Iii ( T) 

Iii (11)-Ili (11i,T1
) 

where Ili(11) is the pay-off of a strategy 11 put forward by 

player i; Ili{T) is the payoff to i of the counter-proposal and 

II(11i, Ti) is player's i payoff given its choice of ui and the 

other players' choice of Ti (the payoff for the conflict point). 

Because the risk limit is a ■easure of the certain net gain 
that the player is willing to gaable per unit of net potential 
loss, one joint strategy is said to risk dominate another, if at 
least one player, "the decisive player", has a risk li■it higher 
than any other player for all other points in the gaae. By 
applying this criterion, the author shows that the AL 
risk-dominates the SL strategy. Be concludes, on the basis of the 
examination of the evidence for the years 1987-90, by predicting a 
further acceleration of trade liberalization. 

Jackson's model is particularly interesting to illustrate the 
evolution and the many facets that the concept of comparative 
advantage may assu■e, if one is willing to give up the plain 
characteristics of the standard "pure" theory of international 
trade. First, since the definition of the preference of the 
players is over alternative states of the world, a country 
chooses a trade pattern ta.king into account the entire set of 
possible outcomes about consu■ption, production, trade and inco■e 
distribution and not only the local (marginal) alternatives 
around the equilibriu■ point. 
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Secondly, the Bayesian updating creates by itself a dynaaic 
path along which measures of comparative advantage may be revised on 
the basis of new information. As intelligence is accllllulated on 
the possible states of the world and other countries behavior, 
patterns of trade ■ay significantly shift in one or the other 
direction. The possibility of accuaulation also arises, since 
initial beliefs may induce decisions which act as reinforcements of 
the beliefs that have generated the■, and generate in turn 
further self-fulfilling decisions. As in the Krugman ■etaphor of 
the river that by flowing digs its ovn bed, Bayesian decision 
■aking ■ay induce a dynamic and cU11Ulative patterns of trade. 

Thirdly, the use of the risk liait criterion may cause 
draaatic changes in the concept of comparative advantage. The 
pattern of trade, in fact, will not depend on the opportunity 
cost of resources to individual countries, but will hinge upon 
whether a particular "decisive" player has a risk liait higher 
than any other player for all the other possible (NASH) 
equilibriua patterns. Rather than co■parative, this is absolute 
advantage of one country, which can afford to dictate conditions to 
all other countries in the gaae. 

32 



3. ! Gaae-Theoretic General F,quilibriua lodel 

The considerations developed in the previous section suggest 
that a general equilibrium test of dynamic comparative advantage 
can be attempted in the context of a world-wide non cooperative 
and repeated gaae. In particular, three features of the gaae 
structure appear specifically suited to explore the implications of 
endogeneity and dynaaics of trade: (i) si■ulating strategic trade 
policies by different countries under inco■plete 

information and payoffs depending on the joint strategies 
selected, (ii) considering dynamic accu■ulation of co■parative 
advantage fro■ strategic choices, technical progress and other 
economies of scale, (iii) introducing dynaaics of inforaation and 
learning by doing in the repeated gaae context. 

In order to combine these features, I have built a general 
equilibri1111 model of the world econo■y through the following 
procedure: 

(a) Estimate a social accounting ■atrix (SAi) of the world 
economy, using Vorld Bank and UNCTAD data for 1989, on the basis of 
the Vorld Bank artition in Low Income, liddle Income, and High 
Income countries. 

The ■odel estimation procedure consists of two parts: (a) 
estimation of the Vorld SAi and, (b) esti■ation of the model 
elasticity parameters. The Vorld SAi is estimated using two 
different data sets: (i) Statistical data fro■ the Vorld Bank Vorld 
Development Report (1991) and, (ii) the estimates of three 
"representative" SAls. The estimation procedure utilized, detailed 
in Appendix A, consists in a combination of the fixed and the random 
coefficient model, and is a based on a constrained aaxi■ization 
algorithm. Objective of the procedure is to obtain esti■ates that 
are as close as possible to the coefficients of the "representative" 
SAls and, at the same time, fit the available statistical data for 
the country groups examined. 

33 



Once obtained the Vorld Sil, the model paraaeters (price and 
income elasticities) are esti■ated by using base esti■ates fro■ 
other studies, and selectively changing the■ untill base year values 
are satisfactorily reproduced by the model. 

(b) On the basis of the world SAi in (a), construct a computable 
general equilibrium (CGE) model with a dynaaic feedback between 
investment and productive capacity in each sector. 

The ■odel used (detailed in Appendix B), is a linear computable 
general equilibriu■ structure based on the prototype developed by 
Norton, Scandizzo and Ziner■an (1986) and Scandizzo (1992a). The 
model is designed to si■ulate the world economy both in the short 
run (the "construction period"), and in the long run {the 
"production period"), as the interaction of three groups of national 
agents: the high income, the ■ediu■ inco■e and the low inco■e 

countries. For each of these groups, defined according to the Vorld 
Bank classification, behavioral and/or technological equations are 
formulated for the following agents: production sectors, capital, 
labour, indirect taxes, households, fir■s, governaent, financial 
sector. These equations for■ a social accounting ■atrix whose 
coefficients aay change in response to a vector of policy variables 
that may include any exogenous variation of the model behavioral or 
technological variables. 

The ■odel may be organized in several blocks reflecting 
respectively production technology, consu■ers behavior, inco■e 

formation, factor markets, producers behavior, capital foI'llation. 
Since the model represents the world economy, it is a closed 
structure and it is not . .necessary to represent explicitly the 
foreign exchange demand and supply and the formation of the exchange 
rate. Vorld trade emerges directly fro■ transactions betveen 
economic agents in different country groups, and so does factor 
movement if labour or capital of each country group are allowed to 
move to clear world markets. 
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All equations are linear and can be interpreted as local 
approximations of underlying non linear function. Alternatively, the 
variables can be interpreted as small variatious around base 
equilibriUII values. 

The production sector is modeled assUJ1ing fixed coefficient 
production functions and using the standard version of the Leontief 
input - output structure. Factor deaand is assuaed also to respect 
the Leontief hypothesis, so that the level of factor e■ploy■ent 

desired by the firas is a linear function of the quantities 
produced. Indirect taxes are also proportional, given the 
exogenously set tax rate, to the values produced. Because of the 
closed nature of the model, the co•odity balance equation states 
that total production, for each sector, is simply the sua of 
interaediate cons1111ption plus final consuaption, each of these 
variables being accounted. for by econo■ic agent (household, fir■s 
etc.) and country group. 

Consuaption behavior of household is ■odeled through linear deaand 
functions in incomes and prices. Invest■ent by fir■s is a negative 
function of interest rates, while govern11ent and firm cons1111ption is 
supposed to be ruled by fixed coefficients. Savings are generated by 
asslllling that each institution contributes a fixed proportion of its 
income to capital formation, while an autonomous component of 
household consumption, invest■ent by fir■s and govern11ent 
expenditure, is assU11ed to re■ain exogenous. 

Income formation is assuaed to arise fro■ factor ownership as a 
consequence of factor endowment of each institution, the level of 
employ■ent and factor prices. Both employ■ent and factor prices are 
themselves determined in competitive factor markets, where demand 
for factors is ruled by the Leontief equations, while factor supply 
is assW1ed to be positively responsive to ow factor prices, 
respectively in the ow market when trade is restricted, or in the 
larger market constituted by the countries that liberalize trade. In 
this context competition is assumed to insure that commodity prices 
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equal costs, including the remuneration of capital. 

Even though the equations are stated in a time independent ■anner, 
the model can be run recursively over time as a sequence of stages 
of "construction" and "accumulation". In the construction phase, the 
model is dominated by the exogenous i■puts coming fro• autono■ous 

demand components such as govel"Illlent expenditure, or fro■ one shot 
policy changes, such as tax changes and reaoval of trade barriers. 
During this phase the model is driven by the exogenous changes in 
the sense that, given the existing production structure and factor 
endow■ent, new equilibriu■ values are co■puted that acco■odate the 
changes. As a conseguence, each exogenous change is ■atched by a 
series of multipliers that can be considered in the 
Keynesian-Leontief tradition, even though they are computed in a 
framework of flexible relative prices. 

In the accuaulation phase, depending on the changes occurred in 
the previous construction phase, factor endow■ents and input-output 
coefficients are adjusted to take into account the selective 
increases in productive capacity generated by invest■ent, or other 
structural changes that may have occurred as a consequence of the 
policy actions undertaken in the construction phase. The 
accuaulation phase is thus driven by the structural changes 
depending on the previous phase and by the recurrent expenditure 
that may have to be created to serve the new capital. loreover, when 
the model is run recursively over ti■e, the acaumlation phase is 
also a construction phase containing invest■ent and policy changes 
for next period. Thus, each run of the aodel can be considered 
"demand" driven from current invest■ent and policy changes and 
"supply" driven from past accumulation and structural changes 
deriving from the previous period. 
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(c) Simulate the following policy ga■e: Consider a country who is 
confronted with the choice between a regi■e of free trade and one of 
restricted trade (the "status" quo). Each of these choices yields a 
pattern of trade and a payoff depending on the choices ■ade by the 
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other countries and on the outcome of a series of random factors. If 
the country chooses free trade, for example, and the other countries 
choose restricted trade, this unilateral liberalization will result 
on average, in a loss (with respect to the other alternatives) for 
all countries in question. Such a loss, however, is not entirely 
predetermined, since its size depends also on the outcome of a 
random variable that summarizes all unpredictable random factors 
affecting the economic process. Depending on the distribution and 
the size of these factors, therefore, it will not be necessarily 
true that in a single instance, or a in any given set of instances, 
the unilateral choice of free trade is necessarily harmful! to the 
country in question. loreover, a country looking at the mediate 
consequences of its choice may not recognize the gain or the loss 
because it may not know what would have been the i•ediate 
consequence of alternative choices and because it will not be able 
to anticipate the future consequences. 

Because of shortsightedness and uncertainty, each country can thus 
be considered to be playing a noncooperative gaae, cooperation being 
ruled out by the impossibility of knowing a priori the size of the 
possible gains and losses and, therefore, of calculating the 
necessary side payments. By assuming that the non cooperative game 
is played by three country groups (rich, mediUll and poor), however, 
I implicitly admit the possibility that cooperation may have been 
achieved within the groups, and, as a consequence, each group 
behaves as though it were an individual country. 

Given a structure of the random payoffs, I assume that each 
participant to the game (each country group) picks a single 
strategy (free trade or restricted trade) on the basis of prior 
knowledge of the distribution of the payoffs associated to each 
possible joint strategy. Prior knowledge is constituted by some 
initial assumption and by what is learned by playing the game, the 
objective of each participant being the maximization of his expected 
payoff. 
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Each "move" from one of the players can thus be considered a way 
of experimenting both on the consequences of the trade regime 
selected and on the reaction of the other players. However, the 
individual player has no reason to believe that the other players 
act any differently from how he does. Therefore, each country group 
may try to learn about the behavior of the others by collecting 
observations on the frequencies of the others players' choices. 

Each "move" of the game is thus characterized by Bayesian learning 
through the observation of the payoff achieved for the joint 
strategy resulted from everyone's choice and of the frequency of the 
joint strategy selected given the individual choice of a single 
strategy from the part of the player in question. 

The process of perception, intelligence gathering and cognition is 
decomposed in this fashion into tvo distinct processes: (i) learning 
about the states of the world (outcomes of joints strategies and 
their distribution) and, (ii) acquiring information about likely 
behavior of other country groups assuming that they in turn gather 
information and react accordingly. 

This tvo - fold learning process, however, is not time - neutral, 
since the choice of a particular trade pattern affects investment 
and accumulation and thus changes the configuration of payoffs and 
associated probabilities next period. If the game is played 
sequentially, therefore, the pattern of convergence to a stable 
solution may turn out to be cumulative and heavily dependent on 
initial conditions. 

The simulation stages of the policy game can thus be formally 
summarized as follow: 

Simulate the solution of the CGE model for each group of 
countries for two strategies {and all the combinations thereof): 
(i) a strategy of restricted trade, where each country is 
characterized by its present level of tariffs and subsidies as 
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well as of barriers to factor mobilits; (ii) a liberalization 
strategy, where each country liberalizes its part of the exchange by 
removing unilaterally taxes and subsidies and/or 
factor movements. 

barriers to 

- Given the simulation results for all the joint strategies in 
(c), perturbate the resulting payoff matrices with stochastic, 
uniformly or normally distributed variables, so that the payoffs 
for each player (households, firms, etc.) in each group of 
countries are scattered in an interval of occurrence, whose size 
depends on the size of the payoff. 

- Expected payoff functions for each of the players are 
specified as follows: 

b. 
1 

(15) Et [Pi(S)] = J Pi(Slx) dF! (xlZt) 

a. 
1 

where Et[Pi(S)] is the expected payoff at time t to player i of 

joint strategy S; xis an exogenous disturbance rando■ly distributed 
between a. and b., Fi(xlZt) is the conditional distribution function 

1 1 S 

assigned by player i over x at time t regarding strategy S, given 
the observation(s) Zt contributing to the player's fol'llation of 

expectations about the outco■e of choosing an individual strategy 
that may lead to the joint strategy S. 

Applying Bayes's theorem: 

{16) 
Fi(x) · Li (Ztlx) r! (xlZt) = .... s ___ s ___ _ 

Ji L!(Ztlx) dF!{x) 
a. 

1 
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where Fi (x) 1s the prior d.f. of x and L1 (Ztlx) is the s s 

likelihood assigned by i to an observation Zt, assuming state x. 

International players (i.e. country groups) are assumed to know 
that the underlying distribution function of xis uniform or 
normal for every strategy S. Thus, they collect sample statistics of 
payoffs and at each iteration update the estimated 
distribution in (10) and the expected payoffs in (9). National 
players (households, firms, and goveI'Dllent) at this point 
intervene and choose the strategy that maximizes their expected 
payoff. 

Once the strategy is chosen, its effects on productive 
capacity of each country group are computed. A new (stochastic) 
matrix of payoffs is generated and the game is played over again 
and again untill the choice of each group of country converges to a 
single strategy and thus a joint strategy prevails, or untill 50 
iterations are performed, whichever co■es first. 

- Expected payoffs of national groups fro■ each single 
strategy are estimated by weighing the expected payoffs from each 
joint strategy, containing the single strategy examined with the 
subjective probability that each country player assigns to the 
choice, as a result of the choice of the other country players. 
Starting from equally distributed joint strategies, the probability 
of each joint strategy is then revised using the rule: 

(17) 

where Sg is a joint strategy resulting fro■ the simultaneous 

choice of the players, P~ (SglSt) is the conditional probability 

that the i-th player assigns to joint strategy Sg, given that he 
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observes joint strategy St, P~ (StlSg) is the likelihood assigned by 

the i-th player to the observed strategy St assuming the state of 

the world is characterized by joint strategy Sg. 

In practice, equation (17) implies a revision of the prior 
probabilities, originally equal for each Sg, on the basis of the 
observed frequency, according to the rule: 

(18) = 4 
E Fr {Sgt} · P~ {Sg} 

g=l 

where Fr {Sgt} is the frequency recorded at trial 

outcome of the g-th joint strategy. 

t of the 

Finally, 50 such groups of 50 iterations are run in a 
Montecarlo fashion and statistics of the results 
production patterns, etc.) are computed. 

(payoffs, 

It 1s important to point out some of the innovative features 
that the model constructed in this fashion displays: (i) unlike 
the usual CGE structures, it includes a dynamic feedback between 
investment and capacity growth; (ii) it simulates the 
interaction between households, firms and the government, (iii) it 
focuses on the problem of cognition and information gathering on 
trade strategies, and simulates the ensuing interaction among 
countries in an uncertain environment. 
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4. Quantitative estiaates and si■ulations 

4.1 Basic features and general results 

In order to formulate a CGE model of the world economy, I start 
from estimating a SAi, using the data from the Vorld Bank (Vorld 
Development Report (1991)) and UNCTAD (Trade and Development 
Report (1991)) and several prototype country SAIS (see Bell, 
Hazell and Slade (1982), Norton, Scandizzo and Zimmerman (1986), 
Sadoulet and De Janvry (1990), Scandizzo {1992a)). In the 
resulting world-SAi three country groups: low income (LI), middle 
income (II) and high income (HI), are characterized as three 
interdependent archetype economies, which display a mix of 
features respectively of poor agricultural economies (LI), 
semi-industrialized (II) and industrialized countries (HI). These 
features, which can be read off directly from the SAi in Table 4 
or the selected suuary in Table 5, are consistent with the 
production, consumption and trade data of the three homonimous 
groups of the Vorld Bank classification. 

As Tables 4 and 5 show, the LI countries are characterized by a 
high proportion of agriculture and a low proportion of 
services, the main difference vith the II countries, in this 
respect being constituted by a slightly larger prevalence of 
agriculture over manufacturing. High income countries, on their 
part, shov a much larger proportion of services and a negligible 
share for agriculture. Interestingly, II countries are 

' characterized by the lowest share of government revenue, while the \ 
HI and the LI countries shov respectively the highest and the 
intermediate share. Labour income displays a similar share of 
income in all country groups. Tables 6 and 7 show the results in 
form of multipliers, obtained by running the model for two base! 
periods named respctively "construction" and "production". The 
"construction" period is characterized by a unit investment 
shock distributed over the sectors according to historical 
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Table 4 (continued) 

F F F G 6 6 K K 
Agriculture 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

p LI Pr. Industry 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
R Manufacturing 0.000 0.000 0.000 0.000 0.000 0.000 0.391 0.000 
0 Services 0.000 0.000 0.000 0.024 0.000 0.000 0.609 0.000 
D Agriculture 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.010 
u Ml Pr. Industry 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
C Manufacturing 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0. 977 
T Services 0.000 0.000 0.000 0.000 0.03b 0.000 0.000 0.1.)13 
I Agriculture 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0 HI Pr. Industry 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
N Manufacturing 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Service5 0.000 0.000 0.000 0.000 0.000 0.208 0.000 0.000 
Labor 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

F LI Capital 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
A Prod. equivalents <PTE> 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
C Labor 0.000 0.000 0,000 0.000 0.000 0.000 0.000 0.000 
T Ml Capital 0.000 0.000 0.000 0,000 0.000 0.000 0.000 0.000 
0 Taxes IPTEl 0.000 0.000 0.000 0.000 0.000 0.000 0.00(1 0.000 .0 
R Labor 0.000 0.000 0.000 0.000 0.000 0,000 0.000 0.000 C""'I 

s HI Capital 0.000 0.000 0.000 0.000 0.(100 0.000 0.000 0.000 -;t 

Taxes IPTEl 0.000 0,000 0.000 0.000 0.000 0.000 0.000 0.000 
LI Household 0.000 0.000 0.000 0.050 0.000 0.000 0.000 0.000 
Ml Household 0.000 0.000 0.000 0.000 0.210 0.000 0.000 0.000 

I HI Household 0,000 0.000 0.000 0.000 0.000 0.290 0.000 0.000 
N LI Firms 0.000 0.000 0,000 0.220 0.000 0.000 0.000 0.000 
C Ml Firms 0.000 0.000 0.000 0.000 0.07b 0.000 0.000 0.000 
0 HI F lrllS 0.000 0.000 0,000 0.513 O.S67 0.310 0,000 0.000 
11 LI Government (CSEl 0.300 0.000 0.000 0.000 0.000 0.000 0.000 o. 000. 
E Ml Government ICSEl 0.000 0.450 0.000 0.000 0.000 0.000 0.000 0.000 

HI Governaent <CSE> 0.000 0.000 0.450 0.000 0.000 0.000 0.000 0.000 
LI Capital forMation 0.700 0.000 0.000 0. 193 0.000 0.000 0.000 0.000 
111 Capital foreation 0.000 0.550 0.000 0.000 0. 111 (1,000 0,000 0.000 
HI Capital for~ation 0.000 0.000 0.550 0.000 0,000 o. 192 0,000 0.000 
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Table 4 (continued) 

K T L K T H H H 
Agriculture 0.000 0.000 0.000 0.000 0.000 0.325 0.000 0.000 

p LI Pr. Industry 0.000 0,000 0.000 0.000 0.000 0.000 0.000 0.000 
R Manufacturing 0.000 0.000 0.000 0.000 0.000 0.212 0.000 0.000 
0 Services 0.000 0.000 0.000 0.000 0.000 0.170 0.000 0.000 
D Agriculture 0.000 0.000 0.000 0.000 0.000 0.000 0.262 0.000 
u HI Pr. Industry 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
C Manufacturing 0.000 0.000 0.000 0.000 0.000 0.000 0.195 0.000 
T Services 0.000 0.000 0.000 0.000 0.000 0.000 0.292 0.000 
I Agriculture 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.025 
D HI Pr. Industry 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
N Manufacturing 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0. 22b 

Services 0.000 0.000 0.000 0.000 0.000 0.000 0.000 o. 377 
Labor 0.000 0.000 0.000 0.000 0.000 0.000 0,000 0.000 

F LI Capital 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0. 0(1(1 
A Prod. equivalents (PTEl 0.000 0.000 0.000 0.000 0.000 0.000 0,000 0.000 
C Labor 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
T 1'11 Capital 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 '"O 
0 Taus !PTEl 0.000 0.000 0:000 0.000 0,000 0.000 0,000 0.000 M 

-:r 
R Labor 0.000 0.000 0.000 0,000 0.000 0,000 0,000 0.000 
5 HI Capital 0.000 0.000 0.000 0.000 0,000 0.000 0,000 0.000 

Tues (PTEI 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
LI Household 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ml Household 1. 000 0.000 0.000 0,000 0.000 0,000 0.000 0.000 

I HI Household 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.000 
N LI Firins 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
C I'll Firms (1.000 0.000 0.000 0.00(1 0.000 (I. (100 0.000 0.000 
D HI Ftrins 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
H LI Governnient (CSE> 0.000 0.000 0.000 0.000 0.000 o. 100 0,000 0.000 
E Ml Govern1nent (CSE) 0,000 1.000 0.000 0.000 0.000 0.000 0. 140 0.000 

HI Government ( CSE l 0.000 0.000 0.000 0.000 1.000 0.000 0.000 o. 180 
LI Capital for ■ ation 0.000 0.000 0.000 0.000 0.000 0.193 0.000 0.000 
l'1 I Capital formation 0.000 0.000 0.000 0.000 0.000 0.000 0. 111 0.000 
HI Capital foraation 0.000 0.000 0.000 0.000 0.000 0.000 0.000 o. 192 
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Table 5 

Characteristics of the World SAM 

LOW MIDDLE HIGH 
INCOME SHARES INCOME INCOME INCOME 

COUNTRIES COUNTRIES COUNTRIES 

Agriculture 0,265 0,237 0,036 

Manufacturing 0,431 0,4 0,453 

Services 0,237 0,313 0,472 

Goverrunent revenue 0,132 0,065 0,254 

Labor income 0,476 0,431 0,483 

43f 



figures, while the "production" period is characterized, in 
addition to a similar shock, by the increase in productive 
capacity produced by the shock in the previous "construction" 
period. The model can be run recursively as a sequence of 
"production" periods, with each production period having also the 
role of investing in the productive capacity of next period. 

The CGE solutions are obtained by running the model presented in 
Appendix B. In stylized form, this model contains, in addition to 
the SAi coefficients, three more sets of coefficients, which are 
show in Appendix C. These coefficients are: {i) the partial 
derivatives of demand of cons1111er goods with respect to inco■es 

and prices, (ii) the partial derivatives of factor supply vith 
respect to factor prices and, (iii) the coefficients that relate 
food production per capita to prices and agricultural production 
levels. All these coefficients have been originally taken fro■ other 
studies or directly estimated fro■ the hystorical data available and 
then changed parametrically to ensure the best fit of the model to 
the data. 

The CGE solutions are characterized by the variations of 
production, consllllption and income levels in response to an 
autonomous increase in investment. lore specifically, given the 
distribution of investment among sectors and countries in the 
base year, the model finds the corresponding variations in 
production, consU11ption and income levels. Expressed in 
normalized form (i.e. divided by total world investment), these 
variations represent the investment multipliers of each variable in 
response to a unit increase in world investment. 

These "multipliers" can be used as indicators of resource 
allocation under alternative trade regimes. The ■ultiplier level of 
a sector for a particular strategy and a given group of 
countries, in fact, is a measure of the "resource pull" created by 
that strategy toward that particular sector in the given 
country group. A higher multiplier level implies, coeteris 

44 



~EL "4ULTIPLIERS FOR THE STRATEGIES CONSIDERED 
C~STRUCTION PERIOO 

I TOTAL 

I LI BERALI ZA Tl ON 

I 
I MA MB 

I 
I 
I L.I. .526 .651 
IPROOUCTION M.I. .807 .946 

I H.J. 6.800 6.443 

I 
I L. I. 1.068 
I FACTORS M. I. 5.170 

I H. I. 4.045 

I 
I l.l. .223 .333 
I CON SUMP Tl ON M.1. .347 .462 

I H.J. 3.655 3.385 

I 
I l.l. .266 .388 
jHCXJSEHOLDS M.I. .556 .718 

I H. I. 4.708 4.280 

I 
I L. I. .009 .011 
!FIRMS M. I. .009 .011 

I H. I. .354 .359 

I 
I l.l. .040 .052 
!GOVERNMENT M.1. .116 .150 

I H. I. .864 .797 

I 
I 

ABA 

.513 

.961 
6.617 

4.4532 

.805 

.214 

.476 
3.523 

.250 

.738 
4.453 

.008 

.012 

.366 

.038 

.154 

.838 

Table 6 

PARTIAL 
LIBERALIZATION 

ABB BAA BAB BBA 

.625 .639 .625 .628 

.964 .812 .964 .967 
6.429 6.820 6.430 6.486 

.359 .367 .359 .361 

.707 .707 .709 
4.036 4.8842 4.037 4.074 

.311 .317 .311 .312 

.4n .347 .478 .479 
3.378 3.651 3.379 3.414 

.362 .370 .362 .364 

.740 .543 .740 .743 
4.271 4.641 4.2n 4.316 

.011 .011 .011 .011 

.012 .009 .012 .012 

.359 .357 .360 .368 

.049 .052 .051 .051 

.154 .113 .154 .155 

.796 .859 .796 .820 

1) In this case there is a single aarket for all factors, so that the 11.1ltiplier refers 
to total factor inc0111e regardless of the country of origin. 

NON 

LI BERALI ZA Tl ON 

BBi 

.625 

.964 
6.430 

.359 

.707 
4.037 

.311 

.478 
3.379 

.362 

.740 
4.zn 

.011 

.012 

.360 

.051 

.154 

.796 

2) In this case there is a cOlllbined aarket for factors of the two liberalizing country groups. 

44a 



Table 7 

HOOEL MULTIPLIERS FOR THE STRATEGIES CONSIDERED 
PRODUCTION PERICO 

I I 
I I TOTAL I PARTIAL NON 

I I LI BERALI 2A Tl ON LIBERALllaTION LIBERALIZATION 

I I 
I I AAA AAB ASA A88 BAA BAB BIA 888 

I I 
I I 
I L.I. I 1 .241 .851 .903 .785 1.142 .785 .790 .785 
I PROOUCTI ON M.I. I 1.948 1.313 1.573 1.283 1.5SS 1.284 1.289 1.284 
I H.1. I 17.983 10.035 12.763 9.342 14.409 9.343 9.437 9.344 
I I 

1.4332 I L.I. I 8.628 .445 .643 .445 .448 .445 
I FACTORS M.I. I 13.600 1.155 .941 .941 .945 .941 
I H.1. I 6.338 5.905 10.3462 5.906 5.968 5.906 
I I 
I L.I. I .611 .429 .426 .389 .596 .389 .391 .389 
I CONSUIPTION M.I. I 1.046 .691 .847 .680 .822 .680 .683 .680 

I H.I. I 11.225 5.806 7.687 5.350 8.790 5.350 5.409 5.350 
I I 
I L.I. .260 .185 .243 .308 .507 .308 .311 .308 
I HOUSEHOLDS M.1. .060 ·.114 .573 .350 .195 .350 .354 .349 

I H. I. 7.369 5.545 5.879 5.098 6.416 5.098 5.173 5.099 

I I 
I L.I. .016 .011 .013 .012 .018 .012 .012 .012 I 
IFIRMS M. I. .001 · .001 .009 .006 .003 .006 .006 .006 I 
I H. I. .544 .333 .484 .373 .488 .373 .386 .373 I 
I I 
I L.I. .074 .051 .057 .055 .083 .055 .055 .055 I 
I GOVERNMENT M. I. .018 · .019 .122 .075 .045 .076 .076 .075 I 
I H. I. 1.598 1.024 1.243 .975 1.355 .975 1 .015 .975 I 
I I 
I I 
1), 2) See notes on Table 6. 
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paribus, that the sector 1n question will benefit more than the 
others from the demand boost created by the investment increase 
considered. 

The multiplier level in the "construction period" will differ 
from the one in the "production period" because the latter will 
contain the effect of the increase in the stock of capital caused by 
the choice of the trade strategy in the previous 
(construction) period. Thus, not only the "resource pull" will be 
different because of the difference in backward and forward 
linkages characteristic of each strategy, but the difference 
will also be compounded or attenuated by the allocation choices 
made in the "construction" phase. 

The joint strategy where all countries stick to the restricted 
trade policies (BBB) can be considered a point of reference, both 
because it represents a conflict solution 1n the game theory 
sense, and because it characterizes the base year. The 
differences between the multipliers for each joint strategy and 
those of the conflict solution, therefore, can be interpreted as 
the gains (or losses) that each sector or institution would 
experience as a consequence of moving from a policy of restricted 
trade everywhere to liberalized trade somewhere. 

Tables 6, 7, presenting the multipliers for production, 
consumption and incomes respectively for the construction and the 
production period, can thus be considered payoff matrices. 

Together with Table 8, which shows the differences induced in 
the multipliers by the previous investment phase, they can be 
used to analyze benefits and costs of alternative strategies for 
each country sector or agent. These tables show that full 
liberalization is overall the strategy that yields the highest 
aggregate benefits, 
developed countries. 

but its main advantages are concentrated in 
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Table 8 

MODEL MULTIPLIERS - DIFFERENCES (Production period - Construction period) 

I I I 
I I TOTAL I PARTIAL I NOii I 
I LIBERALIZATION I L ll(RAL l;?;ATION LIBERALIZATION I 
I I I 
I MA I AAB ABA ABB BAA BAB BBA 888 I 
I I 
I 
I L.I. .715 .200 .390 .160 .503 .160 .162 .160 
I PRODUCTION M. I. 1.141 .367 .612 .319 .776 .32D .322 .320 

I H. I. 11. 183 3.592 6.146 2.913 7.589 2.913 2.951 2.914 

I 
I L.1. .375 2 4.175 .086 .276 .086 .087 .086 
I FACTORS M.I. 8.430 .350 .234 .234 .236 .234 

I H. I. 2.293 1.869 5.4622 1.869 1.894 1.869 

I 
I L.1. .388 .096 .212 .078 .279 .078 .079 .078 
!CONSUMPTION M.I. .699 .229 .371 .203 .475 .202 .204 .202 

I H. I. 7.570 2.421 4.164 1.9n 5.139 1 .971 1.995 1 .971 

I 
I L.I. -.006 -.203 -.007 -.054 .137 -.054 -.053 ·.054 
IHWSEHOLDS M. I. -.496 -.832 -.165 -.390 -.348 -.390 -.389 -.391 

I H. I. 2.661 1.265 1.426 .827 1.775 .826 .857 .827 

I 
I L.I. .007 .000 .005 .001 .007 .001 .001 .001 
I FIRMS M. I. - .008 -.012 -.003 -.006 -.006 -.006 -.006 -.006 

I H. I. .190 -.026 .118 .014 .131 .013 .018 .013 

I 
I L.1. .034 - .001 .019 .006 .031 .004 .004 .004 I 
!GOVERNMENT M. I. -.098 -.169 -.032 -.079 -.068 -.078 -.079 -.079 I 
I H. I. .734 .227 .405 .179 .496 .179 .195 .179 I 
I .000 .000 .000 .000 .000 .000 .000 .000 I 
I I 
, ) , 2> See notes on Table 6. 
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Table 9 

Nash points in the G.E. solutions 

Construction period Production period 

Production BBA AAA 

Consumption BBA AAA 

Households BBA BBA 

Firms BBA ABA 

Government BBA ABA 
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This unequal distribution of the gains from trade has different 
consequences 1n the tvo successive phases examined. In the 
"construction" phase, al though the solution of full 
liberalization does shov the highest payoff for all sectors and 
agents, it is not a Nash point, because both LI and II countries 
would have an incentive to engage in restricted trade. In the 
longer run (the "production" phase), on the other hand, full 
liberalization has both the highest payoff and is the Nash point 
for production and consumption, but it appears that households in 
other than HI countries, and firms and government in II countries 
would still have un incentive to restrict trade. As a 
consequence, three different Nash points eaerge in the longer run 
(Table 9) indicating a possible conflict among interest groups 
vithin the same country group. 

Tables 10 and 11, which respectively contain the multipliers 
and the multiplier differences for the Nash point (BBA) in the 
first investment phase, quantify the short run reallocative 
effects of liberalizing trade in the HI countries. The division of 
labour already prevailing in the base year situation (Table 5) 
vould be reinforced, with a higher share of agriculture in the LI 
countries, and a lover one in the II countries but with a higher 
level of food production in both group of countries. Compared to 
the strategy of restricted trade {BBB), agriculture increases 
everywhere and so do manufacturing and services, but the latter 
tvo increases are concentrated in the HI countries. The increases 
in the service sector, in particular, represent 54.27. of the 
production increases in the HI countries, 3.61. more than the 
restricted trade solution, vhile manufacturing accounts for 38.87. 
of the production increases, or about 1.7 points more than the 
conflict solution (BBB). 

A partial liberalization of vorld trade, led by high income 
countries, vould thus reallocate agricultural production in favor of 
low and middle income countries, enhance their 
self-sufficiency in food consumption and would reinforce the 
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Low incoae 
COU'ltries 
a.v. 

Agriculture 0.175 

Pr.Industry 0.036 

Manufacturing 0.251 

Services 0.167 

Total 0.628 

Index of 125 
food production 
pro capite 
( 1979-81=100) 

Table 10 

Prolllctian .,ltipl iers in tile c:arwtn.ctian 
periad for the lash solutian (IU) 

CLI) Middle incoae (Ml) 
cOU1tries 

X a.v. X 

27.9 0.183 18.9 

5.7 0.052 5.4 

40.0 0.424 43.8 

26.4 0.309 31.9 

100.0 0.968 100.0 

106 
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High incoae (HI) 
COU'ltries 
a.v. X 

0.225 3.5 

0.232 3.6 

2.519 38.8 

3.522 54.9 

6.497 100.0 

90 



Agriculture 

Pr. Industry 

~facturing 

services 

Total 

Difference in 
the Index 
of food prod. 
pro capite 
(1979·81=100) 

Table 11 

Procb:ticn -..l tipl ien in the c:anstructicn 
period: diffeteuc .. ~ the IIMh 

aoluticn (IM) and the "'canflict'" aoluticn <-> 

Low inccae (LI) Middle inccae (NI) High inccae (HI) 

cou,tries cou,tries countries 
a.v. X a.v. X a.v. X 

0.011 33.3 0.001 33.3 0.002 3.5 

0.000 0.0 0.000 0.0 0.002 3.5 

0.002 66.6 0.001 33.3 0.017 29.8 

0.000 0.0 0.001 33.3 0.036 63.2 

0.003 100.0 0.003 100.0 0.057 100.0 

9 5 - 9 
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pattern of international division of labour. Even though they 
would not liberalize, lower income countries would benefit from an 
increase in production of the two sectors that are ''key" to 
progress and growth, i.e. agriculture and industry. High income 
countries could concentrate in manufacturing and services, where 
their comparative advantage lies. liddle income countries, on the 
other hand, would receive only slight benefits equally 
distributed in all sectors. 
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4.2 International division of labour and Bayesian playing 

One important feature of the results obtained is the fact that 
while in the longer run free trade may be best for everyone, 
during the construction phase of each investment cycle, a pattern of 
restricted trade in the LI and the II countries and of free trade 
in the HI countries appears more likely to prevail. Vhether this 
will occur and with what probability, however, remains to be 
seen. On one hand, in fact, the free trade solution remains the 
point with the highest aggregate payoff and the one vith the 
highest payoff for the BI countries. On the other hand, if we 
ass1111e that the payoff is not constant but undergoes possibly 
wide fluctuations from year-to-year, what is true on average is 
not true in each period. Thus, the possibility of repeating the 
choice of the trade strategy over and over may in principle give 
rise to ■ore than one pattern of international trade. 

Because Bayesian learning gives rise to a non linear 
accumulation of information, furthermore, repeated choices of 
trade strategies within a stochastic environment may cause a 
pattern of trade that tends to perpetuate itself thereby 
validating its own choice. This phenomenon, which is similar to 
the one hypothesized by lrugaan (1985) in a non-stochastic 
context, may arise because any learning mechanism based on 
"picking winners", once chosen a suitable strategy, that appears 
attractive on the basis of present knowledge, may neglect to 
update the information on the alternatives, thus validating the 
original choice. 

In the case of the uniform distribution, this mechanism appears to 
be particularly effective because the Bayesian behaviour 
illustrated by equations (13), (14) and (15) is based on the 
extraction of a single sufficient statistic from the 
observations. In fact, given a ran.do■ sample z1 .... Zt from the 

uniform distribution over the interval (a,b), the conditional 
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probability distribution function (p.d.f.) of any single 
observation will depend on the values of the observations z1 ... zt 

only through the bi-dimensional vector statistic: 
[min (Z1 ... Zt); max (Z1 ... Zt)] . 

lore specifically, assume that z1 ... Zt is a random sample from 

the uniform distribution on the interval (O,C) , where the value of 
C is unknown. For any given value c of C such that c>O, the 
conditional p.d.f. f(./c) of any single observation Zj is 
specified by the equation: 

{19) f(Zlc) = 1 for Z< c -
C 

O othervise 

Assuming, as in our experiments, that the sample space is the 
set of positive numbers, the joint p.d.f. f (./c) of z1 , .... Zt, 

where C =c (c>O), is as follows: 

(20) 

0 otherwise 

Under these conditions, consider the choice of a joint 
strategy. In the first trial, such a choice may occur only 
because of the expected values of the single strategies chosen by 
the different players. In order to be abandoned, however, it is 
necessary that at least one player finds its expected value from 
the joint strategy decreasing. But this can never happen since 
the sufficient statistic max (Z1 .. Zt) can only be updated 

upward! Thus, once chosen, a joint strategy will perpetuate 
itself. 
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If both the lower and the upper bound of the uniform 
distribution are unknown, the situation changes because the 
sufficient statistic {min (Z1 ... Zt); max (Z1 ... Zt)} is amenable to 

both downward and upward revisions. Consider the expression for 
the expected value of the single strategy sh selected by player 
i: 

{21) h=A,B 
i=l,2,3 

The i-th player will switch to the other single strategy only 
if, in the next trial (t+l) , the following condition occurs: 

{22) 

1 

where AE indicates the variation of the expected payoff and APr 

the variation of the probability from one trial to the other. 

Expression (22) states the condition that, in order to change 
his choice of the single strategy sh, the i-th player will have to 
change his expectation about the payoff of the joint strategy 
realized by an amount made up by two additive components: (a) the 
ratio between the prior advantage of sh over sk divided by the 
posterior probability of joint strategy Sg, (b) minus the weighted 

sum of the variations of the probabilities of the other joint 
strategies (g'#g) divided again by the probability of Sg. 

If no change has occurred in the previous trial, 
term is zero. As for the first term, its size is 
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early trials, since Pr {SglSt} at the beginning is close to 

1/4. Thus, fort small, while the probability of revising the 
lover bound of the uniform distribution is larger, the amount 
required to cause the change is greater. Ast grows large, on the 
other hand, the opposite occurs, since the frequency of the joint 
strategy selected grows, while the probability of observing a 
value lover than the minim1111 (i.e. the probability that a value 
lover than the minimum has not been observed already) declines. 

Tables 12 and 13 show the results of a lontecarlo experiment 
perfonied applying the methodology described for the case where 
the infonaation at the players' disposal is exclusively on the 
short run effects of invest■ent and expected payoffs are perturbed 
by a random disturbance with a unifoni distribution within a given 
interval. 

Table 12, which presents the frequency of choice by strategy 
for each of the 50 sets of 50 trials, and the related average 
payoffs, lends itself to two ■ain considerations. First, 
convergence to the Nash solution is obtained in al■ost 327. of all 
trials and commands a simple majority in 22 out of the 50 trial 
sets. In purely probabilistic terms, therefore, if infonaation on 
the demand effects of investment prevails, as it is likely, over 
information on the supply effects, we should expect a tendence 
toward the persistence of international trade restrictions in LI 
and II countries and toward free trade in BI countries. 

Second, in several cases, convergence to the Nash solution was 
not obtained, while other joint strategies seemed to prevail. 
Although such a prevalence is of unstable nature, because of the 
incentive for some of the players to adopt alternatives, the 
results clearly show a tendence to depart fro■ a suitable 
learning path in many cases. In particular, the possibility of 
cumulative self-validating processes appears to be confirmed for 
certain strategies (BAA and BBB) with quasi-Nash characteristics. 
For example, in the 6-th, the 7-th, and 16th set of trials the 
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34 3 ll (i {; 44 l 0 -, 0.321 0. 499 4.932 L 

35 t' (I )j 2 ~- 1 0 47 0.334 0.687 0.105 
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45 0 0 -, 48 t: '·' t• (i o.m i_i.693 3.545 
41, 0 l) (, 0 i,."• 19 0 31 0.34'1 u.no 1.110 
47 (J 0 0 0 (1 (i 49 O.Jlb (1,779 o.on 
48 19 0 31 u 0 (I I_) 0 (1,275 (d".,2 4.4n 
49 0 0 10 ~· 0 40 0 0 0.381 o. 77u 4.491 
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Table 13 

FREQUENCY OF SINGLE STRATEGIES AND AVERAGE PAY-OFFS 
(Uniform distribution, construction period) 

LOW INCOME 
COUNTRIES 

MIDDLE INCOME 
COUNTRIES 

HIGH INCOME 
COUNTRIES 

FREQUENCY OF STRATEGIES CHOSEN 

COOPERATIVE 
(a) 

23.72% 

23.40% 

51.44% 

NON-COOPERATIVE 
(b) 

76.28% 

76.60% 

48.56% 

Slb 

AVERAGE 
PAYOFF 

.349 

.718 

3.221 



players' choice was 50 times over 50 trials joint strategy BBB. 
Vhile the Nash point BAA tends to do■inate the other strategies on 
average, therefore, the presence of the stochastic ele■ent gives 
significant possibilities to several suitable alternatives of 
restricted trade. The conflict solution (BBB), which is 
assu■ed to prevail in the base year, in particular, is chosen 
with a respectable 26.447. frequency. 

In this context, the free trade alternative does not appear to 
hold ■any chances of success (2.367. total score over the 2500 
trials), nor does it display any possibilities of cumulative 
self-assertiveness. 

As Table 13 shows, the single strategies chosen by the players 
over the entire experiment reflect the influence of the expected 
payoffs, but are the■selves affected by the rando■ness of the 
outocomes and by the infonaation learning process. Thus, ev~~ 
though non liberalizing strategies are al■ost always do■inant for LI 
and II countries in teras of expected payoffs, they are chosen only 
about 757. and 777. of the ti■e respectively. Si■ilarly, BI 
countries choose their dominant, liberalizing strategy only about 
517. of the time. 

Tables 
experiments, 
perturbed 

14 and 15 present a second set of lontecarlo 
where I have assumed that expected payoffs are 

by a nonaally, rather than unifonaly, distributed 
random variable. Furthermore, in addition to si■ulating the short 
run effects of investment, the longer run consequences are also 
taken into account by computing the increases in the productive 
capacity of each sector determined by the chosen invest■ent 
pattern (see Appendix A). loreover, the choice of the pattern of 
trade (i.e. the joint strategy) at the construction phase is 
assumed to determine the pattern of increase in productive 
capacity in the longer run, thus linking the two phases to each 

other and providing the model with a chain of dynamic feedbacks. 
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Table 14 

-Rlrt. SEl A~ PAvtfFS 
IOflECAALO ElPER I IDT If ~VES I [Jc P\.AY Fffi nE "COOTllCTI CH PER I 00' 

JOINT STRA1t6Y lFrl'(Jif!fl(y of choice 1n Nch trial set! 
TRlrt SEl ~ PAYlFFS 

It> W,A PliJ fctA ABB PM 88A £:4\B BBB L.l II.I. H.l. 

28 1 9 3 b 0 3 0 0.247 O.b48 4.034 .. 6 0 0 0 10 17 17 0 0.300 0.714 4.87S 
1 0 5 0 0 4 ,,. 4 14 0,351, O.b39 t'lifl .., ;..,) 

4 0 4 0 0 10 2b C 5 0.3119 0.792 ~.148 J 
C 0 0 0 0 ') 17 5 2b 0.3.42 0.825 4.%5 ·' .. 
b 28 14 4 0 4 (l 0 0 0.293 O.fl!i 3.909 
7 0 0 I 9 0 4 l4 22 0.32b o.m 4.314 
B 0 0 28 7 0 0 0 IS 0.323 0.842 4.348 
9 0 0 0 15 0 1 'l" .. , 7 0.317 0.7bb 4.300 

10 q 0 'l ') 0 0 15 22 0.284 O.bb8 3.791 .. .. 
II 0 0 3 14 17 8 0 8 0.372 o.~ 4.054 
12 27 8 1 8 0 0 b 0 0.291 osn 4.7b9 
13 0 0 0 4 0 24 0 22 0.34o 0.785 5.090 
14 0 3b 0 7 l 

, 
3 0 o.~ 0.830 5.2.b9 ·' 15 0 0 0 5 0 0 31 14 0.478 0.782 4.44b 

lb 0 0 40 4 0 b 0 0 0.309 0.848 4.510 
17 0 0 19 0 0 31 0 0 0.298 o.~ 4.605 
18 

, 
0 0 0 5 13 4 25 0.352 O.b38 4.123 .) 

19 20 27 0 2 0 0 1 0 0.3:0 U25 4.935 
20 21 18 0 0 4 5 2 0 0.363 0.61,6 4.1199 
21 0 0 21 4 0 lb 0 9 0.210 0.701 4.lllb 
22 4 0 35 0 0 11 0 0 0.!25 o. 7':R 4.412 
23 0 0 0 0 29 18 3 0 0.438 0.533 3.47b 
24 0 0 0 0 2.b 24 0 0 0.396 0.15> 3.930 
25 0 0 11 0 r 2.b 0 B 0.331 0.628 3.blS J 

2h 0 0 0 43 0 0 0 7 0.318 0.841 4.345 
27 II 9 9 0 12 9 0 0 0.387 0.:07 5.878 
28 3 9 4 0 0 1B lb 0 0.362 0.15> 3.850 
29 0 0 l 0 1 27 5 lb 0.42b 0.5&1 4.417 
30 0 0 11 15 I 10 20 3 0.303 0.5% 5. 117 
31 'l 0 22 I 0 25 0 0 0.351 0.913 3.051 .. 
32 0 0 28 0 2 12 8 0 0.315 o.rn 3.51,7 
33 0 0 1 B 0 18 0 23 0.411 o.~ 3.520 
34 0 0 9 1 l 39 0 0 0.374 o. 741 3.813 
3S 0 0 11 0 4 19 lb 0 o.~ o.ni 4.877 
3b 3 B 0 2h 0 0 'l 11 0.417 0.529 4.0lb .. 
'J7 0 8 0 0 32 0 10 0 0.31,1 o.m 5.252 
38 0 0 0 44 0 0 0 b 0.38b O.b22 4.288 
39 15 21 0 14 0 0 0 0 0.301 O.b'll 4.!Kl8 
40 25 1 ') 0 22 0 (l 0 0.238 0.52h 5.83o .. 
41 0 0 0 0 9 13 2b 2 o.m O.b75 4.354 
42 0 0 0 0 0 28 i) 22 0.491 0,851 4.b20 
43 0 0 I 0 13 32 4 0 0.348 0.620 5.127 
44 ') l 0 l 24 18 1 3 0.3Gb O.b88 ~552 .. 
45 0 5 0 14 0 4 2 25 0.331 o.~ 4.310 
4b 0 0 0 4 0 lb 0 30 0.370 0.813 4.4b1 
47 0 20 4 13 0 0 9 4 0.345 0.507 4.3,45 
48 0 0 38 0 0 10 0 2 0.297 0.700 4.821> 
49 21 13 0 4 0 7 0 5 0.300 0.725 2.~ 
~ 0 0 '[} 0 0 17 0 b 0.237 O.b2b 5. 409 

9.12'l. s.m 13.b87. 10.881 9.7bI 2: .• 001 i0.3b:!. 14.481 0.343 0,blj'(I 4.402 
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Table 15 

tfflECARLO Elf'ERIIIDITS [f P/.YESI~ FU¥ F!l: HE •~F.fru:Tlll' f'ERlOO' 
TRi~ sn JOINT STRATE6) (FrE-(Jlffln of choice in each trial sell 

ttJ MRta: f•Affl 
ua ilab abi abb baa bca bab bbb 1 ·, 3 L 

l 0 ,, 0 4 15 ., 
12 17 .578 1.023 b.109 4 

2 0 0 "IC il 0 0 0 14 .m 1.037 b.205 .... 
3 0 l 0 19 0 ·, 1 27 .694 1.000 8.167 L 

4 0 25 . 6 i " 'l 13 .1,17 1. lbb 7.418 I L .. 
C 0 0 23 -, i 14 0 10 .m 1.191 5.941 J L 

t, 0 18 0 b 
I !2 1 12 .519 1.431 6.141 ' , 0 0 0 0 0 \I 31 19 .620 1.m b.614 

B 0 0 0 33 0 i) 0 17 .51!8 1.233 1.m 
9 0 34 0 13 i) 0 0 3 .b47 1.204 9.0b3 

10 0 0 0 17 ' 4 1 27 .l,55 1.207 b.2"2 . 
11 0 0 0 i) 11 3 11 z; .1,93 1.231 b.951 
12 0 0 0 (, 0 i 32 17 .&72 .922 7.900 
13 25 1 19 0 0 I 2 2 .417 1.194 b."82 
14 0 0 2 (; 24 lb 0 8 .653 1.100 1.62b 
15 0 0 1 19 ' 3 1 23 .SIio 1.317 b.llM ., 
1,b 1 1 2 i. 2 8 n 21 .608 1.127 1.m 
t7 0 0 0 0 23 27 0 0 .674 1.195 7.702 
18 0 0 15 28 0 0 0 7 .574 1.223 7.810 
19 19 21 1 2 2 'l 2 1 .384 1.221 7.924 .. 
20 b 3 2 0 b 1 19 13 .4119 1.185 7.124 
21 9 0 ] 0 1 8 8 17 .534 1.252 b.587 
22 0 14 1 25 I 1 3 5 .42h 1.m 7.~ 
')T 0 0 0 0 5 1 31 13 .1,911 1.218 b.501 ,_, 
24 8 19 1 n 0 0 0 0 .S1& .951 7.572 
25 0 0 15 1 B 25 0 1 .576 1.046 7.432 
2b 0 3 0 3 0 b 28 10 .589 1.049 7.212 
27 0 0 0 l) ~· .)J 8 0 11 -~ 1.218 9.013 
28 0 0 0 C 1 lb 1 27 .la! 1.152 8.684 J 

29 4 2 1 l 8 28 4 ·2 .687 1.004 8.119 
30 3 0 4 2 4 12 23 2 .&bo I.On 7.011 
31 26 0 11 Q 0 1 0 1 .492 1. Olll 7.6 
32 0 0 0 38 0 I 0 11 .bll 1.359 7.638 
33 0 3 1 11 1 1 20 13 .566 1.158 J.971 
34 0 0 ' 7 25 3 3 9 .403 1.124 b.57'5 ,) 

35 0 0 0 0 (I 0 31 19 .599 1.103 b.838 
3o 0 lb 0 1) 0 1 25 8 .521 1.120 8.091 
37 b 0 0 0 13 0 25 b .blB .922 b.013 
38 39 0 I 7 I 0 0 2 .517 1.028 8.735 
~q 0 0 q 0 0 41 0 0 .537 1.200 J.381 
40 5 1 Iii 7 2 2 1 lb .~l 1. 121 1.m 
41 2 3 5 0 4 5 17 14 .522 1.560 8.038 
42 0 1 0 1 0 8 3 37 ·"'° 1.218 7. 91/0 
43 0 0 0 0 0 24 0 2b .606 1.148 8.503 
44 20 0 3 4 20 0 0 3 .592 .831 7.753 
45 0 0 14 3 0 b 1 2b .4bb 1.294 7.254 
4b 0 0 26 4 0 ;;, 0 17 .485 1.217 8.118 
47 0 8 0 2 0 l Jj 11 .542 1.012 7.blb 
48 1 2 15 B 1 2 20 1 .41B 1.133 1,,71() 
49 1 3 I l 1 9 8 2b .5bb 1.lb3 7.014 
~ 0 0 0 0 0 35 1 14 .527 1.(lllS b.lb2 

7.!m 7.lbl 9.00I 12.92'! 8.b8l 13.841 lb.361 24.%1 .566 1.1~ 7.402 
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The results for both periods are, in reality, somewhat 
disconcerting. Vhile the uniform distribution displayed a 
tendency to cause "bang-bang" behavior, with choices i•ediately 
concentrated in one solution, nonaally distributed disturbances 
appear to have the opposite characteristic of wandering so■ewhat 

among different strategies before locking in a particular 
solution. 

Both for the construction and the production period, however, 
the ■ost disconcerting result appears to be the de■ise of the 
Nash solution. To be sure, in the construction phase, the Nash 
point BB! manages to co•and a relative ■ajority, but at around 
24i., such a majority does not appear to offer any assurance that 
the world will converge to a stable solution, even in the presence 
of a c111tulative learning ■echanis■ about the payoff distribution. 
For the production phase, moreover, the Nash point is not even a 
joint strategy preferred ■ost of the ti■e, in the relative sense, by 
all players. The conflict solution BBB, instead, is the ■ost 
popular one, even though players appear to choose it often in 
combination with the Nash solution or with other points. 

Unlike the uniform distribution case, the free trade solution 
dominates the players' choices in several trial sets and overall 
commands a significant 9,127. of choices. Vhile this is still a 
low frequency compared to the other, globally less advantageous 
joint strategies, 
earlier one. 

this result appears ■ore encouraging than the 
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5. Conclusions and Policy Iaplications 

Rather than by a continuous variation of trade restrictions and 
resource allocation, policy refora can be characterized as the 
switching from one trade regi■e to another, thereby involving a 
choice among a li■ited nUJ1ber of alternative combinations of 
trade strategies. 

In this paper a computable general equilibriua ■odel has been 
used to generate alternative patterns of econo■ic activity, 
corresponding to different co■binations of policy regi■es of 
liberalized and restricted trade. The use of a gaae theory 
fraaework has shown that the usual co■parative advantage 
principles may be inadequate to identify ■eaningfull scenarios 
for prediction or policy reco•endation. The distribution of 
gains fro■ trade both within and across countries, in fact, and 
the lack of inforaation on the likely outco■es of the different 
policy changes may prevent countries fro■ liberalizing trade, 
even though this policy does insure that aggregate welfare is 
maximized. 

The si■ulation runs with the esti■ated ■odel have shown that, in 
spite of the aggregate superiority of the free trade scenario, a 
joint strategy of partial liberalization constitutes an a 
priori superior policy set from the Nash point of view of 
self-enforcing or bargaining equilibria. Because high inco■e 

countries appear to be the main beneficiaries of trade 
liberalization both in the short and in the long run, it see■s 

fair to reco•end that they unilaterally liberalize trade and 
remove all relative price distortions within their econo■ies. 

Viceversa, the model suggests that low and ■iddle inco■e 
countries should not liberalize in the short run, but could 
move to gradually eliminate their own barriers to trade in a longer 
period of time, once the beneficial impact of the first round of 
liberalization would begin to display their impact on the overall 
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reallocation of productive capacity. 

Vhile these conclusions are clear from a normative point of 
view, the use of a Bayesian learning mechanism combined with the 
general equilibri11.11 model yields results that give only little 
hope that the solution recouended will be spontaneously reached by 
the countries involved in the international policy game. 

A first attempt at simulating country choices within a Bayesian 
gaae-theoretic framework with a unifor11 distribution of payoffs 
did produce results showing a clear tendency to choose the Nash 
solution in a large majority of cases. The use of a nomal 
distribution, which appears as a more likely candidate to 
represent the conditions of uncertainty in the market, however, 
suggests otherwise. Only in a relatively small segment of total 
strategy space, in fact, did the choices made converge toward the 
Nash equilibrium. loreover, while the number of Nash choic~J 
constitute a relative majority aaong the joint strategies 
available in the short run, the long run exhibits a clear 
preference for the conflict solution. 

Finally, the model developed incorporates the suggestion made in 
the recent trade literature that policies may be cumulative and 
become self-enforcing via accllllulation mechanisms of various types. 
The Bayesian learning mechanism appears to do that by tying 
successive choices to payoff estimation and viceversa by 
concentrating on learning about payoff distributions for choices 
which originally happen to be made by chance. 

Within this context, a policy of "picking winners" is naturally 
derived by the fact that each strategy is chosen on the basis of 
its likely superiority over the others, given the initial 
information about both. As a consequence, any joint strategy ■ay 

become "winning" once it is chosen, since until it is discarded the 
information collected is only used to update the estimate of its 
payoffs. 
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Appendix A. 

Estiaating the I-0 Coefficients of a Social Accounting latrix *) 

1. A.lternative estiaators of i-o coefficients 

1.1 Generalities 

As is well known, the fixed coefficient production ■odel is based on 
the idea that production possibilities can be described through a 

finite {and sufficiently small) nUllber of activities. Any two 
activities differ from each other either because they produce 
different co•odities or because they require different quantities 
of inputs to produce a given quantity of the saae co•odity. 
For any commodity i ■easured in physical units x, the input-output 
coefficient for input j in activity k is defined: 

{k) Y·. {k) 
lJ 

(1) fij = ~k) 

i.e. as the aaount {also in physical units) of input j devoted to 
the production of the i-th commodity in activity k divided by the 
amount produced in the same activity for the same co•odity. 

Fro■ (1), dropping the superscript k, i.e. assUlling that 
commodities produced with different activities are identifiable as 
different commodities, one can derive the definition of the so 
called Leontief production function: 

(2) x. = min 
1 

; j = 1,2 .. . m ; 

*) This appendix is largerly based on Scandizzo {199Oa) 
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Expressions (1) and (2) imply: (i) that all fij's>/0 and, (ii) 
Y· · Y· 

that lJ _ 1P for all j and p except for the case where one r. - r.-
lJ lp 

of the coefficients is zero. In the most general case, the 
observed values of the f's can be thought as consistent with the 
following mathematical programaing model: 

(3) maximize Z = V(X) 

F 1 I - (I - C) < O 

subject to: F2 I - Y < 0 

X > 0 

where Xis an nxl vector of production level C an nxl vector of 
final uses, Y an mxl vector of primary input levels, F1 and F2 
respectively an men and an mxn ■atrix of i-o coefficients. The 
above model is fonaed by an arbitrary non convex function of the 
vector of co•odity levels I, under three sets of constraints 
requiring respectively: (i) that total output, net of 
intermediate uses, should be at least as great as required by 
(given) final uses, (ii) that use of pri■ary inputs should not 
exceed resource availability and, (iii) that each co•odity cannot 
be produced at negative level. 

Two cases of special significance of (3) are the simple linear 
programming problem: 

(4) maximize Z = P'I 
subject to: F2X - Y ~ 0 

X > 0 

where Pis an nxl vector of weights, and the Leontief open model: 

(5) X = F1 X + C 
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vhich can be considered a solution of (1) for the cases vhere the 
set of resource constraints is dominated by the set of consllllption 
constraints. In other vords, if C is sufficiently small, the 
resource constraint vill not be binding and the ■axi■ization ■odel 

in (1) collapses to the set of linear equations that express the 
second constraint. 

A special case of (5), which can be obtained by si■ply re-naaing 

the variables, is the social accounting ■atrix (S.AI) ■odel: 

vhere the matrix in square brackets is the S.AI and I, Y, Care 
combined in a closed-loop Leontief model. In this case, the 
proble■ in (3) beco■es: 

(7) ■axi■ize z0 = V(I) 

F 1 I - (I- C) < 0 

subject to: F2I - Y < 0 

F3Y - C ~ 0 I, Y, C ~ 0 
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1.2 The f:ued Coefficient lodel 

Even though analysis of the stochastic nature of the input-output 
model has received so■e attention since the fifties (Briggs, 1957), 
a full treatment of the estimation of the input-output 
coefficients has been proposed by Gerking only in 1976, with 
further contributions by Brown and Giarratani (1979) and Gardini 
(1985). A recent contribution along similar lines for the 
estimation of input-output coefficients for linear program■ing 

models is due to Ray (1985). 

Consider a sample of R units (years or firms) for which we can 
assUJ1e a choice proble■ of the type outlined in (7). For the r-th 
observation we can write the equation: 

(8) Y .. = f .. x. + u .. 
lJ lJ 1r lJr 

i = 1,2 .... n 
j = 1,2 ....• 
r = 1,2 ... . R 

where uijr is a random variable with mean zero identically and 

independently distributed for all r. 

Under the assumption that both Y .. and x. are measured with lJr lr 

error, and, as a consequence, 0LS estimates of fijr are both biased 
and inconsistent, Gerking examines the properties of three different 
estimators of (6): (i) the instI'UJlental variable estimate proposed 
by Vald (1940), (ii) a second instru■ental variable estimator 
proposed by Durbin (1954) and, (iii) the TSLS method applied to the 
set of simultaneous equations obtained by arranging the f .. 's lJ 
column by column and adding two accounting identities. 

Brown and Giarratani, on the other hand, take issue with the 
method used by Gerking on three grounds. First, they are not 
satisfied with Gerking's use of prior information, particularly 
for what concerns consistency of the input-output estimates with 
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both sales and purchases identities and the fact that disturbance 
ter■ s ■ay vary across sample units in response to variations in 
size, product ■ix, capital vintage and accounting practices. 
Second, they claim, due to the "unique" nature of regional 
input-output ■odels, stochastic techniques ■ay be impossible to 
apply. Third, the TSLS ■ethod yields esti■ates that neither 
satisfy accounting restrictions nor possess small sample moments. 

In his ■ore recent contribution, finally, Gardini argues on the 
one hand that Gerking's syaultaneous formulation is based on a 
misunderstanding on the nature of the accounting identities, 
which are to be considered prior infor■ation restricting the 
parameter space and cannot be used to create new endogenous 
variables and new structural relationships. 

On the other hand, the saae author shows that the syste■ of 
equations obtained by re■oving fro■ Gerking's system the 
accounting identities can be simply esti■ated. In spite of the 
interdependence among the different equations which yields a 
structure of seemingly unrelated regression equation, OLS or 
other single equation methods can in fact be used because the 
system is formed by input demand equations with the same 
independent variable (the j-th output level). 

Following Gardini further suggestions on a general formulation 
for the input-output esti■ation proble■, which coincide with 
Ray's main model, a fuller stochastic specification to esti■ate 

(8) can be obtained by SWIiiing over then products in the r-th 
firm's production plan: 

n 
(9) Y. = E f .. x. + u. 

Jr i=l lJ 1r Jr 

n 

j = 1,2 ....• 

r = 1,2 •••• R 

where YJ.r = E Y.. is the input level for the j-th input and 
i=l lJr 

the r-th firm and ujr is assUJ1ed to have the usual properties: 
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E(u. ) = 0, var (u. ) = u2 j, cov (u. , uk) = 0 for r # s. Jr Jr Jr s 

In vector terms, (9) can be written as: 

(10) Y. = X F. + U. 
J J J 

j = 1,2 .... m 

where Yj 1s the Rxl vector of input levels for the j-th input of 

the R fins, 
n products 

Xis the Rx n ■atrix of the output levels for the 
and the R fins, F. is the n.xl vector of 

J 
input-output coefficients for the j-th input and U. is the R X 1 

J 
vector of rando■ disturbances ujr for the R firms. 

If each sa■ple unit produces the sa■e set of products, 0LS 
applied to each input separately would appear to be the best way to 
esti■ate the i-o coefficients in (10). Even if the rando■ 

disturbances across equations were conte■poraneously correlated, in 
fact, one could not improve on 0LS via the Zellner procedure 
since the same explanatory variables appear in all equations. 
Note also that only the total values of inputs used and outputs 
produced would be needed for each sample unit. In other, words, a 
complete set of mxn input output coefficients could be obtained by 
simply regressing R observed values· of total inputs on R 
observed values of total outputs. 

Vhile the 0LS prescription can be broadly accepted as one of 
the major estimating alternatives, tvo problems arise with its 
use, one related to the model interpretation and one to its 
application. The first problem concerns the nature of the 
disturbance term ujr• This term expresses an additive 

disturbance in the equation that describes the components of 
resource use. For each primary resource, therefore, the i-o 
coefficients are assumed to be affected by a common rando■ 
disturbance. The regression estimates of the fij's ,in other 
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words, are based on the assumption that differences in input use 
between sample units are due solely to differences in output 
levels, apart fro■ an additive random tera. 

This interpretation has three ■ain implications for the i-o 
coefficient estimates: first, their accuracy depends on how wide is 
the variation of input use and output levels in the sample; 
second, their reliability is itself inversely proportional to the 
variability of input use in the sample as compared to the 
variability of output levels; third, being estiutors for an 
abstract "average" unit, they express a co•on central tendency of 
the technology for each input. 

A second problem with the OLS estimates relates to the 
specification in (9) (10). If we are confronted with a cross 
section sample, a stable technology does not exclude that the 
sample units (e.g. the fins) differ of each other by so■e 
characteristic that is important in detel'llining production 
perforaance, the simplest of such a characteristic being the case 
where different production units produce different sets of 
products. 

In such cases, it is generally possible to improve on OLS via 
the Zellner (1962) procedure. 

It is also i■portant to take into account the fact that only 
non negative values of the parameters in F are a priori 
expected. As Ray (p. 661) points out, a correct specification of 
the model does not necessarily imply non negativity of the i-o 
coefficients, because of the error term. Therefore, negative 
estimates cannot be dealt with by eliminating the corresponding 
variable and rerunning the regression as it is usually done. 

Vhile one of the options open seems to be constrained least 
squares (Judge and Takayama, 1966), the sample distribution of 
these estimates is unknown. Furthermore, these estimate lack most of 
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the desirable properties of OLS. 

An alternative option, which appears ■ore desirable, consists in 
the use of prior information. This can be achieved both 
through "classical" and Bayesian methods, by asslllling that the 
distribution of the esti■ates is characterized by a range, a ■ean 

and other paraaeters established on the basis of experience or 
prior studies. In the case of agricultural micro input-output 
coefficients, in particular, agronomic studies can usefully 
provide prior expectations on the plausible range of the 
estimates. 
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1.3 landoa coefficient aodels 

Rather than additive disturbances, input output coefficients 
are ■ore likely to be affected by ■ultiplicative rando■ errors. As 
noted by several authors •, including Hildreth and Houck 
{1968), Sengupta {1976) and Ray {1985), adopting the assumption of 
multiplicative disturbance introduces randoaness directly into the 
coefficients. Taking for reference equation {10) , this 
implies: 

{11) F-=F-+V. j=l,2 ... ■ 
J J J 

where Fj is a vector of values of the para■eters, and Vj is a 

vector of rando■ variables. Equation {11) can thus be restated 
as: 

{12) Y. = X F. +(XV.+ U.) 
J J J J 

j = 1.2 ...• 

To estimate Fj we can apply Hildreth and Houch ■ethod provided 

that we can assUJ1e: 

2 Var(V .. ) = ~- I 
lJ 1 

Because the structure of the rando■ errors implies a violation of 
the assumption of homoscedasticity, a generalized least square 
method can also be used to esti■ate the average values of the 
random para■eters in {9) and (10). 

A ■ore popular method of estimation in the case of 
multiplicative disturbances consists in measuring for each sa■ple 
unit the random coefficient relative to the i-th output and the 
j-th input. The sample means of the rando■ variable fijr: 
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(14) f .. 
lJ 

1 R 
= I{ E f .. 

r=l lJr 
i = 1,2 ... n 

j = 1,2 ... II 

over the R units sampled, under hypothesis {11) are the best 
linear ubiased estimates of Fj in (9) and have all the 

desirable properties 
non negativity. 

of this type of estimates in addition to 

Several problems may arise, however, in such a direct method of 
estimation. First, one must ■easure the quantities of input used 
for each output. Second, unless all sample units produce all 
outputs and use all inputs, saaple selectivity ■ay be suspected, 
with consequent loss of unbiasedness of the esti■ates. Even in 
the case of large and specialized surveys, single products 
observations ■ay vary widely and both unbiasedness and efficiency of 
estimates may be severely compro■ised. 

As an example of problems related to sample ■easures of 
input-output coefficients, it is useful to consider what lutcher 
and Scandizzo (1981, p. 145) have to report fro■ one of the 
largest surveys (8000 sample units) specifically designed to 
■easure input-output coefficients in agriculture in North East 
Brazil. According to these authors, while the estimates of 
production coefficients were generally obtained through means 
computed from the survey data, a nllllber of possible sources of 
error were uncovered. First, despite the large size of the 
sample, the number of observations of the production relations 
for any individual crop was quite small, because crops were 
frequently interplanted. Second, the frequency of observations 
varied widely among crops and consortiums, and the coefficients 
estimated for those with only a small number of observations ■ay 
have been affected by large biases. Third, although the sample 
points were scattered over large areas, observations of 
particular crops were spatially concentrated and thus may have given 
a distorted impression of their average distribution and also, 
perhaps, of their average production relations, because local 
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weather, soil quality, and other ecological factors aay 
significantly affect yields, labor requirements, and so forth. 
Finally, some of the survey data were of better quality than 
others, because of differences aaong the survey teaas and the 
degree of understanding of the infonaants. 

In response to these proble■s, the same authors resort to 
informal methods of checking and correcting the reliability of 
the underlying data. In particular, they report the following 
three step procedure: 

(a) calculation of the distribution statistics of the basic 
input-output relations, 

(b) vhere the saae crop is produced in aore than one activity, 
that is, alone or interplanted vith other crops, or both, tests 
for significant differences in yields, 

(c) c011p&rison of the eapirical vith esti■ated theoretical 
distribution of the paraaeters for different activities 
(generally noraal) and rejection of outliers. 

Because of the proble■s that beset intensive surveys and the 
sheer cost of data collection, therefore, it is not apparent a 
priori that the best route to follow is the esti■ate of every 
single coefficient on the basis of saaple averages. Vhile this is 
obvious in the case where non random coefficients may reasonably be 
assUJ1ed, even in the case of ■ultiplicative disturbances, 
aggregate OLS methods are appealing because they do not require 
measure■ent of each input-output relation for each sa■ple unit. 

One of the main questions that confronts practitioners of 
input-output methods, in fact, is whether i-o coefficients can be 
estimated from aggregate data, or at most fro■ a sample of 
budgetary data of production units. In many cases, indeed, 
national statistics already include routine generation of data 
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sets, containing aggregate input and output data at firm level, 
through a network of "repeated" samples s . 

67 



1.4 The est:iution of the Vorld S11 

In order to set out the basics for estimating the SAi for the 
three groups of countries selected, I consider two different data 
sets: (i) the statistical data fro■ the Vorld Development report 
(1991) and, (ii) the estiaates of three "representative" 
SA.ls concerning, respectively, Sri Lanka (Pyatt and Round), for the 
LI countries, Portugal (Norton, Scandizzo and Zi•enaan (1986)) for 
the n countries, and Italy (Scandizzo,1990)) for the HI ones. 
These two data sets correspond to (i) basic ti■e series for the 
econometric esti■ates and, (ii) to the co■ple■entary set of prior 
information. 

The algorithm utilized to esti■ate the input-output 
coefficients consisted of a routine solving the following 
constrained aaxi■ization proble■: 

lax L = 

Subject to: 

E 
ij 

A 

(f .. - f .. ) 
lJ lJ 

E f .. { ·t = {J·t 
i t lJ 1 

' A 

E f .. {·t = {-t · t lJ 1 1 1, 

j = 1, ... n 

i = 1, ... n 

where {- and {-
1 J 

are respectively the i-th and the j-th 

element of the vector {t' =[xt, Yt, Zt] in (6) and is drawn fro■ 

the Vorld Bank statistics of the t-th year. 

The solution of the problem in (15) corresponds to a 
combination of the fixed and the random coefficient ■odel. In 

fact, while estimates of the individual coefficients are obtained as 
though the underlying model followed a stochastic equation like 
(11), the constraints follow a fixed coefficient hypothesis like 
(8). loreover, a meaningfull solution of the problem ■ay be 
obtained even with a single set of observations, provided that 

68 



suitable prior estimates of the fij's are available. 
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Appendix B 

A Dynaaic Coaputable General Equilibriua lodel for the 
Analysis of Vorld Interdepences 

Consider a three-region decomposition of the 
equation: 

(1) dl2t = A21 A22 

dl3t A31 A32 

dllt 

primal Leontief 

where dlit is a vector of changes of production levels at the 

time for n commodities produced in the i-th country group, A .. lJ 
denotes a matrix of input output coefficients (i,j=l,2,3) and 
dCit ~d dYi (i=l,2,3) are respectively a vector of changes of 

final consumption levels and a vector of changes 
levels in each of the three regions. 

of investment 

Consumption of the h-th institution in the i-th region 
satisfies the behavioral condition: 

i = 1,2,3 

h = 1,2 ... H 

where dCiiit is a 3nx1 vector of consumption changes and dV*hit is 

the income change of the h-th institution in the i-th region, dPtis 

a 3nx1 vector of prices in the three regions and Ahit a 3nx3n 

matrix of demand-price coefficients. 

Expressions (1) and (2) are related through the definition: 
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(3) 
H 
E 

h=l 
i = 1,2,3 

Factor markets are ruled, on the demand side by the Leontief 
equation: 

(4) 

F12 F13 dllt 

A12 A13 d12t 

A32 A33 d13t 

where dZ1 (i=l,2,3) is a vector of changes in demand levels of 

primary factors and indirect tax (subsidy) equivalents e in each 
country group and Fij {i,j=l,2,3) is an input-output matrix. 

On the supply side, the market aknowledges neoclassical supply 
functions: 

(5) 

dPflt Gll 

dPf2t = G21 

dPf3t G31 

G12 G13 

G22 G23 

G32 G33 

where dZ~t {i=l,2,3) is a vector of changes in supply levels of 

primary factors and indirect tax (subsidy) equivalents in each of 
changes for the same variables and Gij {i,j=l,2,3) is a matrix of 

factor price supply coefficients. Note that the characterization of 
tax equivalents in terms of levels demanded and supplied gives the 
possibility of endogeni~ing their determination as well as of 
assigning them a price. In this context the "demand" z1t tax 

(equivalent) represents the demand for financing from the part of 
Government, while the price Pfit can be interpreted as a measure of 

the effective tax (subsidy) collected (paid) in correspondence to 
the amount levied. 
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In equilibrium: 

Income accrues to factors according to the equation: 

i=l,2,3 

where dVit is a vector of factor incomes in the i-th region and 

Zi and Pfit(i=l,2,3) are the vectors of the levels 

respectively of factor use and prices at the beginning of period t. 
Income is also distributed from factors to institutions 
according to the relationship: 

* * * dVlt "'11 11112 "'13 dVlt B.11 112 113 dVlt 

* * • (8) dV2t = "'21 "'22 "'23 dV2t ~ 121 122 123 dV2t 

* * * dV3t "'31 11132 11133 dV3t 131 132 133 dV3t 

* where dVi (i,j= 1,2,3) is a vector of institutional incomes in the 

i-th region, "'ij (i,j=l,2,3) is an income distribution matrix and 

B.ij (i,j=l,2,3) a matrix of transfer coefficients. 

Supply conditions for output prices are determined on the basis of 
Leontief technology: 

dPlt All A12 A13 ' dPlt F11 F12 F13 ' dPflt 

(9) dP2t = A21 A22 A23 dP2t + F21 F22 F23 dPf2t 

dP3t A31 A32 A33 dP3t F31 F32 F33 dPf3t 

where' denotes the transpose. 
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In order to explore more in detail some of the features of the 
model, re-write (1) and (2) with the compact notation: 

* (10) dXt = AdXt+ fdVt -

dXlt 

where dXt = dX2t 

dX3t 

Using (9), we obtain: 

dPflt 

where dPf = dPf2t 

dPf3t 

AdPt + 

* dVt = 

Applying (7) and (8) yields: 

dYt 

* dV1 
* dV2 and dPt 
* dV3 

* * (12) dVt = Rvpt F dXt + Rvzt dPft + Rvv dVt 

= 

where jR!ltl = wij Zjt and jRUtl = wij Pfjt 

dPlt 

dP2t 

dP3t 

Ve can now distinguish two different phases of the model. In a 

first phase (the "construction" phase) invest■ent displays only an 
effect of demand expansion, by increasing the consumption of 
intermediate and final goods. In this case, by substituting (12) 
into (11) and solving for dlt' we obtain: 
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and G is the matrix of factor price-supply coefficients in (5). 

Even though the effect of the investment in the first phase is 
only to expand effective demand, this seemingly once-and-for all 
shock has an impact also on the parameters of the syste■, since 
the matrices {R!~t} and {R~t} in {12} change in accordance to the 

new level of factor employment and prices. 

After an appropriate gestation lag, that we can set equal to 
one without loss of generality, the investment made displays an 
effect also on productive capacity. The factor equilibriWI 
equation for capital (and possibly for labour if investment in 
human capital has occurred} can thus be written in compact fora as 
follows: 

( ) dZ - G- l dP 14 t - ft+ H dYt-l = F dlt 

where Bis a matrix that quantifies the net impact of the 
investment made on factor supply. 

Solving (14} for dPft yelds: 

(15} dPft = GF dlt - GB dYt-l 

Substituting (15) into (11) and (12) and solving for dlt yelds: 

(16} 

In the second phase (the "production period"), therefore, we 
face two distinct investment effects: (i) the impact of current 
investment, via the Leontief and the Keynesian multipliers on 
effective demand and, (ii) the expansion of factor supply due to 
the investment previously undertaken that has overcome the 
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gestation lag. 
sign of effect {ii) 

Vhile effect (i) is unambiguously positive, the 
will depend on the balance between the price 

and the income effects. 

Consider first the case where each group of countries is only 
interested in the short run effect. The planning problem then 
consists in picking the pattern of tax and subsidy equivalents 
that gives rise to the highest payoff for any given level of 
investment. Each country group, therefore, faces the problem of 
estimating nt for every combination of tax and subsidy equivalents 

(every joint strategy). Furthermore, nt will be a stochastic 

matrix, so that the pay-off will be a random variable with a 
correspondent probability distribution. 

In particular, the expected payoff of the h-th institution in 
the i-th country can be specified as folllows: 

bhi 
(17) E [Ilhi(s)] = J Ilhi (sit) ~i (tlUt) 

* 
dVhi 

where Ilhi = """aY":-
1 

~i 

and E[Ilhi(s)] is the expected payoff at time t to player i of 

joint strategy s; Eis an exogenous disturbance randomly distributed 
between ~i and bhi' F!i (tlUt) is the conditional distribution 

function assigned by player hover se at time t regarding 
strategy s, given the observation (s) Ut. 

Applying Bayes theorem: 
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{18) 

Jhi L~i (Utlf) dF~i{t) 

~i 

hi (f) is the prior d.f. of abouts, and Ls {Ut If) is 

the likelihood assigned by hi to an observation Ut, assuming 

state f. 

Denoting by phi(s) the probability assigned by player hi to the 

choice of strategy S by the other players, the expected payoff 
of a single strategy for the player hi is: 

where S is the number of joint strategies and ~i(sluhi) is 

estimated again by applying Bayes theorem. 

Given an initial specification of 

equations (17)- (19) provide a basis to pick one particular 
institutional arrangement for factor exchange for each 
institution. Ass1111ing that a decision is reached for each country 
group on the basis of a suitable rule (e.g. simple majority), 
this allows us to solve the model under one particular F matrix. 
Because of the random disturbance f , however, the solution can 
itself be used to learn about the payoff distribution and to update 
each player's decision. 

Played in this fashion, therefore, the model evolves 
stochastically toward a steady state solution, even though in 
each period investment is allocated entirely exogenously. Bather 
than investmen level, in fact, chaises are assumed to occurr 
about the institutional framework that has to prevail. As a 
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consequence, the demand generated by investment is reallocated at 
each iteration toward the 
institutional arrangement 
stage. 

activities that are privileged by the 
(the joint stratey) prevailing at that 

Vhat happens if we now introduce the effects of the second 
investment phase? Clearly the investment pattern chosen in period t 
will influence not only the payoffs of the same period, but also 
that of period t+l. Choices of strategies at time twill depend, 
therefore, not only on the payoffs generated at that time by 
investment allocation, but also on those generated at previous 
ti■es. These in turn were function of the joint strategy selected at 
that time and in all the preceeding periods. 

The introduction of a Bayesian learning mechanism together with a 
gestation lag has thus the effect of making the model fully 
dynamic both in the sense that it contains a mechanism of 
endogenous accumulation (of information) and in the sense that 
this accllllulation results in a time dependent pattern of 
resource growth and allocation. 
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Appendix C 

Estiaates of The ■odel De■and - Supply paraaeters 

LAIBD.l G.lll.l 

A - 227874 0.3539 

L.I. I 0 0.0000 

I -294633 0.2507 

s - 266061 0.2551 

A -327829 0.1933 

I.I. I 0 0.0000 

I -609988 0.1562 

s -949954 0.2967 

A - 75644 0.0251 

H.J. I 0 0.0000 

I -4102928 0~2461 

s - 7414620 0.5210 

BETA TIIET.l 

[; 2. 7E-09 

L.I. 2.5E-09 L.I. 0.63 

1.5E- 08 

[ ; 1.0E-09 

I.I. 8.lE-10 I.I. 0.49 

9.lE-08 

[ ; 2.0E-10 

H.I. 2 .2E-10 H.I. 0.82 

1.9E-09 

LAIBDA = DIRECT DEIAND-PRICE COEFFICIENTS 
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GAD! = IARGINAL PROPENSITIES TO CONSUME 

BETA = DIRECT FACTOR SUPPLY-PRICE COEFFICIENTS 

TETA = PER CAPITA FOOD SUPPLY ELASTICITIES V.R.T. R. PRICES 

UNITS = millions of 1988 U.S. $ 

SOURCE OUR ESTIIATES 
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AN INPUT-OUTPUT APPROACH TO ESTIMATING OCCUPATIONAL AND 

EDUCATIONAL NEEDS IN SOUTHERN ITALY IN 20001 

1.0 INTRODUCTION 

The objective of this research is to estimate the 

occupational and educational needs in Southern Italy (the South, 

or Mezzogiorno) over the 1990's. These estimates are based on a 

program of public investment in the South and expected private 

investment in the region between 1990 and 2000. Input-output 

analysis is used to trace the impact of these investment on output 

and employment. The connection between employment by industry and 

employment by occupation is based on the current occupational mix 

of each industry. The educational requirements for each 

occupational level are detefmined by existing patterns of 

education for various occupations. 

Why might it be important to try to know the future patterns 

of occupational and educational need in an economy? One reason 

would be to avoid bottlenecks which could slow the development 

process by denying expanding industries properly qualified 

employees for various occupations. A second reason would be to 

guide investment, social and private, in different types of 

education and training so as to avoid waste. For both of these 

justifications a considerable disaggregation of occupations would 

be a necessary starting point. In the regional context, the 

employment needs of industries in the future have major 

consequences for in- or out-migration. For all economies, a bias 

towards centrally-planned development investment makes research 

into employment futures more attractive. The less the intended 

reliance on market solutions to allocation decisions in education 

and employment, the more appealing are projections of the 

consequences of development plans for all segments of the economy. 

This type of research seems less popular now than it was 20 

years ago. Then, perhaps because of the general popularity of 

1 This paper is based on a study conducted at CLES (Center for Research and 
Study of Problems of Employment, Economics, and Development) in Rome. The 
financial support of FORMEZ is gratefully acknowledged. Responsibility for 
the paper rests with the authors. 
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planning approaches to economic development, considerable effort 

was put into studies which purported to give a realistic portrayal 

of the educational needs which would be associated with particular 

development scenarios. Unfortunately, the refinement of such 

useful analytical techniques as input-output analysis had not 

progressed very far and many of these earlier studies failed the 

important tests of credibility and accuracy. However, even a more 

recent useful survey of manpower forecasting practice (Youdi and 

Hinchcliffe, 1985) contains very little reference to the type of 

methodology used in this paper. Apparently, much manpower 

forecasting has relied on simple projections of employment by 

industrial sector; such extrapolation of current patterns is 

unlikely to give reliable projections of future manpower needs 

except in the most stable of economies. Changes in the industrial 

composition of output, in labor productivity, in the supply of 

labor, in the occupational mix in different industries, and in the 

educational requirements for various occupations all make the 

simple extrapolation of the present risky.2 

Recent theoretical research into the process of economic 

development has found that factors other than investment are more 

critical in determining the development path for an economy. 

Models which emphasize human capital (Lucas 1988) have become 

dominant, confirming earlier research (Denison 1964 and Kendrick 

1977). The implications of this research for the present study 

are that investment in human capital should reflect as accurate a 

view of the economy's future as possible to avoid waste and 

optimize growth. 

2.0 ECONOMIC DEVELOPMENT IN SOUTHERN ITALY 

In Italy, regional economic dualism has been recognized since 

the unification of the country in 1860. (Schachter and Engelbourg 

1988) Over the last four decades the dualistic character of the 

Italian economy has been the subject of a large number of studies. 

The Mezzogiorno's backwardness was identified by Voechting (1951) 

2 There are, however, more sophisticated techniques for forecasting future 
.occupational needs. A technique using input-output relationships as a basis 
for employment forecasting is described in LeSage and Magura (1991). 
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as due to lack of entrepreneurship. Schachter (1965) suggested 

policies to encourage labor-intensive economic activities. Other 

research has found fault with an emphasis on large-scale, capital 

intensive projects (Dunford 1988), often with weak linkages to 

other sectors of the Mezzogiorno economy (Baum, Munro, and 

Schachter 1990). Even the shift out of agriculture of 2.1 million 

workers between 1951 and 1978 has failed to transform this sector, 

and through it the rest of the economy, in the manner experienced 

in most of Western Europe. (Munro and Schachter 1989) 

This failure has led to a sustained national effort over the 

last 40 years to bring a faster development pace to the South and 

to narrow disparities between South and North. The effort has 

been singularly unsuccessful. Indeed, the South continues to lag 

behind the North in virtually every measure of economic 

performance. Table 1 presents a sample of the statistics for the 

1980-90 decade. 
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TABLE 1 

MEASURES OF ECONOMIC PERFORMANCE IN ITALIAN REGIONS 

NORTH SOUTH 

1980 1990 1980 1990 

Population ( '000) 36,460 36,555 20,019 21,184 

Employment ('000) 14,279 14,851 6,208 6,323 

Labor Force ( '000) 15,097 15,887 6,981 8,017 

Labor Force/Population Ratio .414 .435 .349 .378 

Unemployment Rate ( % ) 5.4 6.5 11.1 L.7 

GRP Per Capita ( '000 1985 15,631 19,496 9,010 11,088 
Lire) 

Investment/GRP Ratio .226 .216 .274 .237 

GRP/Worker ('000 1985 Lire) 39,004 47,232 29,055 37,085 

Investment/Worker ('000 1985 8,808 10,195 7,952 8,815 
Lire) 

Consumption Per Capita 9,302 11,832 6,413 8,276 
( '000 1985 Lire) 

In the South, a higher proportion of the population is dependent 

(not in the labor force), more of the labor force is unemployed, 

and per capita and per worker measures of output are at least 20% 

lower. This disparity is much greater than the approximately 10% 

disparity in investment levels, reflecting the heavy use of public 

investment as a development tool. 

3.0 THE FORECASTING MODEL 
The investment planned (public) and projected (private) in 
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the South for the 1990-2000 period will have substantial effects 

on the region's labor markets and on the level and shape of 

educational requirements. Our forecasting model is designed to 

project these ~ffects. 

To assess the volume and structure of southern labor market 

one could simply examine the potential labor demand and supply. 

Since almost one-fifth of the labor force and about half of the 

youth (14-29 years of age) are unemployed, we could conclude that 

there are no shortage problems with the aggregate "raw" labor pool 

which is available. However, such a crude assessment of labor 

supply would be useless. We must assess the detailed labor needs 

of the additional productive capacity which will be created in the 

decade. Such a forecast should be final demand-oriented and 

should consider the impact of priyate and public investment, 

changes in stocks, and exports. However, this paper only 

considers the effects of investment. 

The project design, which is depicted in Figure I, 

distinguishes between the short run construction period and the 

long run operational period. Over the short run, it estimates the 

requirement of output and employment needed to supply inputs for 

capital goods demanded. That is, during the construction period, 

certain levels of output and employment are connected with gross 

investment outlays. In the long run, productive capacity is 

affected by additional investment and additional permanent jobs 

are created in the industries where investment takes place and in 

those sectors that supply inputs to the affected industries. 

3.1 The Short Run output Forecasting Model 
The short run model to assess the impact of output changes is 

specified as follows: 

AX= Yµ (I - a)-1 

where: 

AX = additional output; 

(1) 

Y = a demand vector by type or destination of expenditures; 

µ = a converting destination-origin matrix; and 

(I - a)-1 = Leontief's inverse. 

For the short run the demand vector, Y, is composed of 

ordinary investment, I, and public extraordinary investment, G, in 
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Figure 1 
List of Variables 

A ... change 
I= ordinary investments 
G ~ public extraordinary investments 
µ=bridge matrix from destination to origin 
A• marginal capitol-output ratio 
y = final demand 
( I - a )-1 = Leontievian inverse 
X ::1 output 
L = employment 
t = forecasted labor productivity 
P • employment by occupation matrix 
E = occupation by education level matrix 

~uperscripts 
S;oe south 
*=adjusted values 

sub~cripts 
D = destination 
o = origin 
G • public extraordinary investments 
I= ordinary investments 



the South. Thus, Equation (1) can be read as: 

2000 
6Xp = ~rsdt ~s er - a)-1 

t•l986 

where the subscripts and superscripts are: 

p 

q 

d 

s 

t 

= 
= 
= 
= 
= 

ordinary investment; 

public extraordinary investment; 

investment by sector of destination; 

South; and 

time (year). 

(2a) 

(2b) 

Note that here only additional investment, 6I (base year to 

year 2000), is considered; .rublic investment, G, represent 

disbursements from 1986 to 2000 based on a 1986 statute regulating 

extraordinary public outlays. Investment is reported and/or 

forecasted by sector of destination, that is, according to the 

sector which will utilize this investment. Since the model is 

demand-oriented, investment by sector of destination is 

transformed into investment by sector of origin with the help of a 

bridge matrix for the Southern Italian economy, µS. The inverse 

(I - a)-1 is a result of a TRIO (two-region input-output) which 

aggregates the MRIO (multiregional input-output) of 20 regions 

into North and South.3 The latest MRIO was constructed with 44 

sectors for the year 1985 (Schachter, 1991) and is based on the 

92-sector 1985 national input-output table (!STAT, 1990). The 

TRIO is specified in equations (3a) through (llb) and is depicted 

in Figure II. 

xNi = LXijNN + LTijNS + yN (3a) 
j j 

xS, 
1 = LXijss + LTijSN + yS (3b) 

j j 

6 

3The Northern regions comprise: Val d'Aosta, Piemonte, Lombardia, Liguria, 
Alto Adige, Veneto, Friuli-Venezia Giulia, Toscana, Emilia-Romagna, Umbria, 

,Marche, and Lazio. The Southern regions comprise: Abruzzi, Molise, Carnpania, 
Apulia, Basilicata, Calabria, Sicilia, and Sardegna. 
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where: 

x,N l. = northern sector i output; 
x,S l. = southern sector i output; 

. 
X· .NN 

l. J = northern sector i sales to northern sector j; 
X· .SS = southern sector i sales to southern sector j; l. J 
T· .NS = northern sector i sales to southern sector j; and l. J 
T· .SN l. J = southern sector i sales to northern sector j. 

We must deal with four inter-connected sub-matrices, for 

internal flows (X) and with two for interregional flows (T). The 

direct requirements are specified for internal flows in terms of 
the technical coefficients, aij: 

(4) 

The interregional flows ar~~specified in terms of interregional 
coefficients, tij= 

T• .NS 
l. J 

T• .SN l. J 
t .. NS 

l. J = and t• .SN l. J = (5) 
x,S 

J xNj 

The payments to factors, Vj, are specified as a share of total 

sectoral resources, Vj: 

V• 
J 

(6) 

The imports, Mj, are specified as a share of total sectoral 

resources, mj: 

and: 

raij + rtij + Vj + mj = 1 
i i 

conversely, 

·ra• .NN + rt• .NS+ yN = 1 l.J l.J 

(7) 

(8) 

(9a) 

7 



j 

Laijss + LtijsN + yS = 1 
j 

(9b) 

where y is the share of final demand, Y, of total resources used: 

C +I+ G + ~S + E = Y 

where: 

C = household consumption; 

I = ordinary investment; 

G = public extraordinary investment; 

~S = change in stocks; and 

E = exports. 

(10) 

Our first objective is to estimate the impact on sectoral 

output in the South (XS) and in the North (XN) of a change in 

demand in the South (YS). Therefore, we solve for: 

(lla) 

(llb) 

For the short run, southern sectoral investment, rs and GS, 

creates a demand for capital goods, rO, to be supplied by various 

sectors. Thus, for the short run the final demand, Y, reflects 

the derived demand associated with ordinary investment and public 

extraordinary investment. 

3.2 The Long Run output Forecasting Model 
Over the long run, there is a close relationship between 

sectoral investment outlays and changes in output or capacity. If 

we assume that change in output (economic growth), g, is a 

function of the amount of capital (~~equal to savings, s) 

and its productivity or the marginal output capital ratio e, then: 
s 

g = (12) 

Therefore, we hypothesize that: 

n 
~zIS = rroStBS (13) 

t=l 

8 



The accumulated investment over the period will affect the 

sectoral capacity requirement according to the sectoral capital 

productivity ra-tio, .B. The resulting additional sectoral output 

requirement is in essence an additional "demand" on the economy 

and is so treated. Therefore, AzS becomes part of AY5 and, using 

the (I - a)-1 inverse, we estimate the ensuing sectoral impact. 

or, from (13): 

n 

Ax1 = rr0S er - a)-1 
t=l 

(14) 

(13a) 

For extraordinary public investment, we use the combined 

planned outlays for the per'iod, Gt, in the same way as ordinary 

investment to determine the additional "demand": 
n 

AzGS = LGt.Bs 
t=l 

and the total output impact, ~G 

n 
AXG = LGt.BS (I - a)-1 

t=l 

3.3 Employment. occupation. and Education Forecast Model 

(15) 

( 16) 

9 

Once the forecasted sectoral output is estimated, additional 

labor input requirements are forecasted as a linear relationship 

with output. However, additional labor input requirements may be 

satisfied either by an increase in employment or by an increase in 

labor productivity. So, to assess the net employment requirement 

we must forecast a cumulative productivity adjustment (1 - 1) for 

each sector in each region over the period between 1985 and 2000 

where 1 is the forecasted accumulated productivity change. 

ALi = KiAXi (1 - li) (18) 

where: 

ALi = change in additional sectoral labor input requirement; and 

Ki =Li/Xi= sectoral labor/output ratio in 1985, specified for 
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the South as Kis and for the North as KiN· 

To pass from sectoral employment requirements to occupational 

requirements we use an employment-occupation matrix, pS for the 

South and pN for the North: 

(19a) 

(19b) 

where pS and pN are forecasted occupations fort= 2000. 

The last passage is from occupations to educational 

requirements. We would like to have as detailed a link as 

possible between occupations and their educational requirements. 

Unfortunately, this is not yet available and the only available 

statistics have only a 3-level education sector. This occupation-
-., 

education matrix is designated ES for the South and EN for the 

North. 

(20a) 

(20b) 

3.4 Model summary 
We can summarize our model for the short run by utilizing 

Equations (lla), (llb), (18), (19), and (20). 

~EtN = [(1 _ ANN)-1 (TNSxS)] [K (1 _ l)]N pN EN (21a) 

(21b) 

where yS is obtained for ordinary investment as specified in 

Equation (2a) as: 

(22) 

and for extraordinary public investment as specified in Equation 

(2b) : 
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(23) 

For the long run for ordinary investment, equations (21a) and 

(21b) do not cnange in form but the values for yS are different 

from those specified in Equation (13a): 

n 
ypS = I. rsdt es (24) 

t-1 

n 

YqS = I.Gtes (25) 
t-1 

4.0 DATA BASE FOR MODEL IMPLEMENTATIONS 
The data base for this paper includes the 1985 MR.IO 

(Schachter, 1991), the modified national income accounts 1980-1987 

(!STAT, 1990), the DRI (199'0) and OECD (1990) economic forecasts, 

the Banca D'Italia (1988, 1989, and 1990) statistics, the 

Department of Mezzogiorno Committee for the Creation of New Firms 

in the South based on PL 44 (Dipartimento peril Mezzogiorno, 

1990), IRI (Institute for Industrial Reconstruction), Olivetti, 

Fiat, and FORMEZ (Center for Study and Training), partial studies 

done by others (ISFOL, 1987, 1988, and 1989), BLS (1990a and 

1990b), and the latest structural studies in the USA (BLS, 1988), 

and CLMS, (Sum and Harrington, 1986). For public extraordinary 

investment the original data have been restructured and elaborated 

for sectors of origin by Cesaretti and Gagliardi (1989). Matrices 

of occupation and level of education have been elaborated based on 

the 1981 census (!STAT, 1986b). 

4.1 Endogenous variables 
Figure I shows the structure of the model. 

4.1.1 The TRIO Leontief Inverse This 88x88 matrix (see Figure 

II) is an aggregation, into North and South, of the 20-region, 44-

sector multi-regional input-output system for 1985 (Schachter, 

1991). The interregional flows have been estimated using location 

quotient techniques. The destination-origin investment matrices 

(µ) for the South are based on the national !STAT (1990) 
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destination-origin investment matrices. 

4.1.2 Employment Vector for 44 sectors (North and South) for 1985 

(ISTAT, 1990b): 

4.1.3 Projected Employment depends on changes in output per 

worker across the 44 sectors (North and South). The labor 

productivity forecast has been made as follows. For Italy as a 

whole, between 1950 and 1989, gross domestic product per employed 

person increased at an annual rate of 4.3%; it slowed down in the 

1970's to 2.8% and in the 1980's to 2.1% (BLS, 1990b). For Italy, 

official data shows an annual rate of increase of 1.5% for gross 

product per capita for 1982-1987; for the same period for 

Mezzogiorno, the annual rate of increase was 1.4% (ISTAT, 1990). 

In terms of value added per-; worker, the average annual growth 

between 1980 and 1990 for the manufacturing sector was 3.9% for 

the North and 4.5% for the South (SVIMEZ, 1991). Sectorally, the 

chemical industry had the highest increase in value added per 

worker of 8.7% for the North and 7.3% for the South. 

We assume that fer the manufacturing sectors (7-26) labor 

productivity will increase at about the same rate of the 1980's. 

For Italy as a whole, we used a study completed by Nomisma (1981). 

To differentiate between North and South, we approximated the 

relationship to the value added per worker of the 1980's (SVIMEZ, 

1991). For agriculture (sector 1), energy (sectors 2-6), 

consumption (sector 29), transportation and communication (sectors 

31-34), and credit and insurance (sector 35) we extrapolated the 

1980-1987 trend for each sector for Italy as a whole and then 

applied this regionally (North and South) from the existing 17-

sector values. Results are shown in Table 2. 
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TABLE 2 

LABOR PRODUCTIVITY CHANGES TO 2000 

Number Sector Labor 
Productivity 

Change 
1-(1-1) 0 

1 Aqriculture .0647 
2 Fossil Fuels .8425 
3 Coke .8425 
4 Petroleum .8425 
5 Electricity, Gas, Water .8425 
6 Nuclear Fuels .8425 
7 Ferrous and Non-Ferrous Minerals .5517 
8 Products from Non-Metallic .6589 

Minerals 
9 Other Metal Products .3637 

10-13 Mechanical . 7498 
14-15 Vehicles .3712 

16 Meat Products .7487 
17 Dairv Products .7487 
18 Other Food Products .7487 
19 Beveraqes .7487 
20 Tobacco .7487 
21 Textiles and Clothinq . 6897 
22 Leather and Leather Products .6897 
23 Wood and Wood Products .4861 
24 Paper .4941 
25 Rubber . 6867 
26 Manufactured Products, not . 6867 

classified 
27 Construction .9744 
28 Scrap 1.0 
29 Trade 1.0 
30 Hotels and Restaurants 1.0 
31 Land Transoortation .7575 
32 Sea and Air Transportation .7575 
33 Related Transport Activities .7575 
34 Communication .7575 
35 Finance and Insurance .9478 

36-40 Services 1.0 
41-45 Government 1.0 

A recent study suggests that labor demand is a function of 

"product-wage," value-added, and technical progress (Prosperetti 

and Urga, 1989). But, their 1970-1984 empirical study presents a 

somewhat different picture. While labor demand is positively 

.correlated with value added, it is negatively correlated with 
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hours worked, "product-wage'' and technical progress. This last 

variable assumes constant returns to scale and constant quality of 

labor and capital inputs. They find an annual productivity growth 

of 2.5% between 1970-1985 and 1.6% for 1980-1985, values which are 

similar to other sources. 

In our study, the estimated productivity change mirrors the 

DRI/BLS forecasts (about 50% growth of productivity between 1985 

and 2000) for manufacturing but productivity improvement in other 

sectors is forecasted to be much smaller. Indeed, for trade and 

services (sectors 28-30, 36-44) we assumed no growth in 

productivity. 

Formally, the sectoral compensatory productivity cumulative 

change for the South, lsj, has been calculated as: 

where: 

Vj = sectoral value added; 

Lj = sectoral employment; 

X total output; 

n = years since start ( l~n<15); 

I= Italy; 

S = South; and 

t = 1985 (initial year). 

(27) 

(28) 

Thus, employment projections for year tare determined by: 
** * L j,t+n = lj,t+n. L j,t+n (29) 

where L*j represents the unadjusted sectoral employment 

requirement projection and L** the productivity-adjusted sectoral 

employment requirement. 



4.1.4 An occupation employment (44x97} matrix for the North and 

South was estimated from the 1981 Census (!STAT, 1986b). 

4.1.5 A 97x3 occupation-education level matrix for the North and 

the South matrix was estimated from the 1981 Census (!STAT, 

198 6b) . 

4.1.6 Ca~ital-Output Ratio The capital-output ratio vector, ei, 

was estimated based on 1980-1987 (!STAT, 1990) and 1970-1984 

(!STAT, 1986a} value added and investment for the South and 1960-

1985 output and investment for Italy (!STAT, 1987a) using a two

year lag. Thus, generally: 

1 
(30) 

Table 3 shows the estimated values for eis· Note that 

manufacturing has a much higher capital productivity than other 

sectors. 

15 



TABLE 3 

MARGINAL CAPITAL-OUTPUT RATIOS (er) BY SECTOR 

Number Sector £\X/I I/£\X 
1 Aariculture .1115 9 
2 Fossil Fuels .0374 27 
3 Coke .0823 12 
4 Petroleum .0668 15 
5 Electricitv, Gas, Water .1508 9 
6 Nuclear Fuels .0662 15 
7 Ferrous and Non-Ferrous Minerals .0658 15 
8 Products from Non-Metallic .1948 5 

Minerals 
9 Other Metal Products .0159 63 

10-13 Mechanical .2425 4 
14-15 Vehicles .1350 7 

16 Meat Products .0820 12 
17 Dairv Products .0870 11 
18 Other Food Product~ .0999 10 
19 Beveraqes .1707 6 
20 Tobacco .1740 6 
21 Textiles and Clothina .1211 8 
22 Leather and Leather Products .1106 9 
23 Wood and Wood Products .1750 6 
24 Paoer .0770 13 
25 Rubber .1804 6 
26 Manufactured Products, not .2519 4 

classified 
27 Construction .0364 27 
28 Scrao .1575 6 
29 Trade .1749 6 
30 Hotels and Restaurants .1244 8 
31 Land Transoortation .0724 14 
32 Sea and Air Transoortation .0380 26 
33 Related Transoort Activities .0393 25 
34 Communication .0816 12 
35 Finance and Insurance .2008 5 

36-40 Services .0321 31 
41-45 Government .0717 14 

4.1.7 Exogenous Variables. The exogenous variables are 

investment by sector. Investment expenditures for our study 

consist of: 

(a) ordinary additions to fixed capital for replacement 

(autonomous) and to insure plant capacity (induced output) and 

· (b) extraordinary public investment aimed at Southern Italian 

16 
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Development. 

Forecasting ordinary investment is risky because of 

uncertainties connected with technological change, tastes, and 

international markets. Replacement investment is autonomous in 

terms of output and is related to the available stock and capital

output ratios needed to maintain the productive system at its 

status™ level. Induced investment is responsive to expected 

output, availability of loanable funds, cost of capital funds, and 

previous investment. In the absence of reliable time series data 

on regional sectoral investment outlays, we relied on partial 

information from various sources. 

For ordinary investment (private and public) problems arose 

because of the changes in the accounting system of ISTAT and the 

base of forecasting of DRI. Regional ISTAT unpublished data for 

17 sectors for 1970-1984 is. available at 1970 constant prices 

(ISTAT, 1986a) while published data is available for 1980-1987 at 

1980 prices (ISTAT, 1990). The ORI projections for 1988-1999 

(1990a, 1990b, and 1990c) are at 1970 prices but are based on late 

1980's (1982-1987) experiences when the annual rate of investment 

growth averaged 2.5-3.0%. Through 1999, therefore, they forecast 

the same rate of growth. In reality, between 1980 and 1983 Italy 

experienced a steady decline in investment and therefore the 

average rate of growth over the 1980-1989 period was less than one· 

percent. 

Sectorally, DRI (1990d) forecasts to 1999 investment for 

eighteen sectors by sector of origin at 1980 prices. We inflated 

these data to 1985 prices and normalized them with the 1985 

official ISTAT data for 1985. This gave us a vector for Italy's 

investment by sector of origin for 2000 at 1985 prices. 

At the regional level, we used separately the 1970-1984 and 

1980-1987 data for the South and for Italy and the destination

origin matrix, µS (17 x 44) for each year to obtain investment by 

origin based on the South/Italy ratio. The 1980-1987 data showed 

an annual growth rate of 2.1% for Italy and 1.8% for the South. 

Therefore, we used the 1970-1984 data with more (15) observations 

for each sector. This relative South/Italy trend was applied to 

the Italian vectors 1985-2000 to obtain the 2000 investment 

vectors by_origin for the South. Then, we normalized the total to 
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ORI data assuming the same rate of growth (1.8% annually for the 

South) for 1982-1989. 

For the extraordinary outlays Gri we rely on planned 

expenditures of the public sector as proposed in three investment 

plans based on the Law for the Development of South of Italy. 

64/86 and for which we have details. Planned expenditures are 

disbursed partially over the plan period and it may take 5-20 

years to complete them. The hypothesis of how much will have been 

disbursed in 2000 is based on the average trends in expenditure by 

the Dipartimento peril Mezzogiorno, the institution charged by 

the government to oversee these disbursements. 

5.0 IMPLEMENTATION OF THE MODEL AND RESULTS 
As noted above, we are assessing two different impacts. For 

the short run, the construction period, most of the effect is on 

the construction and mechanical sectors which must produce capital 

goods. This does not affect the productive capacity of each 

sector. The long run impact is determined by how productive 

capacity will be affected by additional investment. In the former 

case, temporary employment is created; in the second case, 

permanent jobs are created. For ordinary investment in the short 

run, the change in investment will have an effect while in the 

long run all (accumulated) investment has an effect. 

5.1 The Short Run Output and Employment Impact 
Total ordinary investment in the South was 50,700 billion 

Lire in 1985. Using a sectoral trend analysis, investment through 

2000 above this initial level will be about 6,300 billion Lire. 4 

Various extraordinary public investment will disburse 28,217 

billion Lire. In Tables 4 and 5 we show the projected impact of 

Southern investment on output and employment in the South as well 

as in the North and for all Italy. Note that these projections 

use only the additional investment for the period since the 

current level of investment requires the same amount of capital 

goods and has no additional impact on output and employment. 

4Note that one may argue that this projection is too low because, between 1985 
and 1990, fixed investments in the South increased by 5,600 billion Lire 
(SVIMEZ, 1991). On the other hand, between 1980 and 1985, the increase was 

.less than 1,000 billion Lire - and our projections are based on long run 
trends (1970-1987). 



TABLE 4 

CONSTRUCTION IMPACT OF SOUTHERN INVESTMENTS 1985-2000, 
SOUTHERN ITALY 

Investment Output Additional 
(Billion Lire) (Billion Lire} Emplovment 

De Vito Law 777 1,578 18,461 
Subsidies 10,222 21. 188 229,893 
IRI 1,304 2,486 35,382 
BULL 203 381 5,553 
OLIVETTI 583 1,222 13,369 
TEXAS 1,426 2,909 35,683 
FIAT 2,631 5,345 57,979 
III PLAN 2,545 5,311 55,131 . 

II PLAN - 4,788 9,898 105,004 
I PLAN 3,738 7,578 85,388 

Total Extra- 28,217 57,896 642,173 
ordinarv 
Ordinarv 6,331 16,161 171,844 
Total to 34,548 74,057 814,017 
2000 

19 

Table 4 shows that ordinary investment would cause a total 

output expansion of 16,161 billion Lire and public investment 

57,896 billion Lire requiring respectively a net increase of 

171,844 and 642,173 jobs. Thus, every additional job requires 

investment of respectively 27 million Lire in the case of ordinary 

investment and 23 million Lire in the case of public investment. 

However, the average investment per worker was 8 million Lire in 

1980 and 9 million Lire in 1990. 



TABLE 5 

CONSTRUCTION IMPACT OF SOUTHERN INVESTMENTS 1985-2000, 
NORTHERN ITALY AND ALL ITALY 

NORTH ITALY 

Output Additional Output Additional 
(Billion Employment (Billion Employment 

Lire) Lire) 
De Vito 276 2,119 1,803 20,580 
Subsidies 4,183 32,272 25,371 262,165 
IRI 421 3,247 2,907 38,629 
BULL 57 435 437 5,988 
OLIVETTI 234 1,814 1,455 15,513 
TEXAS 607 4,695 3,516 40,378 
FIAT 1,165 9,041 6,510 67,020 
III PLAN 1,060 8,122 6,372 63,253 
II PLAN 1,947 14,891 11,845 119,895 

I PLAN 1,406 10,738 8,948 96,126 
Total Extra- 11,356 87,375 69,164 729,548 
ordinarv 
Ordinary 3,044 22,846 19,205 194,690 
Total to 14,400 110,220 88,369 924,237 
2000 

As shown in Table 5, the spread effect to the North for all 

types of investment is projected to be 14,400 billion Lire and 

110,000 thousand jobs or about 20% in output and 12% in 

employment. This result is due to the expected higher labor 

productivity growth in the North and because of the large impact 

on the North-based construction industry. 

In the South the sectors most affected are mechanical 

industries, construction, petroleum, and electric industries. In 

the North the metallurgical, mechanical, and credit/insurance 

sectors are the most impacted. 

5.2 The Long Run output and Employment Impact 

20 

The long term impact reflects the needed additional 

productive capacity to satisfy additional expenditures. We assume 

that there is a large unused labor force that can be employed 

through additional capital expenditures and from imports by the 

rest of the country. Tables 6 and 7 show the long run effects of 

investment on the South and on the North and all Italy. 
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TABLE 6 

LONG RUN IMPACT OF INVESTMENT IN THE SOUTH 

Initial Output Final Output Employment 
Increase (AY) Increase (Ax) Increase (AL) 

(Billion Lire) (Billion Lire) 
Devito Law 91 199 1,985 
Subsidies 1,701 3,809 36. 456 
IRI 196 451 3,390 
III Plan 168 338 4.028 
II Plan 263 533 6,177 

I Plan 135 270 3,420 
Total Extra- 2,254 5,600 55,276 
ordinary 
Ordinarv 39,458 81.434 859,065 
Total to 42,012 87,034 914,431 
2000 

TABLE 7 

LONG RUN IMPACT OF INVESTMENT IN THE NORTH AND ALL ITALY 

I NORTH ITALY 

Final Output Employment Final Output Employment 
Increase Increase Increase Increase 

(Ax) (AL) (Ax) (AL) 
(Billion (Billion 

Lire) Lire) 
Devito Law 30 226 228 2,210 
Subsidies 665 5,048 4,474 41. 504 
IRI 75 571 526 3.961 
III Plan 54 411 392 4,439 
II Plan 84 637 617 6.814 

I Plan 42 317 312 3,557 
Total Extra- 950 7,210 6,549 62,486 
ordinary 
Ordinarv 7,827 60,298 89,261 919,363 
Total to 8,777 67,508 95,810 981,849 
2000 

As expected, over the long run ordinary investment has a greater 

effect than extraordinary public investment. 

Table 8 summarizes the impacts on the South over the study 

·period for both the short and long run. 
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TABLE 8 

SUMMARY OF INVESTMENT IMPACTS IN THE SOUTH 

Short Run 

Source of Investment Change in Additional 
Investment Amount Output (6X) Employment (6L) 
Exoenditure (Billion Lire) (Billion Lire) 
Total Ordinary 6,331 16,161 171,844 
Investment under 
L.64 (1) 

Extraordinary 626 1,570 18,075 
Investment (2) 
Extraordinary 28,217 57,896 642,:173 
Investment under 
L.64 (3) 
Total Extra- 28,843 59,466 660,248 
ordinary 
Investment (2+3) 
Total 34,--548 74,057 814,017 
Investment under 
L.64 (1+3) 

Long Run C2000) 

Source of Total Initial Final Additional 
Investment Investment Output Output Employment 
Expenditure Expenditure Increase Increase (6L) 

(Bill.Lire) (6Y) (6X) 
(Bill.Lire) (Bill. Lire) 

Total Ordinary 538,721 39,458 81,434 859,065 
Investment under 
L.64 Cl) 
Extraordinary 50,570 6,359 13,094 137,229 
Investment (2) 
Extraordinary 23,771 2,554 5,600 55,276 
Investment under 
L.64 (3) 
Total Extra- 74,341 8,913 18,694 192,605 
ordinary 
Investment (2+3) 
Total 562,492 42,012 87,034 914,341 
Investment under 
L.64 <1+3) 

The value of accumulated ordinary investment over the 1986-

2000 period is forecasted at 538,721 billion Lire. This is over 

.twenty times the expected disbursement by the public sector for 
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extraordinary expenditures. The induced effects shown in Table 8 

vary due to the sectoral distribution. Sixty percent of ordinary 

investment is in construction, services, transportation, and 

public administration where the marginal capital-output ratio is 

between 12:1 and 31:1; that is, in services it requires 31 Lire of 

investment for an extra Lire of output and in public 

administration, 14 Lire. 

Extraordinary public investment through the three Annual 

Plans will mainly be allocated to construction; i.e., 

infrastructure for which the induced output appears over periods 

which may be longer than the period of this study. 

Modigliani has claimed that investment in the South is 

insufficient because saving is too low, (Modigliani, 1990) but 

there are also problems because of the low productivity of 

capital. It is possible that much of the investment is autonomous 

and meant to replace old structures and equipment or is meant to 

respond to technical progress. This could explain why large 

public investment outlays in the South have caused capital 

deepening and labor savings but have not made a significant 

contribution to lessening hard-core unemployment. 

5.3 The Short and Long Run Impact of Investments: Output and 
Employment 
Our analysis has considered the short run effects the recent 

legislation for extraordinary investment in the South. Other 

extraordinary investment have been and will continue to be 

disbursed through the year 2000. Between 1980 and 1987 these 

accounted for 9.6% of all investment in the South, with annual 

proportions ranging from 12.0% in 1983 to 7.2% in 1987 (SVIMEZ, 

1990). These outlays will also have an impact on output and 

employment. Table 8 indicates that for the short run 9.6% of 

additional investment by the year 2000 would increase output by 

626 billion Lire creating an increase in short run employment of 

18,075. In the long run, the employment effect would be much more 

substantial - 187,329 additional workers. 

As one might expect, in the short run public investment has a 

larger effect than additional ordinary investment. Table 8 showed 

that in the short run 814,000 workers would find employment due to 
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investment of which 660,000 was created by new and old 

extraordinary investment. For the long run again, the "old" 

extraordinary outlays are included in the base but the new outlays 

are additional: Therefore, through the year 2000, an additional 

914,000 permanent jobs will be created in the South of which 

193,000 will be due to extraordinary old and new outlays. 

We now turn to examine the occupational detail of the 

increased employment levels. The first stage is to review the 

sectoral employment increases. Table 10 provides projections for 

the sectors with an increase in employment of more than 20,000 by 

2000. 

TABLE 10 

EMPLOYMENT INCREASE BY SECTOR IN THE SOUTH* 

Sector Sector Name Short Rank Long Rank 
Number Term Term 

(2000} 
1 Aqriculture --- --- 71,167 3 
5 Electricity, Gas, --- --- 27,672 13 

Water 
10 Metal Products 61,550 4 ---
11 Mechanical Products 113,463 2 ---
13 Electric and 60,296 7 ---

Electronic Products 
14 Auto Vehicles 28,052 9 ---
27 Construction 168,520 1 45.393 6 
28 Scrap 31,873 8 38,772 10 
29 Trade 81,150 3 143,141 1 
31 Transportation 22,108 10 52.551 5 
34 Communication --- 29,408 12 
35 Finance and --- 32,778 11 

Insurance 
36 Services 61.250 6 90,501 2 
38 Education 61,372 5 ---
40 Cultural and --- 54,887 4 

Recreation 
41 Government --- 38,907 8 
42 Public Health --- 38.268 9 
43 Domestic Services --- 47,756 7 

Total 689,634 711,201 

* Sectors with an employment increase of more than 20,000. 

Table 10 indicates that in the short run ten sectors will account 

for 85% of all additional employment, mostly construction and 



mechanical. In the long run, thirteen sectors account for 78% of 

additional employment but now mainly in trade and services. No 

manufacturing sector will have an employment increase of over 

20,000. This repeats the pattern of the 1980's. 
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6.0 INVESTMENT IMPACT ON OCCUPATIONS AND EDUCATIONAL REQUIREMENTS 
6.1 Impacts on occupational Needs 

The effect of increased employment resulting from investment 

on occupations is shown in Table 11. 

TABLE 11 

EMPLOYMENT INCREASE BY OCCUPATION IN THE SOUTH* 

Occupation Sector Name Short Rank Long Rank 
Sector Run Run 
Number (2000) 

1 Teachers 48,527 4 24,309 11 
27 Electricians 50,913 3 93,905 1 
31 Office 27,379 9 49,706 4 

Personnel 
35 Manaqers --- 21, 6!.8 13 
37 Farm Workers --- 39,558 5 
45 Metal Workers 107,527 2 25,763 9 
47 Mechanics 35,251 6 26,003 8 
49 Tool and Dye 35,122 7 ---

Makers 
71 Construction 132,470 1 39,285 6 
73 Electricians 31,048 8 24,303 12 
77 Tradesman 46,360 5 81,663 2 
78 Salesman --- 31.014 8 
83 Vehicle Drivers 25,738 10 34,705 7 
93 Barbers, --- 25,173 10 

Beauticians 
95 Guards, etc. 23,073 11 72,085 

Total 563,408 589,090 

* Occupations with an employment increase of more than 20,000. 

As expected, over the short run the occupations which show the 

largest employment increase are in construction and metal workers 

(42% of the total employment increase). Moreover, 67% of all 

employment increase is in eleven out of the total of ninety-seven 

occupational classifications. We must note that these 

occupational demand characteristics are due to the fact that the 

expenditure impact is only for capital goods that are usually 

3 
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supplied by these sectors. The long run impact on occupational 

requirements should be quite different than in the short run 

because investment impacts become distributed across all sectors. 

Nevertheless, Table 11 shows that, even considering this, thirteen 

occupations account for 64% of all employment increase. This 

increase is concentrated in service and trade occupations with 

manufacturing and construction occupations becoming much less 

important over the long run. 

6.2 Impacts on Educational Needs 

As was noted earlier, the occupation/education matrix only 

has three educational levels. Thus, it only provides a weak 

insight into the final stage of our study. The educational needs 

breakdown associated with increased employment in the South in the 

long term is shown in Table 12.5 

TABLE 12 

EDUCATIONAL NEEDS IN THE LONG RUN (2000) 

University High School Other 

Ordinary Investment 71,979 165,348 621,738 

Extraordinary Investment 2,333 7,412 45,531 

Total 74,311 172,760 667,269. 

From this, it would appear that the planned and projected 

investment program will not impose major needs on the educational 

resources and institutions of the South. However, a more 

comprehensive connection between occupations and education levels 

is needed before this could be a definite conclusion from our 

research.6 Moreover, significant expansion in the educational 

5 Changes in educational needs associated with construction activity and 
related short run investment-related needs would not be a good guide to 
educational investment. In the short run, any investment in human capital 
would be in the nature of short-term training. 
6 A sophisticated methodology to sharpen understanding and measurement of the 

.links between occupational groups and education is presented in de Grip, Groot 
and Heijke (1991). 



sector would require consideration of its own effects on output 

across all sectors. 

7.0 CONCLUSIONS 
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Our results are based on 1985 information and could be 

modified with data available for 1990. Employment in the South 

increased by 514,000 (8%) between 1980 and 1990 and by 182,000 

(2.7%) between 1985 and 1990. Our projections show an employment 

increase of 732,000 by 2000, an increase of better than 10%. Even 

though it is based on a static model, our forecasts reflect only 

partially the characteristics of the employment structure of the 

1980's. Over the past decade, agricultural, manufacturing, and 

construction industries suffered a reduction of 28%, 16%, and 6%, 

respectively while employment in services increased by 40% and in 

public administration by 221. 

TABLE 13 

ACTUAL AND FORECASTED EMPLOYMENT IN THE SOUTH (IN THOUSANDS) 

1980 1985 1990 2000 
Aqriculture 1,479 L 239 1,091 1,310 
Enerqy 56 59 63 89 
Manufacturinq 960 829 813 940 
Construction 683 693 645 718 
Services 2,079 2,622 2,898 3,314 
Public Administration 1,207 1,373 1,467 1,508 
Total 6,463 6,796 6,977 7,709 

More than half of the jobs will be created in service 

sectors, between 1990-2000 but because of the large base there 

will be only an 8% overall increase over the decade. Between 1985 

and 2000 a reversal of the trend in manufacturing (111,000) and 

construction (45,000) with a 14.15% growth over the years. 

As noted above, the investment program's impact on employment 

will favor particular occupations and, probably, require re

direction of the South's educational expenditures. Definite 

conclusions on this last matter must await a more complete 

analysis of relationships between occupations and education. 
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I INTRODUCTION 

The purpose of this study is to analyze the economic structure of 

Hokkaido and to forecast the Hokkaido economy with scenario analysis by using 

the Hokkaido Macro I-O integrated model. 

Hokkaido, which is located in the northeast of Japan, is the second 

biggest island in Japan, and is rich in natural resources. Hokkaido has only a 

century of history in terms of regional development and modern civilization 

after the Meiji Restoration in 1868. From that time to the end of WWII, the 

Japanese government had been promoting Hokkaido development with a view to 

ensure national security against Russia and to exploit natural resources 

through specialization in agriculture, fishery, mining, pulp & paper, and iron & 

steel. 

After WWII, those industries have continued to be dominant, and 

high value added industries have not matured in Hokkaido, even though Japan 

as a whole has experienced a restructuring of its economy, from heavy industry 

oriented to high value-added industry oriented. 

In 1951 the Hokkaido Development Agency was established to 

introduce special subsidies into Hokkaido to succeed pre-war government 

development policies. Since then, national subsidies were given in abundance 

for the development of infrastructure such as roads, seaports, 

river-engineering, dams, and agriculture infrastructure. 

* Professor, International University of Japan (IUJ), Niigata, Japan 
** Researcher, R&D of Hokkaido Electric Power Co Sapporo, Japan 
***This article was originally I?repared for the lOlh International Conference on 
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Tlie authors would like to thank Professor S. Shishido, president of 
International Univ. of J~pan and Professor F. G. Adams, Director of Economics 
Research Unit, Univ. of Pennsylvania, for their useful comments regarding our 
project. This article is one of the results of the joint researcfi project of 
International Univ. of Japan and R&D of Hokkaido Electric Power Co. 
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Although the amount of government expenditures for public works 

to regions depends on the population and the land area, expenditure to 

Hokkaido has remained over 10% of total public works by the Japanese 

government (see TABLE-1). Its overdependency on government support 

resulted in the current weakness of high value added industries such as the 

automobile, electronics, and machinery industries. 

TABLE-1 JAPAN AND HOKKAIDO IN 1989 

LAND AREA K■ 2 
POPULATION thousand 
REAL-GDE billion¥ 
PER CAPITA INCOME ■ illion ¥ 
PUBLIC WORKS billion¥ 

(A)JAPAN 
377,719 
122,744 

384,509.6 
313 

7,405.5 

(B)HOKKAIDO 
83,409 
5,642 

14,185.4 
251 

793.0 

(B/A)'.l; 
22.1 
4.6 
3.7 

80.2 
10.7 

Therefore, Hokkaido is heavily dependent on the rest of Japan for 

manufactured goods. As a result, effective demand stimulated by fiscal policy in 

Hokkaido leaks out to the rest of Japan, and Hokkaido has a great domestic trade 

imbalance. At the same time, less opportunity to work accelerates population 

out-flow to Tokyo and the surrounding area. 

However, after the PLAZA-Agreement in September 1985, and due to 

the low interest rates, low oil prices, the appreciation of the Japanese yen 

against the US dollar, and Japanese government's fiscal policy, an economic 

boom, the 'Heisei Boom', began in Japan and continued to January 1991. This was 
.:(' 

the s·econd longest post-war economic boom in Japan. This boom affected 

regional economies favorably and the Hokkaido economy was also affected by the 

boom, although with a time-lag. Furthermore, in spite of Japanese recession, the 

Hokkaido economy continues its boom (see Figure-1). 

Regarding the industrial structure in Hokkaido during the Heisei 

Boom period, the tertiary industry expanded because of a great number of 

tourists from the other regions of Japan, and the traditional industries 

mentioned above, except coal mining and the forestry industry, were revitalized 

by the demand from the rest of Japan as well. 
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FIGURE-! REAL ECONOMIC GROWTH RATES OF JAPAN AND HOKKAIDO, 1975-1989 
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T ABLE-2 SHARE OF SECTORAL OUTPUT IN HOKKAIDO, 1975-1989 

1 Agricul.,Forest.,Fish. 
2 Mining 
3 Mnufacturing 

3-1 Light Industries 
3-2 Industrial Materials 
3-3 Processing & Assembling 

4 Construction 
5 Private Services 
6 Public Services 

1975 1980 1985 1989 
10.7 7.6 7.0 6.2 
1.3 1.2 0.8 0.5 

13.2 13.7 11.2 12.0 
3.4 3.3 2.9 3.4 
4.2 4.3 3.3 3.5 
4.6 6.1 5.0 5.1 

12.2 13.3 12.4 12.6 
51.9 54.4 57.7 58.7 
13.5 12.4 13.5 12.8 

Therefore, we are going to study the Hokkaido economy and to make 

forecasts regarding the Hokkaido economy up to the year 2000 by using the 

HOKKAIDO MACRO I-O INTEGRATED MODEL with scenario analysis, in terms of not 

only macro economy, but also sectoral economy. 

The paper is organized as follows. Section 2 discusses the method 

of study. Section 3 explains the econometric model of Hokkaido. Section 4 refers 
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to the results of scenario analysis using the model. Finally, section 5 

summarizes the study with concluding remarks. 

II MODEL SYSTEM 

In this study, we intend to analyze the Hokkaido economic 

structure and to forecast future trends in the Hokkaido economy by using the 

HOKKAIDO MACRO I-0 INTEGRATED MODEL. First, we will explain the total model 

system which comprises three models: a macro econometric model of Hokkaido, a 

macro econometric model of the rest of Japan, and an I-0 model (45 sectors) of 

Hokkaido. Next, the macro-model linkage between Hokkaido and the rest of 

Japan, and the linkage between the macro-econometric model of Hokkaido and 

the I -0 model of Hokkaido. 

This project was originally started to forecast the performance of 

the Hokkaido economy with a macro econometric model (Nakamura and Seto, 

1989). However, it is difficult to forecast the performance of a regional economy 

only using an independent regional macro model, as there are many variables 

which cannot be endogenized in the model. Therefore, we divided the Japanese 

economy into two economic parts, the Hokkaido economy and the rest of Japan's 

economy. Taking this approach, exogenous variables in Hokkaido macro model 

can be endogenized in the total model system (Seto, 1991). 

Both macro econometric models, of Hokkaido and the rest of Japan, 

have similar model specifications for the linkages and comparisons of the model. 

The macro model of Hokkaido consists of 7 sub-blocks, including 95 equations, 

and the macro model of the rest of Japan consists of 9 sub-blocks, including 128 

equations. 

Generally, we can say that a regional economy is dependent on the 

national economy, and the economic activity on sectoral basis depends on final 

demand as explained by I-0 techniques. Therefore, we did make three models as 

a total system in order to look into the Hokkaido economy in terms of not only 

macro economy, but also of sectoral economy (Nakamura and Seto, 1990). 

Figure 2 indicates the relationship of three models. In the total 

model system, each macro model is computed simultaneously, and both these 

models are linked recursively, affecting mutual interdependence on each other 

(as for the model specification, we will explain in Section 3 in detail), and each 
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GDE component of the Hokkaido macro model links each final demand which 

corresponds with the fixed share in the Hokkaido I-0 model. 

FIGURE-2 TOTAL MODEL SYSTEM 

: ......... < EXOGENous· \'A°lffABLES 5,: ......... . . 

: exchange rate, oil price l official rate : 
~ .. _J_aJ.3,11:JG, JQ~~~j~9Ji_i_r __ h/.d.~a,l~ -~*. _. _: 

< REST OF JAPAN' s MACRO MODEL> 

Exchange 

Finances 

<HOKKAIDO MACRO MODEL> 

Public Finance Real GOE 

Prices 
Production 

No■ inal GOE 

Distribution 

< HOKK !ADO 1-0 MODEL> 

Sectoral Final Deund 

Sectoral Output 

Sectoral Value-added 

GDP=Gross Value-added 

In this study, even if there are some problems, we make use of 

basic I-0 techniques in order to calculate the economic activities on the sectoral 

basis by linking the GDE components, which are endogenized in the macro model, 

with the final demand of the I-0 model as follows. 

Equation (1) is the familiar I-0 relationship. If inverse matrix 

(I-A)- 1 is computed*, one can study the direct and indirect effects of changes in 

final demand (F) on sectoral gross output (X). 

X = (I- A)- I * F (1) 

* In the Hokkaido I-0 Model, the inverse is used as follows: 

X = [I-(I-M-N)A]- 1 [(I-M-N)F <o)+E] 
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If we integrate the final demand (F) with the GDE components (G), 

calculated in the macro model considering the fixed share (H), which is a so

called CONVERTER, sectoral gross output can be calculated in the model 

according to the changes in (F) ( see equation (2) ). 

F = H * G ( H: gij/G) (2) 

where, (gij) is an element of final demand. 

III MACRO ECONOMETRIC MODEL OF HOKKAIDO 

Here, we will explain the macro econometric model of Hokkaido. 

The Hokkaido macro model consists of the following 7 sub-blocks: 

(l)Real Expenditure, (2)Nominal Expenditure, (3)Prices and Wage rate, 

(4)Production, (5)Distribution (Income), (6)Public Finances, and (?)Population 

and Labour. 

The macro model is basically dependent on the demand-oriented 

type model. GDE is calculated in identity by summing up GDE components such 

as private final consumption expenditure, government consumption expenditure, 

housing investment, private non-housing investment, government investment, 

increase in stock, exports, and imports. On the other hand, the model has a 

production function (Cobb=Douglas Type) from which GDP capacity can be 

derived. This GDP capacity affects the real expenditure block by way of price 

mechanisms, which are explained by labour productivity variable. In this 

sense, this model can be said to be a "Supply-Demand-oriented type model". 

Next, we will look into the main equations by block (for details, see 

APPENDIX A: results of regressions). 

(l)Real Expenditure block: this block consists of 13 equations. Real 

Domestic Expenditures(RGDE) is an aggregate of seven components, as 

mentioned above. Each real expenditure is determined in the behavioral 

equation (government consumption and government investment coming from 

nominal expenditure block, and real government consumption and investment 

are deflated by each deflator in the identity). 

For example, final private consumption expenditure can be 

presented as follows: 
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(1976-1989) 

RCP = 74166!)+ l6.1567*(YD/PCP)-89980.6*(IRC)+0.85827*(RCP(-1)) 
( 0.59) ( 0.81) ( -1.51) ( 8.33) 

RR=0.976548 SD=1550086 DW=2.605 

According to the regression result of the consumption function, 

real private final consumption expenditure(RCP) is dependent on real disposal 

income(YD/PCP), the money market rate(IRC), and lagged consumption 

expenditure(RCP(-1) ). 

(2)Nominal Expenditure block: This block consists of 14 equations. 

Each nominal expenditure is determined by multiplying real expenditure by 

implicit deflators which are endogenized in the price sector. However, nominal 

government consumption is dependent on the government revenue of Hokkaido, 

and nominal government investment is explained by both public works in 

Hokkaido and agricultural development expenditure of Hokkaido. 

(3)Prices and Wage rate block: The prices and wage rate block 

consists of 9 equations, such as the wholesale price index(WPI), the consumer 

price index(CPI), each implicit deflator, and wage rate functions. Prices and 

implicit deflators, apart from both export and import prices, depend on the 

corresponding implicit deflators of the rest of Japan, respectively. The export 

price depends on the output price of the total industry in Hokkaido and the 

lagged export price. On the other hand, the import price is determined by the 

wholesale price of the rest of Japan and the lagged import price. Wage rate(W) 

function is considered as a function of Japan's CPI(JCPI) which is calculated by 

the CPI of Hokkaido and the CPI of the rest of Japan with GDP weights, real 

GDE(RGDE), which explains labour demand, and the number of labour(LN), which 

explains the labour market supply of Hokkaido. This behavioral equation is 

presented as follows: 

(1976-1989) 

LOG(W) = 5.24137+ l.25428*LOG(JCPI)+0.541151 *LOG(RGDE)-l,2599*LOG(LN) 
( 0.52) ( 7.51) ( 4.83) ( -1.63) 

RR=0.992082 SD=0.0156479 DW=l.8571 

(4)Production block: This block consists of 4 equations centering 

around Cobb=Douglas type production function. Real capital stock(RKPC), real 

depreciation of capital(RDFC), and labour productivity(RGDEC/LN), are also 

-7-



determined in this block. Production function(RGDEC) is as follows: 

(1976-1989) 

LOG(RGDEC)= 1.32497+0.368034*LOG(RKPC)+0.603602*LOG(LN) 
( 0.15) ( 4.41) ( 0.87) 

RR=0.945436 SD=0.0254283 DW=l.08473 

According to the regression result of production function, we can 

see that Hokkaido's economy is dependent on the number of labour(LN) rather 

than on capital stock(RKPC). Compared with the production function of the rest 

of Japan (the coefficient of capital stock is around 0.5 and the coefficient of the 

number of labour is around 0.5), Hokkaido's economy is characterized as a 

labour intensive economy.* 

(5)Distribution(Income) block: This block consists of 23 equations, 

such as employees wage income, household property income, proprietor's 

income, and corporate income, etc .. This block plays a very important role in 

linking the real economy with the nominal economy in the model. There is a 

feedback loop between the I-0 model and the macro model of Hokkaido to link the 

GDP which is derived from the 1-0 model of Hokkaido with macro economic 

variables as one of the explanatory variables in equations of this block. 

According to the regression result of corporate income, corporate 

income(YCP) is dependent on real GDP which is a composite variable consisting 

of aggregated sectoral value-added(GDP), prime rate(IRP), and wage rate(W). 

(1976-1989) 

YCP = l.20981E+06+0.340109*( GDP)-33791.4*(IRP)-1.42363E+06*(W) 
( 4.36) ( 7.07) ( -1.66) ( -6.11) 

RR=0.908218 SD=65306.5 DW=2.19484 

*Cobb=Douglas type production function of Japan macro model 

LOG(RGDPC) = 1.93819+0.51615*LOG(RKP)+0.48385*LOG(LN) 

RR=0.99787 SD=0.01 DW=0.843 
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(6)Public Finance block: This block, which consists of 16 equations, 

can be divided into three categories, such as Budget for Hokkaido Development 

from the central government(XGCD), revenue of local government(VGL), and 

expenditure of local government(XGL). It is worth noting that the Budget for 

Hokkaido Development(XGCD) is determined by multiplying the share(SXGCD: 

10.3% in 1980, 10. 7% in 1989) with total public works by the Japanese 

government(JXGPW) as follows: 

XGCD = SXGCD*JXGPW 

The budget for Hokkaido Development from the Japanese 

government(XGCD) is determined by a definition function which consists of the 

share of Budget for Hokkaido Development from the Japanese 

government(SXGCD) to total public works by the Japanese government(JXGPW). 

(7)Population and Labour block: This block deals with demographic 

variables, such as population inflow and outflow (social increase-decrease), 

number of births and deaths (natural increase-decrease) as endogeneous 

variables. Furthermore, the number of employees, the number of unemployed, 

and so on are determined in this block. It is noteworthy that the GDP derived 

from the I-0 model appears in unemployment rate function as an explanatory 

variable and there is a feedback loop between the macro model and the I-0 model 

in this block. For example, two behavioral equations are presented as follows: 

(1976-1989) 

LOG( POPOUT)=-7 .38093+0. 793285*LOG(RGDE)+0.457032*LOG(LDM/ JLDM) 
( -1.90) ( 3.01) ( 2.62) 

+0.530606*LOG(POPOUT(-1) 
( 3.00) 

RR=0.729795 SD=0.0336016 DW=l.32774 

According to the regression result of the population outflow 

function, population outflow (POPOUT) is explained by real GDE, the ratio of 

effective job opening ratio in Hokkaido (LDM) to effective job opening ratio in 

Japan(JLDM), and lagged population outflow(POPOUT(-1)). 
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(1976-1989) 

LOG(LUN) = 48.0642-2.97801. *LOG(GDP /PGDE*l00)+2.1295*LOG(WI(- l)) 
( 6.07) ( -5. 78) ( 4.98) 

+0.22267*(LUN(-1)) 
( 1.11) 

RR=0.914206 SD=0.0587471 DW=2.23837 

According to the regression result of the number of unemployment 

function, the number of unemployed(LUN) is determined by aggregated sectoral 

value-added(GDP) divided by the implicit deflator for GDE(PGDE), the lagged 

wage index(WI(-1)), and the lagged number of unemployed(LUN(-1)). 

IV Results of Scenario Analysis 

In the econometric model, each equation is based on economic 

theory, and we can understand the characteristics of the economy if we take 

into consideration the model specifications and coefficients of the explanatory 

variables. However, it is difficult for us to capture the cause and effect 

relationship, because many equations in the model are determined 

simultaneously. Therefore, we make scenario analyses and study the impact of 

some scenarios on the economy comparing standard simulation (Baseline 

projection) with each alternative scenario using the model system. 

In the medical science field, doctors could conduct experiments to 

dete1·mine if the medicine works effectively on mice, instead of testing on human 

body. However, in the social science field, we could not conduct experiments to 

determine if the policy is effective on society. Therefore, an econometric model 

enables us to examine the efficiency of the policy. 

In this section, we intend to analyze characteristics of the Hokkaido 

economy through scenario simulations using the HOKKAIDO MACRO I-0 

INTEGRATED MODEL. 

IV-1 Dynamic Simulation Test (Final Test) and Multiplier Test 

Before conducting scenario analyses, we need to know the model 

reliability by the Final Test in order to compare estimated data with actual data 

during the sample periods of regression, and the Multiplier Test is conducted to 
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attain the dynamic characteristics of the model through the multiplier effects. 

TABLE-3 indicates the results of the Final Test. The average 

deviation between estimated real GDE and actual real GOE is 0.91% during the 

regression period from 1976 to 1989. It can be said that this average deviation 

is fairly small and the model is reliable for future simulations. 

TABLE-3 RESULT OF FINAL TEST (billions of¥) 
PERIOD ESTIMATED ACUTUAL RESIDUAL DEVIATION(I) 

1978 1085 1079 -5.509 -0.51 
1979 1173 1179 5.766 0.49 
1980 1190 1201 10.820 0.90 
1981 1190 1194 3.893 0.33 
1982 1202 1228 25.980 2.12 
1983 1209 1208 -1.360 -0.11 
1984 1246 1239 -6.585 -0.53 
1985 1240 1263 23.170 1.84 
1986 1248 1272 23.570 1.85 
1987 1344 1356 11.450 0.84 
1988 1401 1419 17.350 1.22 
1989 1480 1482 1.516 0.10 

AVERAGED 0.91 

The multiplier is used to explain the impact of one variable change 

in the model on other variables. Generally, we examine the impact of 6overnment 

investment, which is variable independent of real GOE. 

TABLE-4 MULTIPLIER EFFECTS 

1 2 3 4 5 6 7 8 9 
HOKKAIDO 0.93 1.06 1.17 1.27 1.34 1.39 1.43 1.46 1.48 
REST OF JAPAN 1.71 1.59 1.74 1.83 1.91 1.98 2.05 2.10 2.16 

TABLE-4 refers to the multiplier effects of government investment 

on real GOE on both Hokkaido and the rest of Japan. According to the result, we 

can easily understand that the multiplier effects of Hokkaido are smaller than 

those of the rest of Japan. In the case of Hokkaido, multiplier effect in the first 

period is 0.93 which means that if the government adds ¥1 billion, real GDE is 

increased only ¥0.93 billion. It can be said that small multiplier effects mean 

that the effective demand leaks out to the rest of Japan by way of imports, as 

mentioned in the introduction. 
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VI-2 Baseline Projection (Most likely scenario) 

Next, we intend to forecast the performance of Hokkaido's economy 

with some scenarios. In the first place, we forecast the most likely scenario as a 

Baseline projection to the year 2000. Based on this Baseline projection, we can 

investigate the impact of policy simulations on the economies of both Hokkaido 

and the rest of Japan. 

Based on the exogenous variables, in the three models: The macro 

model of the rest of Japan, the macro model of Hokkaido, and the I-O model of 

Hokkaido are calculated at the same time. APPENDIX B: Table 1,2,3 shows the 

results of the baseline projection. The average growth rate of real GDE in the 

rest of Japan is estimated to be 2.8% during 1990-1995, 3.2% during 1995-2000, or 

3.0% during the 1990's. This shows that the yearly average of the 1980's, 4.3%, 

decreases to 3.0% in the 1990's. 

As for the inflation rate, the annual average rate of inflation in 

terms of implicit deflator for GDE in the case of the rest of Japan will be 0.7% for 

the 1990's, as a result of lower oil prices ($19/barrel in 1992, $26/barrel in 2000) 

and the appreciation of the yen against the US dollar (¥126/$US in 1992, 

¥110/$US in 2000) . 

With regard to the trade balance, the Japanese trade surplus with 

the rest of the world will worsen towards 2000, from US$131 billion in 1992, to 

US$180 billion in 1995, and US$238 billion in 2000. 

In the case of Hokkaido, the annual average economic growth rate 

of real GDE is estimated at 2.6% for the decade of 1990's, or 2.7% in the first half 

and 2.6% in the latter half of the 1990's. The yearly average growth rate of real 

GDE for the 1990's is 0.5% points above that of the 1980's. This occurred 

especially after the 1989 economic growth rate of Hokkaido was accelerated by 

the rush of housing investment, expansion of non-housing investment by 

advancement of the companies into Hokkaido, and expansion of the tertiary 

sector by the rapid increase of tourists from the rest of Japan that was caused 

by the Heisei boom. 

As compared with the past, it is expected that the Hokkaido 

economy will be bright in the future. The rate of population decrease will slow 

down, and the population will be 5.68 million in 1990, 5.64 million in 1995, and 5.58 

million in 2000. 
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Regarding industrial activities, civil engineering and construction 

industries will remain dominant in Hokkaido, although the nature of the economy 

is changing gradually from government sector-oriented to private 

sector-oriented. The share of the output of those industries to the total output 

is expected to be 13.0% in 1995 and 13.3% in 2000. However, the activity of 

manufacturing industries, such as the general machinery industry, the office 

and service machinery industry, and the electric machinery industry, will grow 

continuously. It can be said that advance of the high value-added-oriented 

industry will be progressing. At the same time, the share of the service 

industry will become larger and larger along with the size of the economy. 

As a result, the share of the primary industry will decrease 

gradually, the share of the second industry will be stable, and the share of the 

tertiary industry will increase, from 7 .9% in 1990 to 7. 7% in 2000, from 39.6% to 

39.3%, and from 52.5% to 53.1% respectively. 

IV-3 Alternative Policy Simulations 

As mentioned above, the regional economy depends on national 

economic activity, especially on government expenditures for public works. The 

Hokkaido economy is also dependent on the economic climate of Japan and the 

policy of the Japanese government, as is the case with other regions. 

Here, we intend to make two simulations based on scenarios and 

look into the nature of the Hokkaido economy and the future trend of the 

economy towards the year 2000. 

A)¥430 trillion government investment scenario: 

In this scenario, we are going to investigate the impact of the 

expanded government investment on the Hokkaido economy which was presented 

in SII (Structural Impediments Initiative between Japan-US). According to the 

Baseline projection, it is expected that Japanese government investment in 

nominal terms will reach ¥380 trillion in total during the 1990's. Therefore, this 

scenario is to elucidate the impacts of the ¥50 trillion expansion of government 

investment on the Hokkaido economy from 1992 to 2000. 

In the total model system, the expansion of Japanese government 

investment affects Hokkaido public works directly by way of expansion of 
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Japanese public works as a whole. Indirectly an increase in government 

investment affects the Hokkaido economy through the expansion of exports from 

Hokkaido to the rest of Japan, which results from expansion of the Japanese 

GDP, and also the changes in the variables such as prices, wages, demographics, 

etc., in the model of the rest of Japan, which result from expanded Japanese 

government investment, affect the Hokkaido economy as well. According to the 

result of this simulation, as shown in Table 1,2,3 in the APPENDIX B, the 

Hokkaido economy in terms of real GDE will be expanded by 0.37% in 1995 and 

1.47% in 2000, and the average yearly growth rates of real GDE will be increased 

by 0.1% point for the entire decade of the 1990's in comparison with the Baseline 

projection. On the other hand, in the case of the rest of Japan, the average 

annual growth rates of real GDE will be increased by 0.2% point for the 1990's, 

and the real GDE will be expanded by 1.88% in 2000. 

As for the population, since the impact on the Hokkaido economy 

will be larger than that on the rest of Japan, population outflow from Hokkaido 

to the rest of Japan will declined and population inflow will increase. The total 

population will increase by 724 people in 1995 and 2,563 people in 2000, as 

compared with the Baseline projection. 

However, it is worth noting that the trade balance of Hokkaido will 

deteriorate by, in terms of 1985 real prices, ¥80.8 billion in 2000, in comparison 

with the Baseline projection, because increase in exports resulting from the 

expansion of the economy of the rest of Japan will be smaller than increase in 

imports resulting from the economic expansion of Hokkaido. Regarding the 

sectoral economy, it is expected that some industries which heavily depend on 

public works, such as civil engineering, construction, office-service equipment, 

general machinery, cement and other ceramics, will be affected remarkably by 

this scenario (see Table 2 in APPENDIX B). 

In view of the results of this simulation, it can be seen that the 

Hokkaido economy is gradually progressing to a high value-added-oriented 

economy, but it is still heavily dependent on government sector in nature. 

B)Vitalized economy by private sector scenario: 

In this scenario, we intend to calculate the vitalization impact on 

the Hokkaido economy by changing the investment from government 

expenditure-oriented to the high value-added-oriented. In order to carry out 
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this scenario simulation, we hypothesize three factors as follows: (!)government 

investment is to be cut in half (50%) in comparison with the Baseline projection, 

(2)the private non-housing investment is to be increased by the amount of 

government investment cut in (1), and (3) the share of civil engineering and 

construction sectors within the fixed capital formation in the Final Demand of 

the I-O Model is to be reduced by half, and the share of processing and 

assembling in the manufacturing sector is to be increased consistently (share 

total.=1.0, see TABLE-5). 

TABLE-5 SHARE OF FIXED CAPITAL FORMATION BY INDUSTRY 

Hii:ccpi,,CP SUM<GFCF> 
1 .11351881 

CP CG GFCF I IS EX BASE SCENAR I 0 SCN ✓ BAS 

1 Agricultural ll.1!172911 ll. 01l01lll0 ll.1115695 ll. 748465 ll. 1311857 ll.1115695 ll.1115695 1. 00 
2 Forestry 0. llll1 ll49 0.llllllllllll ll.llllllllll0 -ll. 0277113 ll.llll411l7 ll 0 
3 Fishing 0.11115871 0. llllllllllll ll.llllllllllll -ll.1106362 ll.1141180 ll 0 
4 Mining -ll. 01lllll54 0. llllllllllll ll.llllllllllll II. 168471 ll. Ill 8899 0 0 
5 Beverage & Tabacc 0.1523118 0. llllllllllll ll.ll01lllllll ll.737375 ll. 3238112 ll 0 
6 Fabricated text i I ll.1136776 0. llllllllllll ll.llll4454 ll.1118778 ll.110341!9 ll.004454 0.1104454 1. 00 
7 Lu ■ ber,Wooden 0.000592 0. 0ll1lllllll 0. 000351 0.050722 0.032428 0.000351 0.1100351 1. 011 
8 Furniture ll.1103683 ll.llllllllllll 0.0ll8828 ll.005921 ll.0119417 ll.008828 ll. llll8828 1.110 
9 Pulp & Paper ll. ll0ll738 0. llllllllllll ll. llllllllllll ll.268855 0.096843 ll 0 

10 Publish. & Pr int. 0.008479 ll. 0001100 0.llllllllllll -0.1106583 ll.0ll5975 0 0 
11 Cheaical 0. 014280 0. llllllllllll 0. llllllllllll -ll.ll13697 ll. 0ll91lll5 0 0 
12 Petroleu ■ 0.1126261 0. llllllllllll ll. llllllllllll ll.154907 ll.1183232 ll 0 
l 3 Plastic 0.0112491! ll.llllllllllll ll. llllllllllll -ll.llllte16 ll.1!ll2724 ll 0 
l 4 Rubber 0.llll3182 ll.llllllll80 ll.llBlllllllll ll.023373 ll. lllll 237 0 ll 
l 5 Leather ll. llll361l4 ll.llllllllllll ll.llllllllllll -ll.llll6981 0.llll1629 ll 0 
'. 6 Ceramic.stone ll. llll2249 0.llllllllllll 0.llllllllllll ll.ll13299 ll.llll8212 ll 0 
'. 7 Steel 0. 01lllll00 0. llllllllllll 0. llllllllllll ll. 41 l 435 0.1144972 ll 0 
'. 8 Non-ferrous metal 0.llll1665 ll.llllllllllll ll. 01lllllllll ll. ll21121l 0.11115858 ll 0 
'. 9 0 the r "'eta ls 0.0112899 ll.00011011 0.00579ll ll.3115572 ll. ll!ll264 ll. llll5791l ll.005790 l. 00 
20 General machinery 0.01111027 0. llll001lll 0.057968 0.3361112 ll. Ill 5847 0.057968 ll. 153758 2.65 
2 l Off ice mach,nery 0. 0001198 0.001l01lll 0. Ill 1861 0.035656 ll.0001l01l 0.011861 0.031460 2.65 
22 Household mach. 0.015549 0. llllllll00 0 .011831 0.158485 0.0111667 ll. 011831 0.031380 2. 65 
23 Electronic equ i p. 0. 0010711 0.01lllllllll 0.053959 0.092652 0. Ill 4161! 0.1153959 0.143123 2.65 
24 Other elec',nach. 0.1106138 0. llllllllllll ll.1!231138 ll. I l 5893 ll.0117568 ll .1!231138 0 .1161 l 07 2.65 
25 Cars ll.1126925 0. ll01lllllll ll.1132796 0.234569 ll. llll5678 ll.1132796 ll.1186990 2.65 
26 Other transport. 0. llllll595 0. llllllllll0 ll.0176911 -0.288296 ll.0118623 0.11176911 0.1146921 2.65 
27 Ports & access. 0.0113738 0. 01lllllllll 0.1107581 0.155967 0.0011927 ll.007581 0.0211109 2.65 
28 Other manufacture 0.011355 0.0ll1lll00 ll. 006777 0. llll2121 0.000474 0. 0ll6777 0.017975 2.65 
29 Construct ,on 0.000000 0. 01lll0ll0 0.346768 0. llll00ll1l 0.001lllll0 0.346768 0.173384 0.50 
30 Ci VI I eng, neer Ing 0.000000 0.0011000 0.391877 0. 0110000 0.00111100 0. 391877 0.195938 0.50 
31 Electricity 0.017094 0.000000 0.000000 0.0011000 0.001023 0 0 
32 Gas 0.0113123 0.00110011 0. 0011001! 0.000000 0.11011018 0 0 
33 City water & sa n 1 0. 00715 l 0.039816 0.000000 0.0001100 0. 01lllll18 0 0 
34 Co,111erce 0.210755 ll. 001l01lll 0.033751 ll.444926 ll. 133527 0.033751 0.033751 l. 00 
35 Finance & lnsuran 0.028636 0.0001lllll 0.0000011 0. 00110110 0.11011954 0 0 
36 Real estate 0. 135268 0.000000 ll. 01lllllll0 0.000000 0.0110063 0 0 
37 Transport 0.054627 0.0110041 0.004173 0.099898 0.096954 0.004173 0.004173 l. 00 
38 Co ■■unuc. & Broad 0.017154 0.0000ll0 0.0110000 0.000000 ll.012090 0 0 
39 Govern1nent 0.002386 0.699129 0.0ll1lll00 0. 0001lllll 0.001lllll0 0 0 
40 £ducat.& Research 0.016304 0.311764 0.0801100 0. ll0001lll 0.0011143 0 0 
41 Medical & Health 0.125073 0.05H110 0.0011000 0. llll01l00 0.00111101 0 0 
42 Non-profit serv. 0.013680 0.011011110 ll. llllll01l0 0. llll01l00 ll. 0133811 0 0 
43 Business serv. 0.11016011 II. 01101100 0.0000011 0. 01101lllll ll.0035116 0 0 
44 Personal serv. 0.176133 0 .1111110110 ll.000000 II. 01101100 ll.068596 0 0 
45 Unclassified 0. 01111000 0.000000 0.0110000 0.0001100 0.027515 0 0 
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By this scenario, we elucidate the impacts of the difference of 

multiplier effects stimulated by government investment and by private 

non-housing investment in the macro model and the impact caused by the 

changes in Final Demand on the sectoral output in the I-0 model. 

According to the result of this scenario simulation, as shown in 

Table 3 in the APPENDIX B, it is expected that the Hokkaido economy in real GDE 

will be expanded by 1.47% in 1995 and by 2.50% in 2000, and the total population 

will decrease by 15,516 people in 1995 and by 29,029 people in 2000, in 

comparison with the Baseline projection. 

It is noteworthy that wage rates will increase by 2.99% in 1995 and 

by 5.18 % in 2000, and inflation rates will decline by 1.37% in 1995 and 2.35% in 

2000, through improved labour productivity in Hokkaido, compared with the 

Baseline projection. 

As for the sectoral economy, it is expected that manufacturing 

industries, such as general machinery, automobile, office and service equipment, 

electric machinery, etc., will be strengthened in comparison with the Baseline 

projection, which will result in the expansion of the macro economy through the 

equation of the Converter Matrix between the macro model and the I-0 model, 

while the economic activity of civil engineering and construction industries will 

be damaged, and some industries which are strongly related to them will be 

affected negatively. 

As a result of this scenario simulation, it can be seen that shifting 

from the government-oriented economy to private sector-oriented economy will 

enable Hokkaido not only to expand its economy, but also to improve its economic 

nature from dependent to independent. 

V Concluding Remarks 

In this study, we linked the HOKKAIDO MACRO I-0 INTEGRATED 

MODEL with the macro model of the rest of Japan, and analyzed the Hokkaido 

economic structure with two scenario simulations. It can be seen from the study 

that the Hokkaido economy is still heavily dependent on government 

expenditure, even though the economy is progressing to a high 

value-added-oriented economy. 

On the other hand, Japan will face an increasingly aging society in 

-16-



the near future, and therefore, the labour power shortage is becoming very 

crucial for future economic activity (Nakamura, 1992). In view of Japan's 

current economic circumstances, the regional economy will become much more 

important with the expansion of the Japanese economy. 

In the near future, we intend to improve the model by endogenizing 

Aij in the I-O model (S. Shishido and 0. Nakamura, 1992) by dividing Hokkaido 

into four sub-regions linked with FOUR REGIONAL I-O TABLES OF HOKKAIDO, 

which was published by the Hokkaido Development Agency in 1992, and by 

making a MULTI-SECTORAL MODEL OF HOKKAIDO. 
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VARIABLES 

<MACRO VARIABLES> 
VARIABLES END UNIT REAL DEFINITION 

/EXO /NOMI 
AHN END 1 thousand cars REAL Nuaber of auto■obile 
CG END 1 ■illion Yen NOMI Governaent final cons111ption expenditure 
CGC END 1 ■illion Yen NOMI Govern■ent final consuaption expenditure, Central 
CGL END 1 ■illion Yen NOMI Govern■ent final consuaption expenditure, Local 
CGM END 1 ■illion Yen NOMI Govern■ent final consuaption expenditure, Municipal 
CP END 1 ■illion Yen NOMI Private final consu■ption expenditure 
CPD END 1 ■illion Yen NOMI Do■estic consuaption 
CPI END 1985=100 Consuaer price index 
DSLBHP END 1 ■illion Yen NOMI Banks loan for private housing 
E END 1 ■illion Yen NOMI Export of goods and services 
GB END 1 ■illion Yen NOMI Balance on Public Finance 
GDE END 1 ■illion Yen NOMI Gross Do■estic Product of Hokkaido 
IG END 1 ■illion Yen NOMI Govern■ent fixed invest■ent 
IPC END 1 ■illion Yen NOMI Private non-residential invest■ent 
IPH END 1 ■illion Yen NOMI Private residential invest■ent 
IRC END I JAPAN: Call ■o■ey rate 
IRK EXO I JAPAN: Official rate 
IRP END I JAPAN: Pri■e rate 
JG END 1 ■illion Yen NOMI Increase in stocks, Govern■ent 
JP END 1 ■illion Yen NOMI Increase in stocks, Private 
JCPI END 1985=100 REST OF JAPAN MACRO MODEL: Wholesale price index 
JIG END 1 billion Yen REAL REST OF JAPAN MACRO MODEL: Public fixed invest■ent 
JLDM END REST OF JAPAN MACRO MODEL: Effective job openings 
JPCG END 1 billion Yen REAL REST OF JAPAN MACRO MODEL: l■Plicit deflator for CG 
JPCP END 1 billion Yen REAL REST OF JAPAN MACRO MODEL: I■plicit deflator for CP 
JPIG END 1 billion Yen REAL REST OF JAPAN MACRO MODEL: l■plicit deflator for IG 
JPIPC END 1 billion Yen REAL REST OF JAPAN MACRO MODEL: I■plicit deflator for IPC 
JPIPH END 1 billion Yen REAL REST OF JAPAN MACRO MODEL: Implicit deflator for IPH 
JRGNP END 1 billion Yen REAL REST OF JAPAN MACRO MODEL: Gross national product 
JWPI END 1985=100 REST OF JAPAN MACRO MODEL: Consumer price index 
JXGLF END 1 ■illion Yen NOMI REST OF JAPAN MACRO MODEL: Local finace expenditure 
JXGPW END 1 ■illion Yen NOMI REST OF JAPAN MACRO MODEL: Public works expenditure 
LDM END Effective job openings 
LEN END person Nuaber of e■ployed 
LN END person Labour force 
LPI END 1985=100 Labour productivity index 
LUN END person Nuaber of une■ployed 
LUR END Une1PlOY1ent rate 
LWN END person Nuaber of e■ployees 
M END 1 ■illion Yen NOMI l■port of goods and services 
OA EXO 1 ■illion Yen NOMI Indutrial production of agriculture Ind. 
OF EXO 1 ■illion Yen NOMI Indutrial production of fishery Ind. 
PCG END 1985=100 I■plicit deflator for CG 
PCP END 1985=100 l1Plicit deflator for CP 
PE END 1985=100 Price of export 
PGDE END 1985=100 Implicit deflator for GDE 
PIG END 1985=100 Implicit deflator for IG 
PIPC END 1985=100 Implicit deflator for IPC 
PIPH END 1985=100 I■plicit deflator for IPH 
PM END 1985=100 Price of import 
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POP END person Population 
POPB END person Population of births 
POPBR EXO Birth rate (POPB/POP) 
POPD END person Population of deaths 
POPDR EXO Death rate (POPD/POP) 
POPIN END person Inflow of population 
POPOUT END person Outflow of population 
PSTOCK END 1968=100 JAPAN: Stock price index in Tokyo aarket 
RCGC END 1 ■illion Yen REAL Gover1111ent final consu■ption expenditure, Central 
RCGL END 1 ■illion Yen REAL Gover1111ent final consu■ption expenditure, Local 
RCGM END 1 ■illion Yen REAL Goveruent final consu■ption expenditure, Municipal 
RCP END 1 ■illion Yen REAL Private final consu■ption expenditure 
RDFC END 1 ■illion Yen REAL Depreciation of non-housing capital 
RE END 1 ■illion Yen REAL Export of goods and services 
RGDE END 1 ■illion Yen REAL Gross Do■estic Product of Hokkaido 
RGDEC END 1 ■illion Yen REAL Production potentiality 
RIG END 1 ■illion Yen REAL Public fixed invest■ent 
RIPC END 1 ■illion Yen REAL Private non-residential invest■ent 
RIPH END 1 ■illion Yen REAL Private residential invest■ent 
RJG END 1 ■illion Yen REAL Increase in stocks, Goveruent 
RJP END 1 ■illion Yen REAL Increase in stocks, Private 
RKPC END 1 ■illion Yen REAL Capital stock, private corporate sector 
RM END 1 ■illion Yen REAL I1Ports of goods and services 
RSD EXO 1 ■illion Yen RAEL Statistic discrepancy 
SD EXO 1 ■illion Yen NOMI Statistic discrepancy 
SXGCD EXO XGCD's share with total public works 
TAM END 1 ■illion Yen NOMI Tax on auto■obile holding 
TYCI END 1 ■illion Yen NOMI Tax on private business 
TYCP END 1 ■illion Yen NOMI Corporate direct tax 
TYLG END 1 ■illion Yen NOMI Residents' tax, Local 
TYMG END 1 ■illion Yen NOMI Residents' tax, Municipal 
TYW END 1 ■illion Yen NOMI Personal inco■e tax 
VGL END 1 ■illion Yen NOMI Public finance revenue, Total 
VGLB END 1 ■illion Yen NOMI Public finance revenue fro■ Bond 
VGLC END 1 ■illion Yen NOMI Public finance revenue fro■ Central gover1111ent subsidy 
VGLO END 1 ■illion Yen NOMI Public finace revenue fro■ Other 
VGLT END 1 ■illion Yen NOMI Piublic finance revenue fro■ Tax revenue 
w END 1 ■illion Yen NOMI Wage per e1Ployee 
WI END 1985=100 Wage index of regular workers 
XGCD END 1 ■illion Yen NOMI Hokkaido DeveloPtent Budget, Total 
XGCDA END 1 ■illion Yen NOMI Hokkaido Develop■ent Budget for Agriculture 
XGCDH END 1 ■illion Yen NOMI Hokkaido DeveloPtent Budget for Housing 
XGCDR END 1 ■illion Yen NOMI Hokkaido DeveloPtent Budget for Road 
XGL END 1 ■illion Yen NOMI Public finance expenditure, Total 
XGLAAL END 1 ■illion Yen NOMI Public finance expenditure for Agriculture 
XGLE END 1 ■illion Yen NOMI Public finance expenditure for Constructing 
XGLK END 1 ■illion Yen NOMI Public finance expenditure for Education 
XGLO END 1 ■illion Yen NOMI Public finance expenditure for Others 
XHSV END 1 ■illion Yen NOMI Contribution to social insurance, household 
YAH END 1 ■illion Yen NOMI Property inco■e of household 
YAHD END 1 ■illion Yen NOMI Property inco■e of household, Dividend 
YAHi END 1 ■illion Yen NOMI Property inco■e of household, Interest 
YAHR END 1 ■illion Yen NOMI Property inco■e of household, Rent 
YCI END 1 ■illion Yen NOMI Proprietor's inco■e 
YCIA END 1 ■illion Yen NOMI Proprietor's inco■e, Agriculture, forestry, and fisheries 
YCII END 1 ■illion Yen NOMI Proprietor's inco■e, Trade and industries 
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YCIR END 1 ■illion Yen NOMI Proprietor's income, Rent and lease 
YCP END 1 ■illion Yen NOMI Corporate inco■e 
YD END 1 million Yen NOMI Household disposal income 
YP END 1 million Yen NOMI Household inco■e 
Y'fl END 1 million Yen NOMI Wage income of employees 

<SECTORAL VARIABLES> 
VARIABLES END UNIT REAL DEFINITION 

EXO OMI 
XIIPT END 1 ■illion Yen NOMI Industrial production of total In ustry 
XIIPST END 1 ■illion Yen NOMI Industrial production of iron & steel Ind. 
XIIPMC END 1 ■illion Yen NOMI Industrial production of ■achinery Ind. 
XIIPCM END 1 ■illion Yen NOMI Industrial production of che■ical product Ind. 
XIIPOC END 1 ■illion Yen NOMI Industrial productiov. of oil & coal Ind. 
XIIPPP END 1 ■illion Yen NOMI Industrial production of paper & pulp Ind. 
XIIPCE END 1 ■illion Yen NOMI Industrial production of ce■ent Ind. 
XIIPFf END 1 ■illion Yen NOMI Industrial production of food Ind. 
XIIPTP END 1 ■illion Yen NOMI Industrial production of textile Ind. 
XIIPMI END 1 ■illion Yen NOMI Industrial production of ■ining Ind. 
PUIIPT END 1 ■illion Yen NOMI Input-price for total Industry 
PUST END 1 ■illion Yen NOMI Input-price for iron & steel Ind. 
PUMC END 1 ■illion Yen NOMI Input-price for ■achinery Ind. 
PUCM END 1 ■illion Yen NOMI Input-price for che■ical product Ind. 
PUOC END 1 ■illion Yen NOMI Input-price for oil & coal Ind. 
PUPP END 1 ■illion Yen NOMI Input-price for paper & pulp Ind. 
PUCE END 1 ■illion Yen NOMI Input-price for ce■ent Ind. 
Purr END 1 ■illion Yen NOMI Input-price for food Ind. 
PUTP END 1 ■illion Yen NOMI Input-price for textile Ind. 
PUMI END 1 ■illion Yen NOMI Input-price for ■ining Ind. 
PXIIPT END 1 ■illion Yen NOMI Output-price for total Industry 
PXST END 1 ■illion Yen NOMI Output-price for iron & steel Ind. 
PXMC END 1 ■illion Yen NOMI Output-price for ■achinery Ind. 
PXCM END 1 ■illion Yen NOMI Output-price for che■ical product Ind. 
PXOC END 1 ■illion Yen NOMI Output-price for oil & coal Ind. 
PXPP END 1 ■illion Yen NOMI Output-price for paper & pulp Ind. 
PXCE END 1 ■illion Yen NOMI Output-price for ce■ent Ind. 
PXFT END 1 ■illion Yen NOMI Output-price for food Ind. 
PXTP END 1 ■illion Yen NOMI Output-price for textile Ind. 
PXMI END 1 ■illion Yen NOMI Output-price for ■ining Ind. 
IIPT END 1985=100 Industrial production index for total Industry 
IIPST END 1985=100 Industrial production index for iron & steel Ind. 
IIPMC END 1985=100 Industrial production index for aachinery Ind. 
IIPCM END 1985=100 Industrial production index for che■ical product Ind. 
IIPOC END 1985=100 Industrial production index for oil & coal Ind. 
IIPPP END 1985=100 Industrial production index for paper & pulp Ind. 
IIPCE END 1985=100 Industrial production index for ce■ent Ind. 
IIPFT END 1985=100 Industrial production index for food Ind. 
IIPTP END 1985=100 Industrial production index for textile Ind. 
IIPMI END 1985=100 Industrial production index for mining Ind. 
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A. PUBLIC FINANCE SECTOR 

1. Revenue 
VGL = VGLT + VGLC + VGLB + VGLO 

2. Tax Revenue 
VGLT = - 120486 + 0.03922l*GDE 

( -7.78) ( 29.92) 
Sa ■ ple 1976-1989 RRADJ=0.98567 S.E.=11201.90 D.W.=1.464 

3. Central Govern■ent Subsidy 
VGLC = + 212478 + 34.4320*JXGLF + 0.46890*VGLC(-1) 

( 3.10) ( 3.76) ( 3.18) 
Sample 1976-1989 RRADJ=0.93952 S.E.=47057.60 D.W.=2.099 

4. Bond Revenue 
VGLB = + 27119.7 + 1.44082*XGLE(-l) - 0.26712*XGCD(-1) 

( 0.81) ( 8.73) ( -3.17) 
Sa ■ ple 1976-1989 RRADJ=0.89749 S.E.=26618.30 D.W.=1.595 

5. Other Revenue 
VGLO = - 8037.07 + 0.0095888*GDE(-1) + 0.63013*VGL0(-1) 

( -0.36) ( 1.93) ( 3.74) 
Sa■ ple 1976-1989 RRADJ=0.95777 S.E.=14167.70 D.W.=1.425 

6. Japan Public Works Expenditure 
JXGPW = + 333.852 + 0.16697*JIG + 0.4153l*JXGPW(-l) 

( -2.50) ( 14.07) ( 3.50) 
Sa■ ple 1976-1989 RRADJ=0.93243 S.E.=264.83 D.W.=2.138 

7. Hokkaido Develop■ent Budget, Total 
XGCD = SXGCD * JXGPW 

8. Hokkaido Develop■ent Budget, Agriculture 
XGCDA = + 54173.8 + 0.18504*XGCD - 0.0438560*(0A+OF) + 0.2846l*XGCDA(-1) 

( 2.52) ( 4.32) ( -1.91) ( -2.15) 
Sa■ ple 1976-1989 RRADJ=0.94272 S.E.=6673.24 D.W.=0.967 

9. Hokkaido Develop ■ ent Budget, Road 
XGCDR = + 17884.5 + 0.33907*XGCD - 0.1238l*XGCDR(-1) 

( 1.88) ( 8.76) ( -1.10) 
Sample 1976-1989 RRADJ=0.97205 S.E.=6096.98 D.W.=0.447 

10. Hokkaido Develop ■ent Budget, Housing 
XGCDH = - 9854.86 + 0.0964950*XGCD + 0.165ll*XGCDH(-1) 

( -6.09) ( 19.67) ( 4.65) 
Sa■ ple 1976-1989 RRADJ=0.99591 S.E.=905.09 D.W.=2.029 

11. Ex~enditure 
XGL = XGLAAL + XGLK + XGLE + XGLO 

12. Expenditure for Agriculture 
XGLAAL = + 15737.2 + 0.1014l*YCIA(-l) + 0.74693*XGLAAL(-1) 

( 0.57) ( 2.11) ( 9.06) 
Sa■ ple 1976-1989 RRADJ=0.86597 S.E.=13144.10 D.W.=1.380 

13. Expenditure for Education 
XGLK = + 46734.9 + 0.047627l*VGL + 0.73143*XGLK(-1) 

( 5.97) ( 2.04) ( 6.94) 
Sa ■ple 1976-1989 RRADJ=0.99465 S.E.=6417.66 D.W.=2.159 

14. Expenditure for Constructing 
XGLE = - 38169.6 + 0.20755*VGL - 0.11012*XGCD(-1) 

( -3.20) ( 18.12) ( -3.14) 
Sa ■ple 1976-1989 RRADJ=0.98341 S.E.=9607.02 D.W.=1.737 
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15. Expenditure for Others 
XGLO = - 126669 + 0.54917*VGL 

( -3.86) ( 28.56) 
Sample 1976-1989 RRADJ=0.98430 S.E.=290004.20 D.W.=0.960 

16. Balance on Public Finance 
GB= XGL - VGL 

B. POPULATION, LABOUR FORCE SECTOR 
1. Total Population 
POP= POP(-1) + POPB - POPD + POPIN - POPOUT 

2. Population of Births 
POPB = POPBR*POP 

3. Population of Deaths 
POPD = POPDR*POP 

4. Inflow of Population 
LOG(POPIN) = + 2.93345 + 0.31566*LOG(LDM) - 0.11455*LOG(JLDM) 

( 2.44) ( 2.43) ( -1.48) 
+ 0.75639*LOG(POPIN(-1}) 

( 7.40) 
Sa■ple 1976-1989 RRADJ=0.93768 S.E.=0.02 D.W.=2.539 

5. Outflow of Population 
LOG(POPOUT) = - 7.38093 + 0.79329*LOG(RGDE) 

( -1.90) ( 3.01) 
+ 0.45703*LOG(LDM/JLDM) + 0.5306l*POPOUT(-1) 

( 2.62) ( 3.00) 
Sa ■ ple 1976-1989 RRADJ=0.72980 S.E.=0.03 D.W.=1.328 

6. Labour Force 
LN = - 441001 + 0.51686*POP + 0.0269486*RGDE 

( -0.86 ) ( 4.98) ( 3.80) 
Sa■ple 1976-1989 RRADJ=0.94594 S.E.=18963.10 D.W.=1.285 

7. Effective Job Openings 
LOG(LDM) = + 56.6650 + 0.42729*LOG(RIPC(-l)) - 4.26824*LOG(LN) 

( 4.43) ( 1.62) ( -3.93) 
+ 0.58283*LOG(JLDM) 

( 9.44) 
Sa■ ple 1976-1989 RRADJ=0.90848 S.E.=0.04 D.W.=1.222 

8. Nu■ber of Une ■ployed 
LOG(LUN) = + 48.0642 - 2.9780l*LOG(RGDE) + 2.12950*LOG(WI(-1)) 

( 6.07) ( -5.78) ( 4.98) 
+ 0.22267*LOG(LUN(-1)) 

( 1.11) 
Sa■ple 1976-1989 RRADJ=0.91421 S.E.=0.06 D.W.=2.238 

9. Nu■ber of E■ployees 
LOG(LWN) = - 1.69184 + 0.53356*LOG(LEN) + 0.12287*LOG(RGDE) 

( -1.98) ( 5.89) ( 6.55) 
+ 0.43790*LOG(LWN(-1)) 

( 9.79) 
Sa■ple 1976-1989 RRADJ=0.99798 S.E.=0.00 D.W.=2.219 

10. Une ■~loy■ ent Rate 
LUR = LUN/LN*lOO 

11. Nu■ ber of E ■ployers and Employees 
LEN= LN - LUN 
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~- REAL EXPENDITURE SECTOR 

1. Private Final Consumption Expenditure 
RCP = + 741665 + 0.161567*YD/PCP*l00 

( 0.59) ( 0.81) 
- 89980.6*(IRC) + 0.85483*RCP(-1) 

( -1.51) ( 8.33) 
Sample 1978-1989 RRADJ=0.97655 S.E.=150086.00 D.W.=2.605 

2. Government Final Consumption Expenditure, Central 
RCGC = CGC/PCG*lOO 

3. Government Final Consumption Expenditure, Local 
RCGL = CGL/PCG*lOO 

4. Government Final Consumption Expenditure, Municipal 
RCGM = CGM/PCG*lOO 

5. Govern■ent Final Consumption Expenditure 
RCG = RCGC + RCGL + RCGM 

6. Private Non-residential Investment 
RIPC = + 115784 + 0.0578426*(RGDE+RGDE(-1)) 

( 0.25) ( 4.54) 
+ 22.2701*(XGCD+XGLAAL+XGLE)/PCG*l00 

( 1.22) 
- 31361.2*IRP(-1) 

( -1.32) 
Sample 1976-1989 RRADJ=0.90486 S.E.=67738.70 D.W.=1.377 

7. Private Residential Investment 
RIPH = + 216778 + 27.9703*((YP-CP)/PCP+(YP(-1)-CP(-1))/PCP(-1)) 

( 2.32) ( 10.38) 
- 35732.5*IRK 

( -4.99) 
+ 0.72203*(M2CD+M2CD(-1)) 

( 7.26) 
Sample 1976-1989 RRADJ=0.89655 S.E.=30569.90 D.W.=2.537 

8. Public Fixed Investment 
RIG= IG/PIG*lOO 

9. Increase in Stocks, Private 
RJP = - 4132E+03 + 1229E+03*(XGCD/PGDE)/(XGCD/PGDE+XGCD(-1)/PGDE(-1)) 

( -3.79) ( 1.70) 
+ 7013E+03*CPI/(CPl+CPI(-1)) 

( 3.26) 
Sample 1976-1989 RRADJ=0.51738 S.E.=58278.20 D.W.=1.997 

10. Increase in Stocks, Government 
RJG = - 1987E+03 - 0.2527l*RJP + 3883E+03*RGDE/(RGDE+RGDE(-1)) 

( -1.87) ( -1.42) ( 1.85) 
+ 0.4001.65*DOT(XGCD) 

( 3.06) 
Sample 1976-1989 RRADJ=0.57813 S.E.=43594.70 D.W.=1.403 

11. Export of Goods and Services 
LOG(RE) = + 9.87896 + 0.55404*LOG(JRGNP) - 0.37716*LOG(PE) 

( 26.41) ( 14.03) ( -4.71) 
Sample 1976-1989 RRADJ=0.94829 S.E.=0.02 D.W.=1.703 

12. Imports of Goods and Services 
RM=+ 2465E+03 + 0.34090*RGDE - 8166.27*PM(-1) 

( 6.65) ( 11.48) ( -2.07) 
Sample 1976-1989 RRADJ=0.91780 S.E.=125316.00 D.W.=1.785 

13. Gross Domestic Expenditure of Hokkaido, Real Term 
RGDE = RCP+RCG+RIPC+RIPH+RIG+RJP+RJG+RE-RM+RSD 
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D. REAL PRODUCTION SECTOR 

1. Production Potentiality 
LOG(RGDEC) = + 1.32497 + 0.36803*LOG(RKPC) + 0.60360*LOG(LN) 

( 0.15) ( 4.41) ( 0.87) 
Sa ■ple 1976-1989 RRADJ=0.94544 S.E.=0.03 D.W.=1.085 

2. Capital Stock, Private Corporate Sector 
RKP = RKP(-1) + RIPC - RDFC 

3. Depreciation of Non-housing Capital 
RDFC = + 4724.77 + 0.11038*RKPC 

( 0.15) ( 47.56) 
Sa ■ ple 1976-1989 RRADJ=0.99428 S.E.=27533.00 D.W.=2.052 

4. Labour Productivity Index 
LPI = (RGDEC/LN)/(RGDEC.85/LN.85) 

E. PRICE SECTOR 

1. Consu■ er Price Index 
LOG(CPI) = - 0.13333 + 1.11245*LOG(JCPI) - 0.25629*LOG(RGDEC/LN)) 

( -1.76) ( 40.99) ( -6.24) 
Sa■ ple 1976-1989 RRADJ=0.99754 S.E.=0.01 D.W.=1.019 

2. I ■plicit Deflator for CP 
LOG(PCP) = + 0.35511 + 0.9237l*LOG(JCP) 

( 5.44) ( 63.80) . 
Sa■ ple 1976-1989 RRADJ=0.99682 S.E.=0.01 D.W.=0.971 

3. I ■plicit deflator for CG 
LOG(PCG) = - 0.16317 + 1.03696*LOG(JPCG) 

( -0.97) ( 28.03) 
Sa ■ ple 1976-1989 RRADJ=0.98369 S.E.=0.02 D.W.=1.189 

4. I ■plicit Deflator for IPC 
LOG(PIPC) = + 0.0006500 + 0.99986*LOG(JPIPC) 

( 1.06) ( 7455.69) 
Sa■ ple 1976-1989 RRADJ=l.00 S.E.=0.00 D.W.=2.583 

5. I ■ plicit Deflator for IPH 
LOG(PIPH) = - 0.0002967 + 1.00006*LOG(JPIPH) 

( -0.85) ( 13064.30) 
Sa■ ple 1976-1989 RRADJ=l.00 S.E.=0.00 D.W.=1.574 

6. I ■ plicit Deflator for IG 
LOG(PIG) = - 0.0071769 + 1.00168*LOG(JPIG) 

( -0.59) ( 375.65) 
Sa■ ple 1976-1989 RRADJ=0.99991 S.E.=0.00 D.W.=1.535 

7. Price of Export 
LOG(PE) = + 0.11899 + 0.633317*LOG(PXIIPT) + 0.34189*LOG(PE(-1)) 

( 0.45) ( 6.26) ( 4.12) 
Sa■ple 1976-1989 RRADJ=0.95734 S.E.=0.02 D.W.=1.030 

8. Price of ! ■port 
LOG(PM) = - 0.0654955 + 0.79478*LOG(JWPI) + 0.22144*LOG(PM(-1)) 

( -0.20) ( 6.71) ( 2.21) 
Sa■ ple 1976-1989 RRADJ=0.93854 S.E.=0.02 D.W.=0.708 

9. I ■ plicit Deflator for GDE 
PGDE = GDE/RGDE*lOO 
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F. NOMINAL EXPENDITURE SECTOR 

1. Private Final Consumption Expenditure 
CP = RCP*PCP/100 

2. Government Final Consumption ex~enditure, Central 
CGC = + 62140.2 + 2.93377*JXGLF(-1) + 0.85143*CGC(-1) 

( 1.74) ( 0.64) ( 5.38) 
Sample 1976-1989 RRADJ=0.97731 S.E.=11462.20 D.W.=1.959 

3. Government Final Consu■ption Expenditure, Local 
CGL = + 57567.5 + 0.0595819*XGL + 0.77758*CGL(-l) 

( 4.21) ( 1.69} ( 6.66) 
Sa■ ple 1976-1989 RRADJ=0.99440 S.E.=9230.26 D.W.=3.223 

4. Govern■ent Final Consu■ption Expenditure, Municipal 
CGM = - 2377E+03 + 0.92863*TYMG + 0.45982*POP 

( -3.55) (10.31) ( 3.83) 
Sample 1976-1989 RRADJ=0.98960 S.E.=16540.20 D.W.=1.169 

5. Government Final Consu■ption Expenditure 
CG= CGC + CGL + CGM 

6. Private Non-residential Investment 
IPC = RIPC*PIPC/100 

7. Private Residential lnvest ■ent 
IPR= RIPH*PIPH/100 

8. Public Fixed Invest■ent 
LOG(IG) = + 2.71395 + 0.38248*LOG(XGCD+XGCD{-1)) + 0.51250*(XGLAAL) 

( 4.01) ( 2.85) ( 3.15) 
Sa■ple 1976-1989 RRADJ=0.95865 S.E.=0.04 D.W.=1.557 

9. Increase in Stocks, Private 
JP= RIIP*PIPC/100 

10. Increase in Stocks, Government 
JG= RIIG*PIGC/100 

11. Export of Goods and Services 
E = RE*PE/100 

12. I ■port of Goods and Services 
M = RM*PM/100 

13. Gross Domestic Expenditure of Hokkaido, Nominal Term 
GDE = CP+CG+IPC+IPH+IG+JP+JG+E-M+SD 

14. Banks Loans for Private Housing 
DSLBHP = - 2287.65 + 88.4350*IRC + 0.0044119*IPH(-1) 

( -4.80) ( 2.01) ( 10.70) 
Sample 1976-1989 RRADJ=0.89692 S.E.=164.38 D.W.=1.894 

G. INCOME AND TAX SECTOR 

1. Wage per E ■plof 
LOG{W) = + 5.24137 + 1.25428*LOG(JCPI) + 0.54115l*LOG(RGDEC) 

( 0.52) ( 7.51) ( 4.83) 
- l.2599*LOG(LN) 

( -1.63) 
Sa■ ple 1976-1989 RRADJ=0.99208 S.E.=0.02 D.W.=1.857 

2. Wage Index of Regular Workers 
WI= W/3.13338*100 
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3. Wage Income of Employees 
YW = W*LWN 

4. Contribution to Social Insurance Household 
XHW = - 28365.8 + 0.0249015*(YW+YCI} + 0.77694*XHW(-1) 

( -0.44) ( 1.40) ( 5.88) 
Sa■ ple 1976-1989 RRADJ=0.99347 S.E.=13168.10 D.W.=2.457 

5. Propertr Income of Household, Interest 
YAHI = - 378872 + 0.0433797*GDE + 29714.3*IRK + 0.66482*YAHI(-1) 

( -5.48) ( 5.55) ( 5.19) ( 8.26) 
Sa■ple 1976-1989 RRADJ=0.98553 S.E.=27167.60 D.W.=1.509 

6. Property Inco ■ e of Household, Dividend 
YABD = + 44435.6 + 45.6669*PSTOCK + 0.42539*YAHD(-1) 

( 3.21) ( 3.95) ( 2.35) 
Sa■ple 1976-1989 RRADJ=0.96317 S.E.=10723.60 D.W.=2.549 

7. Property Inco ■ e of Household, Rent 
YABR = - 6664.06 + 0.0018559*YW(-1) + 0.87812*YAHR(-1) 

( -1.83) ( 1.96) ( 6.41) 
Sa■ ple 1976-1989 RRADJ=0.96519 S.E.=1988.77 D.W.=2.935 

8. Property Inco ■ e of Household 
YAH = YAHi + YAHD + YAHR 

9. Proprietor's Inco ■ e, Agriculture, Forestry and Fisheries 
YCIA = + 386657 + 0.76826*(0A+OF) - 6963.0*PM 

( 1.68) ( 2.76) ( -4.33) 
+ 168660*W + 0.24642*YCIA(-l) 

( -2.04) ( 1.55) 
Sa ■ ple 1976-1989 RRADJ=0.70354 S.E.=41275.60 D.W.=2.201 

10. Proerietor's Inco ■e, Trade and Industries 
LOG(YCII) = + 18.7908 + 2.90818*LOG(GDE) - 4.12934*LOG(YW(-l)) 

( 7.89) ( 4.61) ( -7.31) 
+ 0.86445*LOG(XGCD(-l)) 

( 4.88) 
Sa ■ ple 1976-1989 RRADJ=0.88838 S.E.=0.09 D.W.=2.644 

11. Proprietor's Inco ■e, Rent and Lease 
LOG(YCIR) = + 4.68564 + 0.14436*LOG(PIPH) - 1.32760*LOG(IRP) 

( 3.56) ( 0.16) ( -7.97) 
+ 2.00584*LOG(CPI) 

( 2.29) 
Sa■ ple 1976-1989 RRADJ=0.95717 S.E.=0.09 D.W.=1.567 

12. Proprietor's Income 
YCI = YCIA + YCII + YCIR 

13. Household Income 
YP = YW - XHW + YAH + YCI 

14. Household Dis~osal Income 
YD= YP - TYW - TYCI - TYLG - TYMG - TAM 

15. Nu■ber of Auto■ obile 
LOG(AMN) = - 2.77693 + 0.30396*LOG(RGDE) - 0.0228675*LOG(IRK) 

( -3.61) ( 4.74) ( -3.86) 
+ 0.72452*LOG(AHN(-1)) 

( 18.57) 
Sa ■ ple 1976-1989 RRADJ=0.99858 S.E.=0.01 D.W.=1.600 

16. Personal Income Tax 
TYW = - 75975.5 + 0.0658690*YW 

( -1.96) ( 10.89) 
Sample 1976-1989 RRADJ=0.90050 S.E.=28770.00 D.W.=0.414 
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17. Tax on Private Business 
TYCI = - 40618.8 + 0.0366559*YCI + 1.05172*TYCI(-l) 

( -2.06) ( 2.90) ( 12.85) 
Sa ■ ple 1976-1989 RRADJ=0.92813 S.E.=6843.69 D.W.=1.090 

18. Residents' Tax, Local 
TYLG = - 18474.2 + 0.0660613*YGL 

( -5.58) ( 34.06) 
Sa■ ple 1976-1989 RRADJ=0.98891 S.E.=2925.99 D.W.=1.547 

19. Residents' Tax, Municipal 
LOG(TYMG) = + 0.0729256 + 0.17550*LOG(YW) + 0.78686*L0G(TYMG(-l)) 

( 0.04) ( 0.82) ( 6.62) 
Sa■ ple 1976-1989 RRADJ=0.99847 S.E.=0.01 D.W.=2.041 

20. Tax on Auto ■obile Holding 
TAM= - 0.0131844 + 0.88739*AMN + 0.36462*TAM(-1) 

( -0.01) ( 2.67) ( 2.25) 
Sa■ple 1976-1989 RRADJ=0.97113 S.E.=0.05 D.W.=1.841 

21. Corporate Inco■ e 
YCP = + 1210E+03 + 0.340ll*GDE - 33791.4*IRP - 1424E+03*W 

( 4.36) ( 7.07) ( -1.66) ( -6.11) 
Sa ■ple 1976-1989 RRADJ=0.90822 S.E.=65306.50 D.W.=2.195 

22. Corporate Direct Tax 
LOG(TYCP) = - 13.9201 + 0.76303*LOG(YCP) + 1.10465*LOG(RIPC(-1)) 

( -4.89) ( 5.17) ( 4.31) 
Sa■ple 1976-1989 RRADJ=0.90173 S.E.=0.10 D.W.=2.140 

23. Do■ estic Consu■ption 
LOG(CPD) = + 1.80463 + 0.87167*LOG(CP) 

( 3.65) ( 27.77) 
Sa■ ple 1976-1989 RRADJ=0.98343 S.E.=0.03 D.W.=2.760 
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APPENDIX B: Table 1 Baseline Projection 
Table 2 Scenario A 
Table 3 Scenario B 
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. 

<REST OF (bi 11 ion9 of ¥) 

JAPAN-MACRO) 1995,1990 2000,1995 2000,1990 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 20ll0 
JRGNP 2. 8% 3.2% 3.ll% 393943 4ll7965 415039 426H9 438996 452092 465956 480426 495752 511A75 528227 

5.61 3.56 1. 73 2.73 2.97 2.98 3.ll7 3. 11 3. 19 3. 17 3.28 
JPGNP 1.0% 0.4% 0.n 106. 77 1ll8. 71 111. 04 111. 34 111. 59 111. 94 112. 22 112. 5 112. 93 113. 55 114. 38 

2 I. 82 2. 14 0.27 0.22 ll. 31 ll. 25 ll. 25 0.39 0.55 0.72 
JWPI 

I 
-0.8% 0. 3% -0.2% 91 89.56 88.37 87.8 87.49 87. 47 87.43 87.37 87.65 88.08 88.84 

I. 56 -I. 59 -1. 33 -0.65 -0.34 -0.02 -0.05 -0.07 0.32 0.49 0.86 
JCPI 0.4% 0.9% 0.6% 108 108.71 109 109.22 109.56 110. 12 II 0. 81 II I. 58 112. 55 113. 73 115. 21 

3.25 0.66 0.27 0. 19 0.31 0.51 0.62 0.69 0.87 1.05 I. 3 
JW I I. 3% 2.0% 1 . 7 '✓• 4813.74 4942.04 4968.87 5013.96 5072.23 5145.29 5228.06 5317.64 5421. 81 5540. 11 5679.2 

4. I 2.67 0.54 ll.91 1. 16 1.44 1. 61 1. 71 1. 96 2, 18 2.51 
JLN 

I 
0.9% 0.8% 0.8% 6127.23 6188.84 6247.29 6303.34 6357.55 6410.29 6461.83 6512.45 6562.39 6611.84 6660.94 

2.08 1. 01 0.94 0.90 0.86 ll.83 0.80 0.78 0.77 0.75 0. 74 
JLEN 0.9% 0.8% 0.9% 5981.04 6042.25 6099.37 6155. 19 6209.89 6263. 4l'l 6315.86 6367.49 6418.41 6468.72 6518.54 

-3.99 1. 02 0.95 0.92 0.89 0.86 0.84 0.82 0. 80 0.78 0.77 
JLWN I. 6% I. 2% 1 . 4 % 4684.22 4777. U 4858.62 4933.19 5003.91 5071. 97 5138.08 5202.69 5266.12 5328.58 5390.27 

4.09 I. 99 I. 70 1. 53 1.43 1. 36 1. 30 I. 26 1. 22 1. 19 1. 16 
JLDM II .3% 8.3% 9.8% 1.43 I. 68981 1. 78163 I. 97344 2. 211333 2.4375 2. 67541 2.91696 3. 16187 3.39972 3.63356 

10 18. 17 5.43 10. 77 11. 65 10.63 9.76 9.03 8.4 7.52 6.88 
JBT 20. 8>. 5.7% 13.0% 69864 113683 131489 150379 166596 179972 189940 200395 2111165 224149 237646 

-0. 19 62.72 15.66 14. 37 10.78 8.03 5.54 5.5 5.32 6.2 6.02 
JCBP 33.0>. 4.9% 18. 2>. 47353 94297 142428 163747 182987 197409 206507 215759 225216 237854 251204 

-17.46 99. 14 51. 04 14.97 11. 75 7.88 4.61 4.48 4.38 5.61 5.61 

<EXOGENl 1990 1991 1992 1993 1994 1995 1996 1997 !99B 1999 2000 
EXR<¥,tl 141. 52 135 126 122 119 I 16 114 112 111 110 110 
IRK(%) 5,75 5.25 3.25 2.75 2.75 2.75 2.75 2.75 2.75 2.75 2.75 

c.,.:, 
POI lJ <S,bi 22.94 21 19 20 20 21 22 23 24 25 26 ...... 
WRT(%1 4.75 4 3.5 3 3 3 3 3 3 3 3 
JPMOTS<>.J 4.5B 2 2 2 2 2 2 2 2 2 2 
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• ' 

<REST OF 
(billion of¥) 

JAPAN-MACRO> 1990 1991 1992 1993 1994 1995 ___ 1996 ______ 1997 1998 1999 2000 

JRGNP I 0 0 0 974 1957 3069 4281 5588 6992 8•93 10098 

0 0 0 0.22 0. 43 0.66 0.89 1. 13 I. 38 I. 63 I. 88 

JPGNP I 0 0 0 0.01 0.05 0. 11 0. 18 0.27 0.37 0.47 0.57 

0 0 0 0.01 0.04 0. 1 0. 16 0.24 0.33 0.41 0.5 

JWPI I 0 0 0 -0.01 -0.01 0.01 0.02 0.04 0.06 0.07 0.09 

0 0 0 -0 02 -0 01 0.01 0.03 0.05 0.06 0.08 0. 1 

JCPI I 0 0 0 0.02 0.06 0. 12 0.2 0.3 0.4 0.51 0.63 

0 0 0 0.02 0.05 0. 11 0. 18 0.27 0.36 0. 45 0.55 

JW I 0 0 0 4.08 9.68 16.97 25.61 35.34 46 57.5 69.9 

0 0 0 0.08 0. 19 0.33 0.49 0.67 0.86 1. 05 1. 25 

JLN I 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 

JLEN I 0 0 0 0. 12 0.27 0.43 0.59 0.74 0.88 I. 01 1. I 5 

0 0 0 0 0 0.01 0.01 0.01 0.01 0.01 0.02 

JUIN I 0 0 0 0.08 0.21 0.38 0.57 0.75 0.93 1.1 1. 27 

0 0 0 0 0 0.01 0.01 0.01 0.02 0.02 0.02 

JLDM I 0 0 0 0.01348 0.02925 0.0461 0.06349 0.08144 0. 10021 0. I 1999 0. 14095 

0 0 0 0. 69 1. 35 1. 93 2.43 2.87 3.27 3.66 4.04 

~ JBT I 0 0 0 -390 -862 -1489 -2260 -3182 -4244 -5440 -6752 
~ 

0 0 0 -0.26 -0.51 -0.82 -1. 18 -1. 56 -1. 97 -2.37 -2.76 

JCBP I 0 0 0 -621 -1391 -2423 -3702 -5239 -7020 -9039 -11264 

0 0 0 -0. 38 -0.75 -1. 21 -1. 76 -2.37 -3.02 -3.66 -4.29 
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Fields of Influence of Technological Change in EC Intercountry Input

Output Tables, 1970-80 

Abstract 

Jan A van der Linden\ Jan Oosterhaven1
, Federico A Cuello2

, 

Geoffrey J.D. Hewings2
, and Michael Sonis2 

Technological change does not only have an impact on the sectors and countries in which 
it occurs. It also influences the functioning of the economy at large. An efficient and 
integrated way to summarize the impact on the interdependence of sectors and countries 
is by looking at an intercountry Leontief-inverse. 

In this paper we will investigate the influence of changes in the technical 
coefficients in one sector in one country on the intercountry Leontief-inverse of the 
European Community (EC) for 1970 and 1980, estimated by Boornsma, van der Linden 
and Oosterhaven (1991). This will be done with a weighted variant of the Field of 
Influence of Column Change as developed by Sonis and Hewings (1992). The empirical 
outcomes will be analyzed in three ways. 

First, we will analyze the impact of comparable changes in technology in every 
sector on the aggregate value of the Leontief-inverse as well as on its spatial structure. 
In this way 'propulsive' sectors are identified as those sectors that produce the largest 
increase in the overall interdependence between all sectors in all EC-countries. 
Moreover, the propulsiveness of sectors, thus measured, will be spatially decomposed 
into a 'domestic' effect, an 'intercountry-spillover', an 'intercountry-return' and a 'rest of 
the EC' effect on sectoral interdependence. 

Secondly, we will analyze how the columns of the intercountry Leontief inverse 
change as a consequence of EC-wide changes in technology. Thus we identify 'reactive' 
sectors as those sectors whose multipliers are most sensitive to EC-wide factor 
productivity increases. 
Thirdly, we analyze how the rows of the intercountry Leontief-inverse change as a 
consequence of EC-wide changes in factor productivity. This approach identifies 
'dependent' sectors as those sectors whose production level is most sensitive to overall 
changes in productivity within the EC. 

At each level of the analysis, attention will be given to the temporal changes in 
propulsiveness, reactiveness and dependence of sectors and countries within the EC over 
the period 1970-80. 

'Department of Economics, University of Groningen, Postbus 800, 9700 AV Groningen, The 
Netherlands. 

2Regional Economics Applications Laboratory (REAL), University of Illinois at Urbana-Champaign, 607 
S. Mathews Avenue, #220, Urbana, Illinois 61801, U.SA. 
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1. Introduction 

Innovations and technological change are known to spread over time and over space. In 

the input-output literature, Carter's (1970) pioneering study provided a useful 

methodological approach to the issue of system-wide aggregate change. In addition, 

extensive models of innovation diffusion have been developed to this date (see e.g. 

Davies, 1979; Nijkamp, 1986). Most of these theories, however, concentrate upon the 

diffusion process of one type of innovation at a time. Some studies deal with the 

simultaneous diffusion process of independent but mutually competing innovations, each 

maybe having its own specific niche and maximal penetration (see e.g. Sonis, 1992). As 

far as interdependent innovations are concerned one finds some attention to the spillover 

of key-innovations in one area ( e.g. microprocessors) unto the technologies used in other 

areas ( e.g. consumer electronics). These latter theories, e.g., concentrate on the 

phenomenon of technological trajectories (Dosi, 1984). However, we have not found 

studies of the system-wide implications of changes in technology, nor comparative studies 

into the system-wide implications of series of different new technologies, although 

Grossman and Helpman (1991) have attempted to explore the basis for an approach to 

this problem. 

In this paper we will set a prudent first step to fill this gap. Of all system-wide 

implications of new technologies we will deal only with one major, but specific, effect of 

new technologies, namely their impact on the interdependence of an economic system. 

In this context, interdependence has two important aspects which we would like to 

investigate simultaneously. First, technological change influences of course the way in 

which sectors interact with one another through the exchange of products. Second, we 

would like to investigate the extent to which this influence spills over into other 

countries. In this last context we are interested in the question whether this intercountry 

spillover of technological change increases over time or not, especially, when countries 

integrate their economies such as is done in the European Community (EC). 

The ideal data base to investigate the above questions consists of course of a time 

series of intercountry input-output tables which allows us to study the intersectoral 

interaction both within and between countries over time. Recently such tables have been 

constructed for the EC for 1970 and 1980. The peculiarities of their construction are 

discussed briefly in the next section (see Boornsma et al, 1991, for details). 
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The effect of technological change on the interdependency of sectors, within and 

between countries, is best measured by the effects of changes in a column of technical 

coefficients on the values of the intercountry Leontief-inverse (l-A;-1. Section 3 explains 

the method used to calculate these effects, namely a weighted variant of the Fields of 

Influence of Column Change (see Sonis & Hewings, 1992, for details on other Fields of 

Influence). 

Sections 4-6 then give a three-way summary description of the empirical results 

that consist of 5(countries) x 6(industries) Fields of Influence with each 30 rows and 

columns for 1970, and 7x6 Fields with 42 rows and columns for 1980. In Section 4 we 

analyze the impact of a comparable change in factor productivity in every sector in each 

EC-country on the aggregate value of the intercountry Leontief-inverse as well as on its 

aggregate spatial structure. Thus we identify so-called propulsive sectors studied earlier 

for Brazil by Cuello et al (1992). Next, in Section 5, we analyze which production 

multipliers are most sensitive to EC-wide factor productivity increases in order to identify 

so-called reactive sectors (cf. also Cuello et al., 1992). Finally, in Section 6, we extend 

the analyses of Cuello et al., and we analyze how the rows of the intercountry Leontief

inverse change as a consequence of EC-wide changes in factor productivity. Thus, 

dependent sectors and countries are identified as those whose production levels are most 

sensitive to overall changes in factor productivity within the EC. 

At each level of analysis, attention will of course be given to the temporal changes 

in propulsiveness, reactiveness and dependence of sectors and countries within the EC 

over the period 1970-80. 

2. EC Intercountry Input-Output Tables 

The data used in examining the fields of influence of technological change in the 

European Community are intercountry input-output tables for 1970 and 1980. These 

tables are constructed from a set of mutually harmonized national input-output tables 

(see Eurostat, 1979, for the methodology). In these harmonized tables, domestic 

transactions are valued in producers' prices, and imports in ex-customs prices. 

Furthermore, the imports are distinguished according to two origins, namely imports 

from within the EC and imports from outside the EC. Such tables are issued every five 

years (see for 1970 and 1980: Eurostat, 1978; 1986), but they are not available for all 
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member states. For both years there are no tables for Luxembourg, and for 1980 the 

table for Ireland is lacking too. So, the data suitable for analysis relate to five and seven 

countries for 1970 and 1980, respectively. 

To obtain the intercountry tables, the respective (five or seven) tables with intra

EC imports were first disaggregated into one table with the bilateral, intersectoral 

transactions between all pairs of EC-countries. International trade data were used to do 

this. Second, to reassess the ex-customs valuation of the intra-EC imports into producers' 

prices, the RAS method was applied to that bilateral transactions table. Details of the 

construction method are given in Boomsma et al. (1991). For earlier constructions and 

applications of EC intercountry input-output tables, see Schilderinck (1984), Langer 

(1987), Lanza and Rampa (1988), Oosterhaven (1989b) and Fehr et al. (1991). In all 

these tables, however, ex-customs prices were not reassessed. 

The original intercountry tables of Boomsma et al. (1991) have 44 sectors. For our 

analysis, we have aggregated them into 6 sectors, namely Agriculture, Energy, 

Manufacturing, Building, Market Services and Public Services. 

3. Fields of Influence of technological change 

The notion of Fields of Influence was originally developed to guide the construction and 

estimation of regional input-output tables. As such, it focused on error and sensitivity 

analysis and the identification of inverse-important coefficients (Sonis and Hewings, 

1989). Later on, the approach also proved to be useful for the analysis of the structure 

of input-output tables and the identification of key sectors (Cuello et al., 1992; Sonis and 

Hewings, 1992). 

3.1. The Notion of Fields of Influence 

The basic formula of the impact of a change e1,c in one input coefficient on the whole 

Leontief-inverse is: 

(1) 

where B and B(E) are the Leontief-inverses before and after the change, and where F 

is the Field of Influence: 
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bu 

F(:) = 

b21, 

(bc1, bci> •.. , be,) . (2) 

bltlt 

The typical element of B(E) is calculated as: 

(3) 

which is the well-known Sherman and Morrison (1950) formula of inverse change. 

In order to analyze the sensitivity of the Leontief-inverse to the technological 

change in one sector we need to consider possible sets of changes in one column c: 

In this case, the extension of equation (3) is (see Sherman and Morrison, 1949): 

b ciL b ih e 1tc 

b/E) = bii + --•---
1 - L bc,.elic ,. 

(4) 

(5) 

One can make many alternative assumptions about the structure of the changes 

in ( 4 ). The most obvious one is an equal relative increase in all coefficients. Such a 

change is the typical result of an increase in primary input (e.g. capital or labour) 

productivity, under the assumption of an unchanged mix of intermediate inputs. This case 

is specified as: 

(6) 

Other obvious assumptions are, for example, a substitution between two specific 

intermediate inputs h0 and h;: 

(6') 

or a more efficient use of one specific intermediate input: 

and for h, .. h0 : (6") 
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In all cases the mix of other intermediate and primary input coefficients remains 

unchanged. These alternatives represent some basic cases of column change. 

In this paper, we will only analyze the implications of the first alternative. This 

alternative is analytically most tractable and thus convenient as a first step in the 

analysis. It may also prove to be the most general and empirically reasonable 

assumption. Substitution of (6) into (5) then results in: 

(7) 

To obtain the structure of the impact of a on the Leontief-inverse, we only need 

to investigate the linear part of the change: 

(8) 

where the matrix P = I It; 11 is called the Weighted Field of Influence of Column 

Change or the Column Field of Influence. It is defined in (8) as the weighted sum of the 

Fields of Influence of column c (see Sonis and Hewings, 1992, for the unweighted 

version). 

The structure of our weighted column field of influence, F, can be analyzed with 

the help of the matrix G = BA = (B - I) = ll8vl I, which is the matrix of indirect 

production effects; in coordinate form: 

{ 
gij : bij, i ,, j l . 
g;; - bu - l 

Using G, the components tJ can be presented in a form where the elements a;1 are 

excluded: 

or 

(8') 
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The components bJJic are the components of the field of influence, F[;), of the change 

occurring in the place (c,c). Therefore, the weighted column field of influence has the 

form: 

F = F[:) + (Row c) , 

where the matrix 

0 0 .. 0 

.. 

0 0 .. 0 

(Row c) = bc1 bc2 .. bcn (8") 

0 0 .. 0 

0 0 .. 0 

includes only row c from the matrix B. 

From (8'), it is clear that a Column Field of Influence depends on backward 

linkages. The impact on the individual multiplier bif will be stronger, (1) the stronger j's 

total backward linkage with respect to c, the sector with the factor productivity increase, 

and (2) the stronger e's indirect backward linkages with respect to i. Per column j the 

impacts are larger whenj has strong backward linkages with c. Per row i the fields have 

high loadings when the direct backward linkages of c, with regard to i, are strong. 

Hence, strong backward linkages, both of and with respect to a certain sector, cause that 

sectors' technological changes to have a strong impact on the Leontief-inverse. This 

means that productivity increases in key sectors, as defined in the traditional sense (see 

Dietzenbacher, 1991), will have an especially strong impact on the Leontief-inverse too. 

For comparisons between sectors, c = 1,2, ... ,n, we basically cannot restrict 

ourselves to these Column Fields of Influence (8), as the ranking of sectors is dependent 

on a scaling factor, namely on the denominator of (7). However, when a is sufficiently 

small, the ranking will not be influenced by that scaling factor, and (8) can be used for 
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comparative purposes too. This can be proven by taking the derivative of (7) with respect 

to a (see also Sonis and Hewings, 1992). 

The Column Fields of Influence can now be represented by a three-dimensional 

block, with i and j as the horizontal and vertical dimensions and c as the 'depth' 

dimension (representing the causes of change in i and j). In the next three sections, we 

will analyze the above defined interindustry and intercountry Column Fields of Influence 

of the EC. These analyses will be made by means of summary measures of the two 

blocks of n matrices (i.e. 30 or 42) for 1970 and 1980, respectively. Each time, elements 

of the basic interpretation of the Fields of Influence given above will return. The 

remainder of this section explains the methodology chosen. 

3.2. Methodology of the empirical analysis 

Most straightforward is the analysis of the impact of comparable sectoral productivity 

increases on the aggregate value of the Leontief-inverse. In this way propulsive sectors 

are identified as those sectors that produce a relatively large increase in the overall 

interdependence between all sectors of all EC-countries (Cuello et al., 1992). 

As we are dealing with an intercountry system, we need to introduce additional 

indices to indicate the countries of origin and destination. For convenience, however, we 

introduce the indices p and q as the combined index for country and sector. Thus, 

propulsiveness is defined as the total of the effects on the Leontief-inverse, i.e. as the 

Volume of Column Field of Influence: 

ye = L bcqgpc = L bcqbpc - L bcq = bcbc - be , 
pq pq q 

with be = L bpc 'and be = L bcq . 
p q 

(9) 

This Volume is equal to the sum of row c times the sum of column c of the Leontief

inverse, the latter without the direct effect. Hence, the total impact of a productivity 

increase in sector c depends on its own backward linkages, and on changes in the rest 

of the system interpreted through the field of influence (see Section 4.1 for the results). 

There are many ways to analyze the structure of an individual Field of Influence 

further. They range from a detailed element by element approach to a global approach, 
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building on broad aggregations of the matrix. For our present purposes we will confine 

ourselves to the latter. 

To see whether the individual Fields have a largely domestic character or also 

have significant intercountry elements, let pc be defined as: 

pe = IIP~II ' 

c 100.t;, 
where p = --pq ye , p, q = 1, 2, ... , n. (10) 

This expresses the elements of the Field of Influence of column c as a percentage of the 

sum of that matrix. Its aggregate spatial structure is now obtained by summing pc into 

four components: 

p~ = I: P~ 
p€C 

qu•C 

P~ = I: P~ , 
p€r .. c 
qo.;.C 

(11) 

where r and s denote the countries of origin and destination, and where C is the country 

in which industry c is located. 

In this decomposition: 

P;c represents the percentage of the total effect on the Leontief-inverse that is 

located in its block diagonal domestic part. It consists of pure domestic and intercountry 

feedback effects. The latter, however, are more or less negligible ( cf. e.g. Oosterhaven, 

1981; Miller, 1986). Hence, the domestic part gives an indication of the closed nature of 

an economy to the effects of its productivity changes. 

P :C is the intercountry-spillover effect induced by imports from the rest of the EC. 

It will be large if country Chas a large share of intra-EC imports, i.e. strong intercountry 

backward linkages. Foreign industries will thus be influenced by technological 

developments in country C. 

P~ is called the intercountry-retum effect induced by exports to the rest of the 

EC. Its value will be large when country Cs products are important for other EC-
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countries. 

P~, finally, is the sum of all the multiplier effects that are not related to country 

C. Hence, it is labeled as the rest of the EC effect. Its value will vary with country Cs 

openness as regards its intra-EC imports and its intra-EC exports. 

Of these four components, the first is expected to be the largest. Despite the 

growing economic integration of the EC, the strongest linkages are still domestic. The 

intercountry components are expected to be smaller, although they may grow in 

importance (c.f Oosterhaven, 1989b). In the fourth part, the effects of the intercountry 

components are combined. Therefore, the rest of the EC component is expected to be 

very small (see Section 4.2 for the results). 

The two other types of aggregations of the block with Column Fields of Influence 

are less straightforward as they go into more detail, but at the same time also involve an 

aggregation over the individual Column Fields of Influence. They are set up to compare, 

respectively, the sensitivity per column and per row of the Leontief-inverse. 

In Section 5 we analyze which production multipliers are ~ensitive to EC-wide 

changes in technology. Thus we identify reactive sectors as those sectors (and countries) 

whose multipliers are most sensitive to comparable factor productivity increases in all 

sectors and countries of the EC. For each individual c, we can identify reactive sectors, 

q, by ranking EP.1pq, q = 1, 2, ... , n. Each c, however, will give a different ranking, with 

c itself as the most reactive sector3. Hence, the general set of reactive sectors cannot be 

derived unambiguously. For the moment we will assign all sectors an equal weight, i.e., 

we assume that all sectors have an equal chance to meet a productivity change. So we 

identify 'average' reactive sectors by summing EPJ~ over c: 

sq = L bcqgpc = L [E beqbpc + be/bee - 1)] 
pc e p•e 

= L[b,i' - beq] = L Aebcq' 
q = 1, 2, ... , n. (12) 

C C 

This is the column multiplier of sector q itself, but weighted with the indirect backward 

3This is obvious from EPJ~ = >.j)cxi,, which is high when q = c. 
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linkages of c as in (9). The reactiveness of a sector is thus strongly dependent on its 

backward linkages. When it is a key sector, it reinforces its position especially when there 

is a strong relation with other key sectors. 

Although this analysis looks along the columns of the intercountry Fields of 

Influence, the results should not be confused with measures of backward linkages. The 

relation actually runs the other way round. It is the impact of changes in technologies 

transmitted through backward linkages that is measured, and not the backward linkages 

themselves. 

In Section 6 we analyze how the rows of the intercountry Leontief-inverse change 

as a consequence of comparable changes in factor productivity in all sectors in all 

countries. Here it would be wrong to associate the results with measures of forward 

linkages simply because the Fields of Influence are analyzed row-wise instead of column

wise4. To the contrary, this way of analysis identifies what may be called dependent 

sectors. These are sectors and countries whose production levels (through backward 

linkages of other sectors) are most sensitive to overall changes in factor productivity 

within the EC. 

Like the previous case, we again have the problem of ambiguity, which is now 

even stronger. Not only for each c, but also for each q we can derive an alternative 

ranking of sectors. Again we assume that all sectors have an equal factor productivity 

increase. we now also assume that (implicit) changes in demand for commodities from 

sector q are equally important'. Hence, we now sum · 1pq over c and q: 

SP = L bcqgpc = L bcbpc + b/bpp - 1) , p = 1, 2, ... ,n. (13) 
cq C•p 

In (13), strong backward linkages with respect top make its production highly sensitive 

to technological changes elsewhere in the economy. 

4. Analysis of Propulsive Sectors 

4See Oosterhaven (1988, 1989a) about other mixed interpretations from forward linkages; and 
Dietzenbacher et al. (1993) for a clear distinction between both types of linkages. 

5 This assumption was already made (implicitly) in the calculation of the Volume of the Column Fields 
of Influence. 
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In this section we will concentrate on a comparison of the separate Column Fields of 

Influence by looking at the aggregate size and spatial structure of changes in the 

Leontief-inverse that are due to a small factor productivity increase in each column c. 

First, we will analyze the Volumes of the Fields as calculated from (9). Secondly, we will 

look at the spatial structure of the Fields by means of the intercountry decomposition of 

the Volumes given in (11). 

4.1. The Volume of Column Fields of Influence 

The EC-wide Volumes of Fields of Influence in 1970 and 1980 are given in Table 1 and 

are illustrated in Figures 1 and 2. The Volumes are arranged in a two-dimensional 

( country by sector) way. This shows not only which sectors' productivity changes would 

have the strongest impact upon the Leontief-inverse, but also which member states would 

exert the greatest influence. The criterion for the arrangements is the average Volume 

of Column Field of Influence per sector and country, respectively. In both parts of Table 

1, the propulsiveness declines from the upper left to the lower comer. In Figures 1 and 

2, this is shown graphically. 

Both from Table 1 and Figure 1, we observe that for 1970, German 

Manufacturing would have the strongest impact on the Leontief-inverse, followed by 

Manufacturing in France, The Netherlands, Italy and Belgium, respectively. Then, we 

find, respectively, Agriculture, Market Services and Building, with only small mutual 

differences between their impacts. There one finds some exceptions to the general order 

of the member states. French and Italian Agriculture, Belgian Market Services, and 

French and German Building would have relatively weak impacts. The weakest 

influences would be exerted by Energy and Public Services in all member states. Here, 

only German Energy, which is more strongly based on (domestic) coal, is a positive 

exception. 

To understand the pattern of Figure 1, one has to remember that the impact of 

productivity changes in sector c primarily depends on its own indirect backward linkages 

and on the total backward linkages of the other sectors with respect to c. In 1970, 

Manufacturing had the strongest linkages of both types in all five countries. This would 

explain its dominance upon the Leontief-inverse. This linkage strength itself, however, 

is largely dependent on the relative size of the sector. A lower level of aggregation would 
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reveal a more varied pattern of potential impacts. 

In Agriculture and Building, both the column and the row elements of the 

Leontief inverse are close to the average, which explains their middle position in the 

ranking of propulsive sectors. Market Services and Energy have relatively weak backward 

linkages since they use little material inputs (roughly about 30% ). However, this is 

compensated by the strong use of their products by other sectors. Of these two sectors, 

Market Services strongly depend on labour, whereas Energy uses significant oil imports 

from outside the EC. Finally, Public Services have very weak linkages, which explains 

the small potential impact of productivity changes in this sector. 

Just as with the sectoral order, economic size explains part of the country order 

in Figure 1. For the other part, the country order is explained by each country's openness 

with respect to the other EC-countries. The larger openness of the Benelux countries 

explains why the propulsiveness of their sectors in 1970 ranks between those of two 

larger countries, France and Italy. 

In 1980 (see Table 1 and Figure 2) the pattern essentially rt.1nains unaltered. The 

order of sectors is still the same. Even the exceptions remain the same. This suggests the 

presence of a strong structural component in the relationships between most sectors. 

Only the Dutch Building sector, having a much stronger potential impact in 1980, may 

be added to the exceptions. Contrary to the order of sectors, the order of countries did 

change, but not in a dramatic way. Italy 'climbed' to a mid-position (due to increases in 

the linkages of its Manufacturing and Market Services), but the differences with France, 

The Netherlands and Belgium are still small. 

Of the two new member states, Denmark fits well between the other two small 

economies. Only its Energy productivity changes would have a surprisingly strong impact 

on EC interdependence. The strong position of the United Kingdom, on the other hand, 

was surprising. For four sectors, Agriculture, Building, Energy and Public Services, its 

productivity changes would have the largest impact on the intercountry Leontief-inverse. 

For the other two sectors, the impacts would only be slightly weaker than the German 

ones. The British impacts, however, would be largely domestic, as will be shown below. 

4.2. The Spatial Structure of Column Fields of Influence 

Next, we tum to the spatial structure of the individual Column Fields of Influence. The 
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hypothesis about the relative size of the components of (11), as formulated in Section 

3.2, is confirmed by the empirical outcomes shown in Table 2. In 1980, the domestic 

component generally ranges between 70 and 90% of the Volume of the individual Fields, 

the intercountry-spillover effect ranges between 10 and 30%, and the other two 

components hardly exceed 10% and 2%, respectively6. 

Although this spatial structure of the individual Fields appears to be quite general, 

Table 2 also shows some interesting differences among sectors and member states. In 

1980, Agriculture, Building and both Service sectors would have much stronger domestic 

effects than Energy and Manufacturing. This is caused by the traditionally high openness 

for fuel and manufacturing products. The openness to agricultural products and services 

is lower. In 1970, the pattern is the same except for Energy which showed much larger 

domestic impacts than in 1980. 

As could be expected, the small countries' openness is reflected in their relatively 

small domestic and large intercountry effects, while the closed nature of the large 

member states is reflected in large domestic and small intercountry effects. Here we 

indeed find that the strong overall multiplier effects of the United Kingdom are largely 

domestic. This implies that the rest of the EC would feel little influence of UK 

productivity changes. Italy too seems to be quite closed but more so in 1970 than in 1980. 

Of the three small economies, the Danish is most closed. Remember, however, that we 

are only evaluating openness with respect to the EC, not with respect to third countries. 

Hence, the Danish economy may well be quite open with respect to, e.g., the other 

Scandinavian countries. 

The distinction between the large and the small member states is also reflected 

in the differences between the intercountry-spillover and -return effects. Although the 

small economies are the most open ones, their return effects are weaker than those of 

the large countries. This represents the strong backward linkages of the small countries 

with respect to the EC, but the weak backward dependence of the EC with respect to 

them. In other words, the small countries are more dependent on the EC than the EC 

is on the small countries (see also Dietzenbacher et al., 1993). For the large member 

states, the opposite holds. In British Energy, German Manufacturing and Market 

6A zero in the table has to be interpreted as an 'almost zero'. It denotes a percentage smaller than 0.5. 
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Services, and French Manufacturing, the intercountry-return effects were even stronger 

than the intercountry-spillover effects. This illustrates the relatively strong backward 

dependence of the EC on their products. 

5. Column-wise Search for Reactive Sectors 

Section 4 provided an impression about the total influence that EC-sectors may exert on 

the Leontief-inverse. Now, we can go a step further, and ask which sectors' production 

multipliers will be most affected by a productivity change in some sector. 

Under the assumption that every industry has an equal chance to meet a 

productivity change, a general ranking of reactlve sectors is derived from (12). In this 

case, Manufacturing, Agriculture and Building are the most reactive sectors, with small 

mutual differences (see Figures 3 and 4 ). The other three sectors are not reactive. As 

argued before, this pattern is explained by the backward linkages of the sectors, and can 

be derived from the column multipliers and specific linkages with the propulsive sectors. 

As mentioned in Section 3.2, each of the n Fields of Influence will have a 

different set of reactive sectors, the most reactive of course being sector c itself. This is 

clearly illustrated in the upper, sector by sector, part of Table 3 where the potential 

effects of productivity changes on the Leontief-inverse are summed over the member 

states. This may be accomplished without much loss of information as the sector-by

sector pattern is essentially the same for each domestic and bilateral (intersectoral) 

submatrix. Since there are no essential differences between 1970 and 1980, Table 3 

presents only the 1980-results. 

The extent to which the most reactive sector is sector c itself, is not the same for 

each sector. It ranges from over 90% (Building and Public Services), via about 80% 

(Agriculture and Energy) to less than 60% (Manufacturing and Market Services). Its 

counterpart is the intersector-spillover effect, which ranges from less than 10% to over 

40%. This also explains the small mutual differences between the reactive sectors in 

Figure 3 and 4. In 1980, 47% of the sensitivity to productivity change in Manufacturing 

would be off-diagonal while for productivity changes in Building this would only be 9%. 

In the measurement of reactiveness, this compensates for the large differences between 

the respective production multipliers. Likewise, the low column sensitivity of the Market 

Services is partly caused by the strong spillover effects of its productivity changes. 

15 



These results indeed illustrate that strong linkages with propulsive sectors will 

make a sector strongly reactive. Moreover, the position of a key sector will be reinforced 

after a productivity change, especially when it occurs in the sector itself. 

The lower part of Table 3 gives the sensitivity of the production multipliers per 

member state. Here the potential effects of productivity changes are summed over 

sectors. Hence, we obtain the sensitivity pattern of the member states' production 

multipliers. It is obvious that there are no big differences between the countries. The 

United Kingdom and Germany, which were the most propulsive countries, are the most 

reactive countries too. 

The 'landscapes' of column sensitivity are summarized in Figures 3 and 4 for 1970 

and 1980, respectively. They give the pattern of the S/s of (12). The order of sectors and 

countries is the same as in Figures 1 and 2. This enables a good comparison between 

propulsive and reactive sectors. The flatness of the figures is due to the compensating 

effects of the intersector-spillovers discussed above. The figures also illustrate the slightly 

higher sensitivity of Manufacturing, Agriculture and Building, and of the United 

Kingdom and Germany. There were only small differences between the 1970 and the 

1980 patterns. 

Next, we tum to the final step of the analysis, the row-wise evaluation of the 

Leontief-inverse change. 

6. Row-wise Search for Dependent Sectors 

Under the assumption of an equal importance of demand changes in any sector, Figures 

5 and 6 give the patterns of the product or row sensitivity of equation (13), for 1970 and 

1980, respectively. They show, on average, the size of the production effects of an equal 

productivity change over sectors and countries. 

The 'landscape' of dependent sectors is not nearly as flat as that of the reactive 

sectors. The production of Manufacturing goods, especially in the large countries, is most 

strongly influenced by system-wide productivity developments, followed by the provision 

of Market services. Energy and Agricultural products take an intermediate position. 

Building and the provision of Public services are hardly influenced by productivity 

changes. 

Just as in the case of column sensitivity, there is a characteristic pattern of the 
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effect of productivity changes on the rows of the Leontief-inverse. For each of the n 

Fields of Influence there is a different set of dependent sectors. This pattern is given in 

Table 4, which is constructed analogous to Table 3. In the upper part, we indeed see 

patterns of product sensitivity that are different for each productivity change. For 

example, for productivity developments in Agriculture, Manufacturing is the most 

dependent sector, followed by Market Services and Agriculture itself, while for Energy 

the most dependent sector is Energy itself. On the other hand, a strong general 

dependency of Manufacturing and Market Services is also evident. 

The ranking of dependent member states is not much different from that of the 

propulsive countries. Only Germany and the United Kingdom have switched their 

positions. The lower part of Table 4 illustrates the lower variability of sensitivities 

between the member states, which is also obvious from Figures 5 and 6. 

The interpretation of these results is straightforward. As each element of the 

upper part of Table 4 is calculated by summing the intercountry equivalent of (8') over 

q1
, it is strongly determined by gpc, indicating the specific backward linkage between 

industry c andp. After summing over c, so that (13) is obtained, the specific linkages are 

accumulated, so that all the backward linkages with respect to p makes it sensitive to 

change. As argued before, however, these latter linkages are strongly related to the size 

of the sector. A lower level of aggregation may show more varied results. 

7. Summary and conclusions 

In this paper an explorative analysis is made of the impacts of technological change on 

the multipliers of an intercountry input-output system. Using the notion of the (weighted) 

Column Fields of Influence, four types of issues were examined: (1) the identification of 

propulsive sectors by the total impact that their productivity change would have; (2) an 

analysis of the spatial structure of the inverse-effects of productivity change; (3) the 

identification of reactive sectors by the sensitivity of individual columns of the Leontief

inverse to EC-wide productivity changes; and (4) the identification of dependent sectors 

by the sensitivity of individual rows of the Leontief-inverse to EC-wide productivity 

changes. 

7and then, analogous to Table 3, over c' ands, where c' is the country-part of the combined index c 
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From the nature of the Fields of Influence it is derived that these reactions are 

positively related to the size of the backward linkages, the specific linkages between pairs 

of industries, the size of the sectors, and the size and openness of the countries at hand. 

The application was based on six-sector intercountry input-output tables of the European 

Community for 1970 (5 countries) and 1980 (7 countries). 

Between the member states there were only small differences, with Great Britain 

and Germany exerting the strongest impact. The impact of these and the other large 

countries (France and Italy), however, would be largely domestic, so the rest of the EC 

(in 1970 and 1980) only feels little influence from their productivity changes. Because of 

their strong intercountry linkages, technological developments in the smaller countries 

(Belgium, the Netherlands and Denmark) would have large intercountry-spillovers. This 

makes their total impact comparable to that of France and Italy. Of the smaller 

countries, the Danish openness as regards the EC was, like the British, quite small. 

During the eighties, the openness of these 'new' members might have grown, however. 

In each country Manufacturing is both the most propulsive, reactive and 

dependent sector. Although the linkages of this sector are indeed strong, the impact is 

also strongly determined by its relative size. Agriculture, Market Services and Building 

are moderately propulsive. Of these, Market Services is also quite dependent, while the 

other two sectors are reactive. Finally, Energy and Public Services are hardly propulsive 

nor reactive, while Energy is quite dependent instead. 

The analysis also illustrates the importance of economic openness as regards the 

sensitivity of some products to productivity changes. Traditionally, an economy is open 

to manufactured goods, but not to services and agricultural products. This closed nature 

has further implications than just numerical ones. It also relates to the size of market 

areas and the economic base (Dicken and Lloyd, 1990; Richardson, 1978). It may even 

provide a method to the identification of a Fundamental Economic Structure (Jensen et 

al., 1987, 1988). 

A global and qualitative comparison between 1970 and 1980 did not reveal strong 

developments during the seventies. This might indicate a lack of convergence between 

the member states. Each country seems to keep some specific technology. True analysis 

of temporal developments, however, would only be possible when the analysis is 

conducted on five-countries-only tables, and extended over a longer period. In this case 
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we will have a more sophisticated incremental, temporal analysis, but lose information 

about the new member states instead. 

Some directions of further research can be identified. First, the present analysis 

is a tentative one. On the one hand, it can be deepened by adopting a lower level of 

aggregation. This will qualify the results, especially those of the Manufacturing sector. 

On the other hand, an extended period can be taken into consideration. Second, the 

present analysis has a strong hypothetical character. This can be overcome by a temporal 

analysis of the actual. differences between pairs of input coefficient matrices'. Finally, 

a decomposition of the actual multiplier changes into the impacts of changes in 

individual columns may be made. 
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Table 1: Propulsiveness of sectors (Volume of Fields of Influence). 

1970 D F NL B I 

------------------------------------------------------------------------
Manufacturing 5.05 2. 83 2.47 2.27 2.34 
Agriculture 1.73 1.05 1.31 1.35 0.79 
Market Services 1.96 1.28 1.20 0.69 0.94 
Building 1.02 0.90 1.02 0.88 0.83 
Energy 0.98 0.54 0.56 0.49 0.33 
Public Services 0.60 0.57 0.41 0.38 0.36 

1980 UK D F I NL DK B 

------------------------------------------------------------------------
Manufacturing 3.60 4.39 2.69 3.03 2.53 1.89 2 .14 
Agriculture 1.83 1.33 1.34 1.00 1.33 1.23 1.26 
Market Services 1.62 1.68 1.38 1.37 1.06 1.15 0.76 
Building 1.58 0.96 0.84 0.98 1.38 1.02 0.87 
£nergy 1.31 1.09 0.52 0.38 0.42 0. 72 0.39 
Public Services 0.75 0.60 0.44 0.40 0.38 0.42 0.31 
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Table 2: Spatial structure of Volume of Fields of Influence (%). 

------------------------------------------------------------------------
1970 1980 

Country Sector -------------------- --------------------
P(CC) P(Cs) P(CC) P(Cs) 

P(rC) P(rs) P(rC) P(rs) 

------------------------------------------------------------------------
United Manufacturing 73 13 12 2 
Kingdom Agriculture 89 8 3 0 

Market Services 85 8 6 l 
Building 90 9 l 0 
Energy 75 6 17 1 
Public Services 89 9 2 0 

Germany Manufacturing 64 9 23 3 59 10 26 5 
Agriculture 87 8 5 0 82 12 5 l 
Market Services 80 7 12 1 76 8 15 2 
Building 90 9 l 0 87 12 1 0 
Energy 81 11 7 1 72 18 8 2 
Public Services 89 10 l 0 86 12 1 0 

France Manufacturing 70 12 15 3 63 16 17 4 
Agriculture 83 9 8 1 79 12 8 l 
Market Services 85 7 7 l 79 10 10 l 
Building 86 13 0 0 80 19 l 0 
Energy 87 10 3 0 78 16 5 1 
Public Services 92 8 0 0 89 11 l 0 

Italy Manufacturing 77 15 7 1 72 18 8 2 
Agriculture 88 10 2 0 85 13 2 0 
Market Services 90 7 4 0 87 8 5 0 
Building 89 11 0 0 86 13 0 0 
Energy 85 12 2 0 82 15 2 0 
Public Services 92 7 0 0 90 10 0 0 

The Manufacturing 51 38 6 5 50 35 9 6 
Netherlands Agriculture 75 21 3 1 73 22 4 1 

Market Services 62 31 5 2 68 20 9 3 
Building 57 42 0 0 67 32 1 0 
Energy 70 25 4 l 43 39 9 8 
Public Services 72 28 0 0 78 21 1 0 

Denmark Manufacturing 69 29 2 1 
Agriculture 76 24 1 0 
Market Services 84 15 1 0 
Building 77 23 0 0 
Energy 49 51 0 0 
Public Services 83 17 0 0 

Belgium Manufacturing 44 42 7 7 37 49 6 8 
Agriculture 73 24 2 1 66 32 l l 
Market Services 67 27 4 2 66 28 4 2 
Building 61 38 0 0 56 44 0 0 
Energy 68 29 2 l 59 34 5 3 
Public Services 65 35 0 0 65 35 0 0 

------------------------------------------------------------------------



Table 3: Sensitivity of output multipliers to productivity change, 1980. 

------------------------------------------------------------------------

Multiplier 
sensitivity: 

Productivity change in Community sector 

------------------------------------------------------
Manufac- Agri- Market 

turing culture Serv. 
Buil
ding 

Energy Public 
Serv. 

------------------------------------------------------------------------
Manufacturing 10.85 0.84 0.97 0.09 0.29 0.07 
Agriculture 3.14 7.94 0.80 0.12 0.30 0.09 
Market Services 1.22 0.12 5.41 0.18 0.19 0.05 
Building 3.40 0.26 0.95 6.92 0 .17 0.04 
Energy 0.53 0.04 0.32 0.13 3.72 0.02 
Public Services 1.15 0.11 0.59 0.18 0.15 3.02 

------------------------------------------------------------------------
United Kingdom 3.42 1.81 1.56 1.57 1.08 0. 74 
Germany 3.31 1.30 1.48 0.96 1.05 0.60 
France 2.50 1.24 1.30 0.83 0.53 0.44 
Italy 3.04 1.02 1.37 0.98 0.40 0.40 
The Netherlands 2 .94 1.34 1.10 1.37 0.44 0.39 
Denmark 2.40 1.27 1.23 1.03 0.89 0.42 
Belgium 2.66 1.33 0.99 0.88 0.44 0.32 

------------------------------------------------------------------------
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Table 4: Sensitivity of sectoral production to productivity change, 1980 

Productivity change in EC sector 

Production Manufac- Agri- Market Buil- Energy Public 
sensitivity: turing culture Serv. ding Serv. 

------------------------------------------------------------------------
Manufacturing 10.63 4.25 2.58 3.98 0.86 1.27 
Agriculture 2.41 1.84 0.29 0.34 0.07 0.13 
Market Services 4.59 1.87 4.56 1.88 0.85 1.07 
Building 0.26 0.18 0.43 0.85 0.24 0.22 
Energy 1.92 0.91 0.95 0.48 2. 73 0.38 
Public Services 0.45 0.26 0.22 0 .10 0.08 0.22 

United Kingdom 3.79 1.93 1.69 1.66 1.63 0.76 
Germany 5.42 1.67 1.87 1.44 1.07 0.68 
France 3.18 1.48 1.45 0.96 0.55 0.48 
Italy 2.87 0.99 1.35 0.99 0.37 0.40 
The Netherlands 2.19 1.29 1.01 1.13 0.49 0.38 
Denmark 1.41 0.96 1.00 0.81 0.36 0.35 
Belgium 1.41 0.99 0.66 0.64 0.36 0.25 

------------------------------------------------------------------------
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Abstract 

Regions are characterized as open activity models with 
endowments of natural resources and labour, and subjected to 
both productivity and price shocks. Prices of differentiated 
commodities are endogenous. Small industrial diversification 
policies are partially ranked by the direction in which they 
point away from the current allocation in mean-variance space. 
The analysis is applied to the Saskatchewan economy as revealed 
in the 1984 input-output tables. We conclude that there ls 
some support for the view that the observed market allocation 
of activity reflects some specialization in the di_rection of 
comparative advantage, and that this specialization entails 
some risk. 
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... I will deliver my opinion concerning our Clothing, which 
although it is the greatest Wealth and best Employment of the Poor 
of this Kingdome, yet neverthelesse we may peradventure employ our 
selves with better Safety, Plenty, and Profit in using more Tillage 
and Fishing, than to trust so wholly to the making of Cloth; for in 
times of War, or by other occasions, if some forraign Princes 
should prohibit the use thereof in their dominions, it might 
suddenly cause so much poverty and dangerous uproars, especially by 
our poor people, when they should be deprived of their ordinary 
maintenance, which cannot so easily fail them when labours should 
be divided into the said diversity of employments ... Munn (1664, 
73); quoted in Hollander (1973, 55). 

1 Introduction 

Specialized regional economic structures are sometimes argued to expose 

regions to unacceptable risk whereas more diversified economies would enjoy 

greater stability. The effort to make this argument precise - to develop 

a useful model of regional diversification - has a long and uneven 

history, both in the sense of providing a conceptual framework within which 

issues can be defined and explored and in the sense of developing an 

empirically tractable structure within which the conceptual issues can be 

eva.1uated (see Richardson (1985) for a recent review or Gilchrist and St. 

Louis (1991) for an overview and further references). Moreover, the 

possibility of compromising regional prosperity through a failure to 

exploit comparative advantages, though obvious, is not always accorded 

parallel consideration. 

In this paper, we develop a simple but tractable model of regional 

income formation when a small region engaged in interregional trade is 

exposed to intra-regional productivity shocks and extra-regional price 

shocks. Commodities are distinguished on the basis of origin; domestic 

varieties of differentiated commodities trade at endogenously formed market 

clearing prices, prices which depend in part on realized domestic income. 

This model is motivated by the literature on trade under uncertainty (see 

Pomery (1984) for a recent survey) and is a generalization of the model in 
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Gilchrist and St. Louis (1991). 

With products differentiated on the basis of origin - the Armington 

(1969) assumption - our analysis is embedded in a market equilibrium in 

which the number of industries active in a trading region can exceed the 

number of primary factors (see Whalley and Yeung (1984) for a survey and 

ten Raa and Chakraborty (1991) for an innovative alternative). Non

differentiated products (wheat, for example) are produced in equilibrium to 

the extent that they exploit an immobile regional resource (mineral 

deposits, for example). 

This framework is then applied to the economic structure revealed for 

the province of Saskatchewan in the recently released 1984 input-output 

tables. We conclude that the concern that specialization and trade exposes 

the region to instability is well taken but also that the aforementioned 

possibility of compromising a comparative advantage is real. 

2 An equilibrium aodel 

We model a region as a small open economy in which all commodities are 

potentially tradeable. Capital is mobile on regional and interregional 

markets. Labour is mobile on regional but not interregional markets. 1 

Natural resources are industry and region specific2 but rates of 

utilization are variable (at least reducible). The region is small 

relative to the national economy - foreign3 commodity prices and the rate 

1 The model to be developed below assumes fixed proportions and constant 
returns to scale. All quantities are scaled to per worker magnitudes. 
Input allocations are then determined by the proportion of the labour force 
employed in each industry. If natural resource constraints are not 
binding, variations in total employment through growth, reduced 
unemployment, or migration will not affect the results. The terms labour 
force and employment are used synonymously. 
2 Specificity effectively distinguishes as many natural resources as the 
number of industries utilizing natural resources as primary inputs. 
3 We apply the term foreign to the world beyond regional boundaries - all 
other regions and countries, and we apply the term domestic to the region 
itself. 
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of interest are parametric to the region. Capital mobility implies that 

residents in the region are able to diversify their portfolios on national 

or international markets to obtain a rate of return that does not depend on 

the profitability of capital invested within the region. Regional labour 

income and resource rents reflect regional fortunes however, and the level 

and stability regional GNP is the focus of diversification policies. 

The region is modelled from the perspective of a policy-maker evaluating 

alternative production all~cations before commodity prices or technological 

shocks are known. Intermediate inputs, capital, labour, and natural 

resources are committed to production before uncertainty is resolved. We 

assume a constant returns to scale technology with fixed proportions for 

each of J industries. Constant returns to scale implies that the regional 

technology can be scaled by employment to express all magnitudes in per 

worker terms. With fixed proportions the level of industry activity is 

proportional to the use of any input. All industries employ labour; the 

pattern of industry activity is then indexed by the commitment of labour to 

each industry. Assuming labour to be homogeneous and nonaalizing the 

regional labour supply to one unit, production commitments are fixed by the 

vector4 A of proportions AJ• jeJ, J = {1, ... ,J}, 5 of the labour force 

allocated to each industry, where OsA1s1 and L AJ = 1. 
JEJ 

The set of all commodities is L = {1, ... ,L} within which we distinguish 

two types of commodities: non-differentiated commodities, indexed iEN, N = 

{1, ... ,n}, and differentiated commodities, indexed ieD, D s {n+l, ... ,L}. 

Non-differentiated commodities are produced domestically and elsewhere in 

the world, and trade at the same price in both markets. Differentiated 

commodities are produced in the domestic and foreign markets, but the 

domestic and foreign products are distinquished on the basis of origin. 

Thus the domestic and foreign varieties of commodity 1, ieD, can trade at 

distinct prices. This is consistent with the Armington (1969) approach. 

4 All vectors are column vectors; the transpose of a vector or matrix xis 
denoted xT. 
5 We economize on notation by denoting both the set J (and the set L, 
defined below) and the number of elements it contains by the same symbol. 
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Non-traded commodities are included as a special case of differentiated 

commodities. 

Each industry produces a vector of L commodities. In industry j, the 

quantity of commodity i produced per unit of labour ls TJblJ and the gross 

output of commodity 1 is TJblJAJ, ieL. We interpret TJ as a region and 

industry specific productivity shock, a realization of the random variable 

TJ which takes values in R •. The random vector T = (T1 , .•• ,TJ)T has a 

stationary distribution with means E(TJ) = 1, jeJ, and a finite covariance 

matrix Cov(T,TT) = l:.r· Thus at the time resource allocations are 

determined in industry j, bJ = (b1J•···,bLJ)T is the expected output vector 

per unit of labour. 6 We assume that the TJ are mutually independent; thus 

l:.r ls diagonal. This assumption is sensitive to the level of aggregation 

in the model. 

Production in industry j requires the intermediate input of commodity 1 

in the amount a 1J, ieL, per unit of labour. Denoting the vector of 

intermediate inputs per unit of labour in industry j by aJ • 

(a1J•··· ,aLJ)T, the intermediate input vector in industry j ls aJAJ· The 

intermediate input of commodity i may be purchased from domestic producers 

or imported from foreign producers (i.e., from outside the region). In 

industry j, the proportion of the intermediate use of commodity i purchased 

from foreign suppliers is 7tJ• ieL. Thus (l-71J)a 1J is purchased locally 

and 1 1JalJ is imported. This is consistent with the Armington (1969) 

approach if the intermediate input mixture is nested Leontief. 

The vector of prices of domestically produced commodities is p = 

(p1 , ..• ,pL)T. The vector of foreign commodity prices7 is a realization ff 

6 The relationship of the vectors bJ and aJ (aJ is defined below) to 
standard input-output concepts is made explicit in Section 4.1. The 
notation introduced here facilitates two distinctions: values observed in 
input-output tables are separated into prices and quantities, with 
productivity shocks affecting only the latter, and activities are scaled to 
per worker magnitudes. 
7 Commodity prices are producer prices, as measured in the rectangular 
input-output tables, for example. 
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of the random vector ff taking values in R;. Let e be an Lxl unit vector. 

We assume that ff has a stationary distribution, mean vector E(n) = e, a 

finite covariance matrix Cov(n,ffT) = I:.,.:, and that ff and Tare independent. 

Since we assume that the region ls a small open economy, ff ls parametric to 

the region. Domestically produced units of a non-differentiated colllJllodity 

trade at the world price, i.e., p1 = n1 , ieN. Given a realized 

productivity shock vector T and a realized foreign price vector w, the 

value of regional net output (per worker) in a non-differentiated commodity 

ls 

The prices p1 , iED, of domestically produced differentiated commodities 

are determined endogenously by expost market clearing. Domestic final 

demand for the domestically produced variety of commodity i is assumed to 

be Cobb-Douglas and given by a1y/p1 , a1>0, ieD, where y is GNP per worker. 8 

We assume L a1 < 1. Foreign demand for the domestically produced variety 
lED 

of commodity 1 is assumed to be ♦1n 1/p 1 , ♦1~0, ieD. This functional form 

is tractable and captures the dependency of foreign demand for the domestic 

variety on the relative price of the foreign and domestic varieties. 9 We 

assume that the ♦1 are non-stochastic. A non-traded coaaodity is simply a 

special case, a differentiated commodity which is neither exported nor 

imported, i.e., ♦1 = 0, 7tJ • 0, JeJ, and a1y is total final expenditure on 

the commodity. 

Market clearing for a differentiated product requires 

LJEJ[TJblJ - (l-71J)a1J]AJ = (a 1y + ♦1n 1 )/p 1 , iED. 

The value of regional net output (per worker) in a differentiated product 

ls 

z 1 = LJe}p1 [TJblJ - (1-71J)a1JJ - n171Ja1J}AJ• ieD. 

Using market clearing, 

8 It ls not necessary to specify a functional form for the domestic demand 
for non-differentiated commodities. 
9 Preserving relevant aspects linear structure through log-linear demand 
functions ls not new - see Johansen (1960), for example. 
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The cost of capital in industry J is PJ• and p = (p1 , ... ,pJ)T. We 

assume that pis non-stochastic. Let k = (k1 , ••. ,kJ)T be the vector of 

capital requirements per unit of labour. The cost of capital employed in 

industry j is then PJkJAJ• jeJ, and the cost of capital employed in the 

region is (pok)TA, where o denotes the Hadamard product. 

Regional value-added per worker is v = Lie
1
z 1 • 10 Then v - (pok)TA ls the 

component of regional income which is created within the region using 

regional labour and natural resources. 11 Adding r, the income (per worker) 

accruing to regional residents from capital invested within the region or 

elsewhere, expost regional income per worker is y = v - (pok)TA + r. Thus 

r - (pok)TA ls regional net capital income per worker. In order to 

separate the analysis of the regional economic structure from the portfolio 

choices of individual regional residents, we assume that r is non

stochastic. 

Define the following notation: 

B, an LxJ matrix with elements blJ• ieN, jeJ, and O elsewhere, 

~. an LxJ matrix with elements (TJ-1)b1J• ieN, jeJ, and O elsewhere, 

C, an LxJ matrix with elements b1J-alJ• ieN, jeJ, and 

-71JalJ• ieD, JeJ, and 

;, an Lxl vector with elements ; 1 , ieD, and O elsewhere. 

Using these definitions, expost regional income per worker is 

y = (1-a)-l(wT~A + wTCA + wT; + r - (pok)TA), 

where a - ~ a 
- L..1eo 1 • 

Then expected regional income per worker, E(y), is 

µ = (1-a)-1 (eTCA + uT; + r - (pok)TA), 

and the variance of regional income per worker, Var(y), is 

1o This identity holds for regions only if final output includes regional 
net exports. 
11 We interpret value-added net of the cost of capital as income for 
regional residents. Taxes and other interregional transfers would be 
included in a more complete analysis. 
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cr2 = (1-~)-2{AT[I:.roBT(~+eeT)B + cT~C]A + 2~T~CA + ~T~}. 

Technology shocks add to the diagonal of the quadratic component of the 

variance, and through the presence of the unit matrix eeT, induce 

variability even if world prices are stable. If world prices are variable, 

technology shocks and world price shocks interact multiplicatively. 

3 Diversification policies 

We assume that diversification policies - reallocations of industrial 

activity - are intended to improve the performance of the regional 

economy. However we do not define an explicit objective function by which 

the policy-maker evaluates policy alternatives but instead assume that 

expected income per worker and its stability, as measured by the variance, 

are included in the arguments of whatever criterion is applied. 12 We then 

investigate the implications of policy alternatives for the mean and 

variance of regional income to obtain partial policy rankings on the 

assumption that the criterion is locally increasing in expected regional 

income and decreasing in the variance of regional income. 

The mechanisms by which policy-makers might effect a redeployment of 

resources are not specified. Instead, we investigate consequences with a 

focus on policies which effect small reallocations of activity among 

industries. Thus we describe policies in terms of their effects on 

industry activity and define a diversification policy as a small variation 

dA in the allocation of activity such that OSAJ+dAJSl and EJEJdAJ • 0. Not 

all reallocations are feasible: the availability of natural resources 

constrains the opportunities for expansion in certain industries, for 

example. 

The impact of a policy dA - a diversification in the direction dA - on 

the mean and variance of income is 

12 A full analysis would incorporate regional consumption patterns. We 
focus on income and its relationship to the pattern of regional production 
since this is the primary concern of industrial diversification policies. 
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and 

This formulation does not restrict the analysis of diversification 

policy to variations in the level of activity of current industries and 

there are persuasive arguments that it should not (Richardson 1985). New 

technologies for producing the current varieties of commodities - more 

efficient plants or even plants relocated into the region - can be 

included as distinct industries which do not operate in the initial 

allocation (i.e., ~J = 0 for these industries). Diversification policy 

includes the development of such industries. Domestic production of 

foreign varieties of commodities can be incorporated by including the 

foreign variety in the set of non-differentiated commodities which can be 

produced in the region. Restricting the analysis to variations in the 

allocation of activity within the currently observed industrial structure, 

as we do bel~w, is not forced by the model but by the data with which we 

can implement the model. Moreover, exploring the possibilities available 

within the current technological structure is a logical precursor to the 

richer menu just suggested. 

We focus our attention on two particular characterizations of 

diversification policies. Each has intuitive appeal and embodies a 

particular view of regional diversification.13 

3.1 Industry dependency 

Diversification policy can be aimed at reducing specialization in a 

relatively unstable industry. World demand variability (reflected in :E,r) 

and technology shocks (reflected in :E.r) induce policy-makers to consider 

creating alternative opportunities in other industries. 14 To give a 
13 For the special case in which all commodities are non-differentiated, 
further interpretations are given in Gilchrist and St. Louis (1991). 
14 For example: "Diversification. The word has been the Holy Grail of 
Alberta governments for decades. Their quest is to broaden the base of the 
provincial economy and lick the boom and bust cycles that have haunted 
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concreteness to what follows, we might think of diversification intended to 

absorb into manufacturing and service industries labour released from 

resource industries. 

Though actual policies will undoubtedly target both industry sectors and 

the industry mix within sectors, we confine our analysis to policies that 

preserve relative employment proportions within sectors. Partition the set 

of industries J into 3 groups: expanding industries J
9

, for which dA1>0, 

contracting industries Jc• ~or which dA1<o, and the rest. If the rate of 

employment expansion in the expanding sector is«, sector targetting 

policies which preserve full employment satisfy: 

dAJ = «A1, jeJ9 , 

-«A1(1: AJ)/(1: AJ), jeJc and 
JEJe jEJc • 

0, otherwise. 

Several special cases emerge within this definition. The aforementioned 

shift from the resource sector to the manufacturing and service sector is 

one example of broadly defined policy. Another is picking winners, which 

we stylize as J 9 • {j•} - the winner - with Jc comprising all other 

industries. Intuitively, the policy-maker promotes a particular industry 

bu leaves the diversion of resources to the market which is presumed to 

draw equi-proportionately on all other industries. A third will also pick 

the contracting industry. For example, a policy-maker may be concerned to 

develop opportunities in a specific industry - say "high-tech" 

manufacturing (and perhaps also to entice it into rural locations) to 

provide an alternative to a relatively unstable agriculture industry. 

Industry targetting in which the policy-maker picks both the expanding and 

contracting industries is perhaps the fundamental policy. 

3.2 Self-suf'ficiency 

Industry targetting is not the only interesting characterization of 

policy, however. Directing activity away from specialized export 

single-commodity, prairie economies since Confederation." Cernetig, M., 2 
May 1991, Globe and Hail, Toronto, p. Bl. 
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industries and toward import competing industries - seeking regional self

sufficiency - pursues domestic stability by reducing exposure to external 

market forces. 15 For example, the Western Diversification Program enacted 

by the Canadian government in 1987 created a ($1.2 billion) Western 

Diversification Fund. Among the criteria for project support was the 

replacement of foreign imports. 

X Following Leontief (1953), let 8J be the share of industry Jin the 

value of regional exports and a; be the share of industry Jin the value of 

regional imports. Define the vector 8 by 8J = 8~ - 8~, JeJ. Then a small 

movement toward self-sufficiency is given by dA = a9. This approach allows 

for cross-hauling. 

4 An application 

4.1 Data 

The aodel is implemented for the economic structure revealed in a 

special aggregation of the 1984 Input-Output Tables for Saskatchl!Wan 

developed by Statistics Canada. This aggregation falls between the "small" 

and the "medium" industry aggregations and is an aggregation of the "small" 

commodity aggregation defined by Statistics Canada. 16 The industries are 

listed in Table 1. 

1s The Government of Saskatchewan has a Department of Economic 
Diversification and Trade, for example. Though they might prefer to 
interpret their mandate as a quest for a new comparative advantage, their 
origins lie in concerns similar to those of the Government of Alberta. 
Of course, we would not suggest that their policies conform to our 
characterization. 
16 The small tables obscure industrial diversity and the medium tables are 
censored. Three industries, Transportation Margins, Office Operating and 
Lab Equipment, and Travel Advertising and Promotion, are dummy sectors 
employing no labour and have been deleted (of course, the corresponding 
commodities remain). Owner-Occupied Dwellings were moved from the business 
to the household sector. Government Royalties on Natural Resources were 
reallocated to value-added in the Mining and Oil and Gas industries, and 
the corresponding industry deleted. 
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There are 27 commodities, listed in Table A2 in the Appendix. Of these, 

the first 7 - the natural resource products - are modelled as non

differentiated commodities. Statistics Canada identifies potash as a 

fertilizer, a manufactured product, and in the special commodity 

aggregation available for this study, fertilizers are aggregated with 

Chemicals and Refined Petroleum Products. Because Saskatchewan has a 

significant presence in the potash market, the medium aggregation 1984 

Saskatchewan Input-OUtput Tables and trade data for Saskatchewan17 were used 

to isolate potash and include it with Non-metallic Mlnerals. 18 The 

remaining 20 commodities - the manufactured products and services - are 

modelled as differentiated commodities. 

The Saskatchewan economy ls small within Canada, producing slightly 

less than 4¾ of national GDP, and price indices for Canada are assumed to 

be independent of s~skatchewan activity. National nominal and deflated 

output data corresponding to the input-output commodity aggregation for the 

years 1961-1987 was provided by Statistics Canada and co-odity price 

indices were obtained by dividing current dollar commodity outputs by the 

constant dollar counterparts. For Non-metallic Minerals, we replaced the 

implicit price index in the input-output data with the Saskatchewan export 

price for potash. 19 These nominal price indices, deflated by the Canadian 

GDP deflater, were used to compute an estimate of l:,r as the estimated 

covariance matrix of the residuals from first-order autoregresslons of the 

commodity price lndices. 20 The estimated matrix l:,r ls in the Appendix in 

Table A2. We assume that in 1984, n1 = 1 for all 1. 

Since comparable data from which productivity shocks could be estimated 

were not available, the results presented below impose Var(TJ) = 0, for all 

J~l, where industry 1 ls Agriculture. Based on spring wheat yields per 

17 Government of Saskatchewan (1991). 
18 Production of other Non-metallic Minerals ls small relative to potash. 
19 Government of Saskatchewan (1991). 
20 The appropriate characterization of uncertainty ls not resolved in this 
paper. Limiting the information set available to firms to once-lagged 
own prices ls restrictive, however. 
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acre in Saskatchewan for 1951-1988 (Saskatchewan Agriculture and Food 

(1989), Table 29), a reasonable estimate of the coefficient of variation 

for crops is 0.05. Then Var(T1 ) is 0.05 adjusted for the share of crops in 

agricultural output. We assume that in 1984, TJ = 1 for all J. 

The allocation of labour (A) in 1984 is the vector of industry shares of 

employment, based on an unpublished tabulation by Statistics Canada. This 

tabulation is censored for manufacturing industries however; within this 

sector, employment was apportioned using shares of value-added by labour. 21 

The employment shares are in Table 1. The substantial specialization in 

agriculture and the small manufacturing sector are of concern to 

Saskatchewan policy-makers. 

Capital stocks by industry are published for Canada (Statistics Canada, 

Catalogue 13-211) but not for Saskatchewan. Accordingly, Saskatchewan was 

apportioned a share of the national net capital stock in each industry 

using the 1984 share of Saskatchewan gross output in national gross output 

in each industry. These capital stocks were scaled by industry employment 

to obtain the vector k. The rate of interest is the real yield on long

term corporate bonds over 1978-1990 (Bank of Canada, Tables Fl and H4). 

The cost of capital in each industry (pJ) is the rate of interest plus the 

rate of depreciation in each industry (capital consumption allowances per 

dollar of net capital stock). Agricultural capital includes land, for 

which the rate of depreciation is assumed to be 0. 22 Data limitations 

prevent the inclusion of industry specific risk premia. 

We benchmark the model to the observed 1984 Saskatchewan economy. The 

commodity by industry "use" matrix U and the industry by commodity "make" 

matrix V were scaled by 1984 employment in the business-sector. The 

assumption that, in 1984, w1 = 1 for all i and TJ = 1 for all J implies 

that p1 = 1 for all i is an equilibrium price vector. Then given A, the 
21 Labour income was deemed to include a share of the income from 
unincorporated business. Indirect taxes and subsidies were included in 
labour income. 
22 We are grateful to Hartley Furtan for providing us with an estimate of 
the value of agricultural land in 1984. 
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Table 1 
Allocation of Labour by Industry 

Saskatchewan, 1984 

Employment Self-sufficiency 

Resources 
Agriculture 
Fishing 
Forestry 
Mining 
011 & Gas 

Manufacturing 
Food & Beverages 
Rubber, Leather, & Plastics 
Textiles 
Wood, Furniture, & Paper 
Printing & Publishing 
Primary & Fabricated Metals 
Transportation Equipment 
Electrical Products 
Non-metallic Minerals 
Petroleum Refining 
Chemical Products 
Miscellaneous Manufacturing 

Services 
Construction 
Transportation & Storage 
Communications 
Electrical Power & Gas 
Wholesale Trade 
Retail Trade 
Finance, Insurance, Real Estate 
Commercial Services 

26.85 
0.06 
0.30 
2.35 
0.74 

30.31 

1.96 
0.05 
0.10 
0.92 
0.82 
1.67 
0.17 
0.58 
0.39 
0.19 
0.22 
0.23 
7.30 

6.76 
5.20 
2.94 
1.14 
6.19 

16.82 
5.83 

17.54 
62.40 

-27.59 
-0.04 
-0.01 

-10.65 
-11.29 
-49.58 

3.58 
1.96 
3.01 
2.55 
1.02 
7.02 
0.94 
3.54 
1.53 
7.24 
2.09 
2.62 

37.08 

0.03 
-1.16 
0.44 

-0.47 
2.33 
2.91 
4.26 
4.28 

12.61 

Note: Employment ls the vector~ and self-sufficiency is 
the vector 8, in each case multiplied by 100. 
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a 1J and b1J are determined directly from the input-output matrices using 

[p1Cl-71J>a1J + ff171Ja1J]AJ = ulJ and P1TJblJAJ = VJ1· 

For the differentiated commodities, we assume that 71J = 71, JeJ, with 

71 the average import share for each commodity i. The a1 were computed 

from domestic final demand and the 7 1 , 23 and the ~1 were computed from 

exports. The multiplier, (l-a)-1 , was 1.639. 

Let m and x be vectors in which the elements m1 and x1, ieL, are the 

shares of commodity i in total regional imports and total regional exports, 

respectively. Given the industry by commodity domestic market share matrix 

D, we define vectors of industry import and export shares by Dm and Dx. 

Then 8 • D(m-x) is the vector required for a diversification in the 

direction of self-sufficiency. Unfortunately, the commodity Machinery and 

Equipment was aggregated with Automobiles and Trucks in the data. Since 

Saskatchewan has a large Primary and Fabricated Metals industry and a small 

Transportation Equipment industry, the D matrix forces the Primary and 

Fabricated Metals industry to expand to replace imported Automobiles and 

Trucks. Moreover, it aakes little sense to force the observed 

Transportation Equipment industry to produce Automobiles and Trucks. 

Accordingly, Automobiles and Trucks were removed from the trade data before 

computing them and x vectors to which the D matrix was applied. The 

resulting shares are in Table 1. 

4.2 Results 

In the allocation observed in Saskatchewan in 1984, the standard 

deviation of income per employed worker was $1952 and expected income per 

employed worker was $29816. 24 The results reported below are deviations 

from this outcome. In each case, employment in the targetted sector was 

increased by 0.1¾ of the provincial labour force. Though this imposed 
23 Though Construction ls the only non-traded commodity, trade ls 
negligible in Office Lab and Cafeteria Supplies, in Travel Advertising and 
Promotion, and in Retail Margins. However, the latter was aggregated in 
the data with Wholesale Margins, which are traded. 
24 This implies a coefficient of variation of 6.55¾. 
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unreasonably large employment increases in some sectors, tabulation of 

comparable magnitudes facilitates discussion. With the exception of the 

results reported in Table Al in the Appendix, the experiments respect 

constraints on natural resource availability: labour is only diverted out 

of resource industries. 

Results for "picking winners" - a policy that we would not recommend -

are reported in Table Al in the Appendix. 25 These results generally accord 

with intuition, but also reveal some anomolies - perhaps a consequence of 

basing the analysis on the input-output structure of a single year. In 

particular, Petroleum Refining incurred a negative Other Operating Surplus 

in 1984, after receiving a subsidy of approximately half (48.97%) of gross 

output and before an opportunity cost of capital was imposed. The refining 

industry is relatively risky and the single year of observation may not 

represent long-run prospects but other reasonable explanations include 

government policies. 26 In order to prevent the Petroleum Refining industry 

from dominating the sectoral results presented below, we restrict the 

analyses by holding employment in Petroleum Refining constant, i.e., c:U1 • 

0 if j • Petroleum Refining. 27 

We seek to identify regularities in the data and we prefer to 

incorporate the available industrial detail but base our interpretation on 

broad and systematic patterns. Accordingly, the results in Table 2 group 

the manufacturing and service industries into a manufacturing and service 

sector such that (with the exception of Petroleum Refining) relative 

employment proportions are held constant within this sector. These results 

25 Certainly we would not advocate a policy of "picking winners" on the 
basis of a single year of data. 
26 We are not alone in finding a strongly negative return in the Petroleum 
Refining industry. For example, Denny et al. (1991) find that relative to 
the American Refined Petroleum and Coal industry, competitiveness in the 
Canadian industry changed by -127.2¾ over the period 1975-1985 (Table 2). 
The average change is 1.4¾ in the other 9 manufacturing industries which 
they consider (Table 2). 
27 This may misrepresent actual policy however. It is arguable that 
Canadian federal and provincial governments have actively encouraged this 
industry. 
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Table 2 
Primary Industry Dependency and Diversification 

Saskatchewan, 1984 

dµ dcr dµ/dcr 

Agriculture into 
Manufacturing & Services 9.077 -6.440 -1.409 

Mining into 
Manufacturing & Services -209.214 -19.462 10.750 

Oil & Gas into 
Manufacturing & Services -99.339 -14.965 6.638 

Note: In each case, 0.1¾ of the provincial labour force 
is reallocated using the employment weights in Table 1. 
In all cases, employment in Petroleum Refining is held 
constant. See text. 

Table 3 
Trade Dependency and Diversification 

Saskatchewan, 1984 

dµ dcr 

Self-sufficiency (8 weights) -85.642 -12.047 

Resources (8 weights) into 
Manufacturing & Services (8 weights) -84.444 -11. 879 
Manufacturing & Services (;\, weights) -45.252 -18.706 

dµ/dcr 

7.109 

7.108 
2.419 

Note: In each case, 0.1¾ of the provincial labour force is 
reallocated, using the weights in Table 1. In all cases, 
employment in Petroleum Refining is held constant. See text. 
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are illustrated in Figure 1. 

Table 2 and Figure 1 reveal the effects of shifting labour from each of 

the major resource industries to the manufacturing and service sector. In 

each case, the result ls stabilizing but, with the exception of 

Agriculture, income reducing. That Agriculture yields a below average 

return is not surprising today but was perhaps less apparent in 1984, a 

relatively good year in the light of recent experience. A significant 

specialization in resource exploitation dominates the Saskatchewan economy 

and it ls hard to escape the conclusion that it has also exposed the 

province to additional risk. 

The result of pursuing a policy of diversification in search of self

sufflciency, reported in Table 3 and illustrated in Figure 2, supports the 

view that exposure to world markets is risky. But enduring this risk 

yields a significant return: higher expected income. Since the pursuit of 

self-sufficiency is essentially a shift from resources - particularly 

Agriculture, Mining, and 011 and Gas - to manufacturing and services, the 

separate results for the resource industries suggest a partial 

explalnatlon: activity ls diverted from relatively risky, but on average, 

h1~h return opportunities. However, we must also consider the choice of 

expanding industries. 

In particular, the manufacturing and service sector, as defined by trade 

patterns, may be a relatively unattractive target for expansion. This 

question is pursued further in the remaining rows of Table 3 and also 

illustrated in Figure 2. In each case, activity is shifted from a resource 

sector, as defined by trade patterns, to the manufacturing and service 

sector. The destination industries in the manufacturing and service sector 

are defined first by the trade pattern and then by the pattern of existing 

activity. Shifting activity from trade-weighted resources to trade

weighted manufacturing and services closely reproduces the result for self

sufficiency. 

17 
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Figure 1: Primary Industry Dependency and Diversification 
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Figure 2: Trade Patterns and Diversification 
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When the manufacturing and service sector is defined by trade patterns 

rather than employment patterns, the loss of expected income increases and 

- consistent with the view that exposure to world markets is risky - the 

gain in stability is reduced. We interpret these results as consistent 

with a pattern of employment in which Saskatchewan has specialized within 

the manufacturing and service sector in the direction of compartive 

advantage, albeit with an increase in risk. Stated differently, perhaps 

Saskatchewan people have revealed through the market allocation of activity 

a willingness to bear some additional risk in specialization and trade in 

return for a higher expected income. 

5 Conclusions 

In this paper, we have articulated and applied a tractable model of 

regional income creation under uncertainty. In particular, domestic and 

foreign varieties of commodities are distinguishable and the domestic 

varieties exchange at endogenous market clearing prices. Productivity 

shocks and foreign price shocks are explicitly modelled. The broadly 

sensible results lend weight to the view that regional production patterns 

reflect some specialization in the direction of comparative advantage and 

that this specialization exposes the region to additional risk. 

The analysis ls incomplete in a variety of ways, however. Adherence to 

an essentially linear (and log-linear) structure provides substantial 

algebraic and computational advantages but imposes strong assW1ptlons on 

elasticities. Enriching the data base to account for government revenues 

and transfers is feasible; including capital and resource ownership 

patterns would be a desirable but more difficult undertaking. 

Incorporating labour mobility is perhaps a more immediate priority. 
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6 Appendix 

Table Al 
"Picking Vinners" 
Saskatchewan, 1984 

dµ do- d.µ/dcr 

Resources 
Agriculture -15.358 5.763 -2.665 
Fishing 59.542 -3.351 -17.771 
Forestry 82.340 -1.816 -45.351 
Mining 212.046 18.022 11. 766 
OU & Gas 97.906 14.649 6.684 

Manuf"acturing 
Food & Beverages -115. 666 -6.427 17.997 
Rubber, Leather, & Plastics -63.829 -3.336 19.136 
Textiles -26.871 -2.269 11.843 
Wood, Furniture, & Paper -30.808 -2.267 13.580 
Printing & Publishing 7.743 -2.203 -3.515 
Primary & Fabricated Metals -40.394 -2.806 14.394 
Transportation Equipment -34.903 -2.434 14.343 
Electrical Products 0.138 -2.207 0.063 
Non-metallic Minerals -27.951 -3.198 8.741 
PetroleUII Refining -1323.872 -40.792 32.454 
Chemical Products -144.358 -4.374 33.003 
Hiscellaneous Harufacturing 3.195 -2.090 -1.528 

Services 
Construction -36.486 -2.614 13.958 
Transportation & Storage -21.309 -2.193 9.718 
Co1111unications -5.497 -2.037 2.698 
Electrical Power & Gas -176.688 -2.848 62.048 
llholesale Trade 21.644 -2.143 -10.100 
Retail Trade 28. 141 -2.409 -11.681 
Finance, Insurance, Real Estate 1.474 -1.945 -0.758 
Coll11Dercial Services 24.240 -2.449 -9.903 

Note: The labour force in the targetted industry is increased 
by 0.1¾ of the provincial labour force. Relative employment 
shares are preserved among the other industries. Industries 
for which expansion creates both higher and more stable income, 
i.e., "winners", are identified in italics. 
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Coaaodity 

1 Grains 
2 Other Agricultural Prod 
3 Forest Products 
4 Fishing & Trapping Prod 
5 Metal Concentrates 
6 Non-metallic Minerals 
7 Mineral Fuels 
8 Services to Mining 
9 Food Beverage Tobacco 

10 Rubber Leather Plastic 
11 Wood Prod & Furniture 
12 Paper & Paper Prod 
13 Hetall lc Prod 
14 Hach Equip Autos Trucks 
15 Electric & Communic Prod 
16 Petr Coal Chemical Prod 
17 Hise Manufactures 
18 Resid Construction 
19 Non-res Construction 
20 Repair Construction 
21 Utilities 
22 Trade Margins 
23 Fin Ins Real Estate 
24 Collllun Bus Pers Services 
25 Transportation Margins 
26 Oper Suppl Trav Advert Prom 
27 Non-comp & Unall lap & Exp 

Table A2 
Variance-Covariance Matrix of eo..odity Prices 

Saskatchewan, 1984 

1 2 3 4 5 6 

0.03975 
0.00292 0.00300 

-0.00009 0.00121 0.00141 
-0.00680 0.00243 0.00208 0.01218 
0.00405 0.00138 0.00110 0.00174 0.00617 
0.00979 -0.00014 -0.00076 -0.00268 0.00605 0.02356 
0.00908 0.00010 -0.00029 -0.00535 0.00135 0.00636 

-0.00065 -0.00046 -0.00027 -0.00058 -0.00105 -0.00052 
0.00194 0.00098 0.00049 0.00102 0.00074 0.00063 
0.00191 -0.00015 -0.00013 -0.00052 0.00051 0.00099 
0.00048 -0.00012 -0.00007 0.00015 0.00029 0.00003 

-0.00195 0.00198 0.00157 0.00436 0.00111 -0.00240 
0.00282 -0.00039 -0.00012 -0.00007 0.00063 0.00216 
0.00164 0.00010 0.00019 0.00034 0.00158 0.00223 

-0.00170 -0.00026 -0.00015 -0.00033 -0.00016 -0.00012 
-0.00085 -0.00023 -0.00005 0.00012 -0.00008 -0.00001 
0.00585 -0.00017 -0.00077 -0.00297 0.00005 0.00347 
0.00133 -0.00028 0.00018 -0.00079 0.00236 0.00263 
0.00046 0.00041 0.00028 0.00141 -0.00021 -0.00099 
0.00127 0.00015 -0.00006 -0.00025 -0.00012 0.00068 

-0.00102 -0.00020 -0.00001 0.00018 -0.00003 -0.00050 
-0.00262 -0.00055 -0.00031 -0.00047 -0.00083 -0.00104 
-0.00090 -0.00022 -0.00004 0.00003 -0.00019 -0.00003 
-0.00311 -0.00051 -0.00004 0.00035 -0.00065 -0.00177 
-0.00289 -0.00044 0.00002 0.00025 -0.00065 -0.00162 
-0.00122 -0.00055 -0.00028 -0.00090 -0.00069 -0.00039 
-0.00115 -0.00029 -0.00010 -0.00018 -0.00043 -0.00028 

Note: Commodity 6 is potash; see text. 

7 8 9 

0.02275 
0.00082 0.00054 

-0.00074 -0.00029 0.00059 
-0.00060 -0. 00010 0.00006 
-0.00081 -0.00013 -0.00001 
-0.00190 -0.00037 0.00064 
-0.00031 -0.00005 0.00023 
0.00024 -0.00018 0.00014 

-0.00095 0.00007 -0.00015 
-0.00081 0.00005 -0.00005 
0.00819 0.00057 -0.00026 

-0.00059 -0.00066 0.00004 
-0.00224 -0.00021 0.00033 
-0.00037 -0.00001 0.00015 
-0.00109 0.00004 -0.00009 
-0.00031 0.00022 -0.00040 
-0.00098 0.00001 -0.00005 
-0.00090 0.00007 -0.00021 
-0.00175 0.00008 -0.00019 
0.00029 0.00026 -0.00039 

-0.00093 0.00008 -0.00009 



T
ab

le
 

A
2,

 
C

on
ll

nu
~

d 

C
oa

ao
d

lt
y 

10
 

11
 

12
 

13
 

14
 

15
 

16
 

17
 

18
 

10
 R

ub
be

r 
L

ea
th

er
 P

la
st

ic
 

0
.0

0
0

4
0

 
11

 
W

oo
d 

P
ro

d
 &

 F
u

rn
it

u
re

 
0

.0
0

0
1

3
 

0
.0

0
0

2
6

 
12

 P
ap

er
 &

 P
ap

er
 P

ro
d

 
-0

.0
0

0
3

5
 

-0
.0

0
0

0
4

 
0.

00
29

1 
13

 M
e
ta

ll
ic

 P
ro

d 
0

.0
0

0
3

8
 

0
.0

0
0

1
4

 
-0

.0
0

0
6

0
 

0
.0

0
0

9
9

 
14

 M
ac

h 
E

q
u

ip
 A

ut
os

 T
ru

ck
s 

0
.0

0
0

2
5

 
0

.0
0

0
1

3
 

0
.0

0
0

0
0

 
0

.0
0

0
4

0
 

0
.0

0
0

5
6

 
15

 E
le

c
tr

ic
 &

 C
om

m
un

ic
 

P
ro

d
 

-0
.0

0
0

0
1

 
0

.0
0

0
0

5
 

-0
.0

0
0

1
6

 
-0

.0
0

0
1

5
 

-0
.0

0
0

0
4

 
0

.0
0

0
3

0
 

16
 P

e
tr

 C
oa

l 
C

he
m

ic
al

 P
ro

d
 

0
.0

0
0

0
6

 
-0

.0
0

0
0

2
 

-0
.0

0
0

2
3

 
0

.0
0

0
0

6
 

0
.0

0
0

0
5

 
0

.0
0

0
1

5
 

0
.0

0
0

2
4

 
17

 M
is

c 
M

an
u

fa
ct

u
re

s 
0

.0
0

0
0

0
 

-0
.0

0
0

1
9

 
-0

.0
0

1
3

7
 

0
.0

0
0

2
6

 
0

.0
0

0
0

4
 

-0
.0

0
0

3
7

 
-0

.0
0

0
4

4
 

0
.0

0
4

5
4

 
18

 R
es

id
 C

o
n

st
ru

ct
io

n
 

0
.0

0
0

4
2

 
0

.0
0

0
2

9
 

-0
.0

0
0

1
5

 
0

.0
0

0
3

0
 

0
.0

0
0

6
5

 
0

.0
0

0
0

7
 

0
.0

0
0

0
1

 
-0

.0
0

0
6

0
 

0
.0

0
1

8
7

 
19

 N
o

n
-r

es
 C

o
n

st
ru

ct
io

n
 

0
.0

0
0

0
3

 
0

.0
0

0
0

2
 

0
.0

0
0

7
2

 
0

.0
0

0
1

0
 

-0
.0

0
0

0
9

 
-0

.0
0

0
2

8
 

-0
.0

0
0

1
4

 
-0

.0
0

0
8

5
 

-0
.0

0
0

1
8

 
20

 R
ep

ai
r 

C
o

n
st

ru
ct

io
n

 
0

.0
0

0
1

6
 

-0
.0

0
0

0
5

 
-0

.0
0

0
1

1
 

0
.0

0
0

1
9

 
0

.0
0

0
0

1
 

-0
.0

0
0

1
0

 
-0

.0
0

0
0

3
 

0
.0

0
0

0
3

 
-0

.0
0

0
0

7
 

21
 
U

ti
li

ti
e
s
 

0
.0

0
0

0
2

 
-0

.0
0

0
0

1
 

0
.0

0
0

2
0

 
-0

.0
0

0
1

3
 

0
.0

0
0

0
3

 
0

.0
0

0
0

4
 

0
.0

0
0

0
4

 
-0

.0
0

0
4

3
 

0
.0

0
0

0
5

 
22

 T
ra

d
e 

M
ar

g
in

s 
-0

.0
0

0
1

7
 

0
.0

0
0

0
2

 
-0

.0
0

0
2

1
 

-0
.0

0
0

3
2

 
-0

.0
0

0
2

5
 

0
.0

0
0

2
3

 
0

.0
0

0
0

2
 

-0
.0

0
0

2
1

 
-0

.0
0

0
1

7
 

23
 F

in
 

In
s 

R
ea

l 
E

st
a
te

 
0

.0
0

0
0

5
 

0
.0

0
0

0
1

 
-0

.0
0

0
0

9
 

0
.0

0
0

0
3

 
-0

.0
0

0
0

1
 

0
.0

0
0

0
7

 
0

.0
0

0
0

9
 

-0
.0

0
0

4
2

 
0

.0
0

0
1

3
 

24
 C

om
m

un
 

B
us

 
P

er
s 

S
e
rv

ic
e
s 

-0
.0

0
0

1
8

 
-0

.0
0

0
1

0
 

0
.0

0
0

1
4

 
-0

.0
0

0
3

1
 

-0
.0

0
0

2
2

 
0

.0
0

0
0

9
 

0
.0

0
0

1
0

 
-0

.0
0

0
7

3
 

-0
.0

0
0

1
5

 
25

 T
ra

n
sp

o
rt

a
ti

o
n

 M
ar

g
in

s 
-0

.0
0

0
1

2
 

-0
.0

0
0

0
7

 
0

.0
0

0
0

3
 

-0
.0

0
0

1
8

 
-0

.0
0

0
1

8
 

0
.0

0
0

1
3

 
0

.0
0

0
1

6
 

-0
.0

0
0

9
9

 
-0

.0
0

0
1

0
 

26
 0

p
er

 S
u

p
p

l 
T

ra
v

 A
d

v
er

t 
Pr

om
 -

0
.0

0
0

1
4

 
-0

.0
0

0
0

1
 

-0
.0

0
0

2
5

 
-0

.0
0

0
1

9
 

-0
.0

0
0

2
3

 
0

.0
0

0
1

3
 

-0
.0

0
0

1
0

 
0

.0
0

0
0

9
 

-0
.0

0
0

1
7

 
27

 N
on

-c
om

p 
&

 U
n

al
l 

Im
p 

&
 E

xp
 

0
.0

0
0

0
0

 
-0

.0
0

0
0

2
 

-0
.0

0
0

1
6

 
0

.0
0

0
0

0
 

-0
.0

0
0

0
9

 
0

.0
0

0
1

3
 

0
.0

0
0

1
1

 
-0

.0
0

0
3

7
 

-0
.0

0
0

0
3

 

T
ab

le
 A

2,
 

C
on

cl
ud

ed
 

C
oa

ao
d

it
y 

19
 

20
 

21
 

22
 

23
 

24
 

25
 

26
 

27
 

19
 N

o
n

-r
es

 C
o

n
st

ru
ct

io
n

 
0

.0
0

0
9

5
 

20
 R

ep
ai

r 
C

o
n

st
ru

ct
io

n
 

0
.0

0
0

2
7

 
0

.0
0

0
2

8
 

21
 

U
tl

li
 ti

e
s
 

0
.0

0
0

1
7

 
-0

.0
0

0
0

2
 

0
.0

0
0

3
5

 
22

 T
ra

d
e 

M
ar

g
in

s 
-0

.0
0

0
2

4
 

-0
.0

0
0

1
5

 
0

.0
0

0
0

2
 

0
.0

0
0

4
7

 
23

 F
in

 I
n

s 
R

ea
l 

E
st

a
te

 
0

.0
0

0
0

1
 

0
.0

0
0

0
1

 
0

.0
0

0
0

5
 

0
.0

0
0

0
4

 
0

.0
0

0
1

5
 

24
 C

om
m

un
 

B
us

 P
er

s 
S

e
rv

ic
e
s 

0
. 0

00
11

 
-0

.0
0

0
1

0
 

0
.0

0
0

2
0

 
0

.0
0

0
2

0
 

0
.0

0
0

0
8

 
0

.0
0

0
4

9
 

25
 T

ra
n

sp
o

rt
a
ti

o
n

 M
ar

g
in

s 
0

.0
0

0
1

3
 

-0
.0

0
0

0
5

 
0

.0
0

0
1

5
 

0
.0

0
0

2
1

 
0

.0
0

0
1

5
 

0
.0

0
0

3
6

 
0

.0
0

0
4

5
 

26
 O

pe
r 

S
u

p
p

l 
T

ra
v

 A
d

v
er

t 
Pr

om
 

-0
.0

0
0

1
2

 
-0

.0
0

0
0

8
 

-0
.0

0
0

0
7

 
0

.0
0

0
4

8
 

-0
.0

0
0

0
1

 
0

.0
0

0
0

6
 

0
.0

0
0

1
3

 
0

.0
0

0
8

7
 

27
 N

on
-c

om
p 

&
 U

n
al

l 
I■
p
 
&

 E
x

p
 

-0
.0

0
0

0
6

 
0

.0
0

0
0

0
 

0
.0

0
0

0
5

 
0

.0
0

0
1

3
 

0
.0

0
0

1
0

 
0

.0
0

0
1

0
 

0
.0

0
0

1
6

 
0

.0
0

0
0

7
 

0
.0

0
0

1
4

 



7 References 

Armington, Paul S., 1969, A theory of demand for products distinguished by 
place of production, Interna.tiona.l Honetary Fund Staff Papers 16, 159-
176. 

Bank of Canada, various issues, Bank of Canada Review, Bank of Canada, 
Ottawa. 

Conroy, Michael E., 1974, Alternative strategies for regional industrial 
diversification, Journal of Regional Science 14, 31-46. 

Denny, Michael, Jeffrey Bernstein, Melvyn Fuss, and Leonard Waverman, 1991, 
Changes in 1111U1J.facturing productivity and competitiveness in Canadian 
and American regions, 1975-1985, Working Paper No. 9126, Department of 
Economics and Institute for Policy Analysis, University of Toronto. 

Gilchrist, Donald A. and Larry V. St. Louis, 1991, Directions for 
diversification with an application to Saskatchewan, Journal of Regional 
Science 31, 273-289. 

Government of Saskatchewan, 1991, Saskatchewan Economic Statistics, 
Saskatchewan Bureau of Statistics, Regina. 

Hollander, Samuel, 1973, The economics of Adam Smith, University of Toronto 
Press, Toronto. 

Johansen, Leif, 1960, A Hulti-Sectoral Study of Economic Growth, North
Holland, Allsterdua. 

Leontief, Wassily, 1953, Domestic production and foreign trade: the 
American capital position re-examined, reprinted in Wassily Leontief, 
1966, Input-OUtput Economics, Oxford University Press, New York. 

Munn,Thomas, 1664, England's Treasure by Forraign Trade, reprinted in 1986 
by Augustus M. Kelley, Fairfield, N.J. 

Pomery, John, 1984, Uncertainty in trade models, Chapter 9 in Ronald W. 
Jones and Peter B. Kenen, eds., Handbook of International Economics, 
Vol. 1, North-Holland, Amsterdam. 

Richardson, Harry W., 1985, Input-output and economic base multipliers: 
looking backward and forward, Journal of Regional Science 25, 607-
661. 

Saskatchewan Agriculture and Food, 1989, Agricultural Statistics 1988, 
Saskatchewan Agriculture and Food, Regina. 

Statistics Canada, 1985, Fixed Capital Flows and Stocks, Catalogue 13-211, 
Minister of Supply and Services, Ottawa. 

ten Raa, Thijs and Debesh Chakraborty, 1991, Indian comparative advantage 

24 



,y 

----------------------------------------------

vis-a-vis Europe as revealed by linear prograJlllling of the two 
economies, Economic Systems Research 3, 111-150. 

Whalley, John and B. Yeung, 1984, External sector closing rules in applied 
general equilibrium models, Journal of International Economics 16, 
123-138. 

25 



ON THE BIAS OF MULTIPLIER ESTIMATES 

ERIK OIETZENBACHER 

Econometrics Institute, University of Groningen, The Netherlands 
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1. Introduction 

Within the context of a linear, multi-sector model, the matrix of multipliers 

( or Leontief inverse) plays an important role. It is extensively used to 

quantify the effects of economic policy and to calculate forecasts, both at a 

disaggregated level. In practical work, the matrix M of multipliers is 

obtained from the matrix A of input (or average expenditure) coefficients, as 

M = (l-Af1
. In its turn, the matrix A is derived from a transactions (or 

input-output) table T by normalizing its columns. It is well known that the 

construction of a transactions table is exposed to many sources of measurement 

errors (see, for instance, Gerking, 1976). Given its crucial role, it is 

important to investigate how such errors affect the multiplier matrix. 

In the discussion on the estimation of the multiplier matrix, the results 

by Simonovits (1975) have set the tone.1
> In that paper, it is assumed that 

the coefficients matrix ~ is stochastic with expected value ( componentwise) 

£(~) = A. When the coefficients !:_ij are stochastically totally independent, it 

is shown that E(fi) = £((/-~f
1

] > (/-£(~)r1 = (/-Af
1 = M.

2
> When A denotes 

the true, but unknown, coefficients matrix and ~ the observed, stochastic 

matrix, this result states that the mean of each observed multiplier exceeds 

the true multiplier. Several authors have shown this result to hold under 

various, different stochastic specifications (see Lahiri, 1983; FlAm and 

Thorlund-Petersen, 1985; Lahiri and Satchell, 1985, 1986; West, 1986).3) 

Clearly, this result has far-reaching consequences. For example, forecasts for 

next year's production at a disaggregated level (x,+d are obtained by 

postmultiplying the multiplier matrix with the vector of predicted sectoral 

final demands (f,+1)· This yields ~t+1 = fift+l· But then, the forecasts are 

positively biased as follows from E(~t+d = E(fi)f,+1 > Mf,+1 = Xt+1· 

In contrast to these results, a recent Monte Carlo study by Roland-Holst 

(1989) seems to indicate that multiplier estimates are unbiased. Where the 

above mentioned studies start from the coefficients matrix, Roland-Holst 

departs from an observed transactions table which is randomized. 

In this note it is assumed that the coefficients matrix is derived from the 

transactions table. In other words, we adopt the practitioner's point of view. 

It is shown in section 2 that the usual stochastic specification of the 

coefficients matrix implies that the transactions table must be biased in a 

most remarkable way. In sections 3 and 4, therefore, the stochastic nature is 
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specified for the transactions table. It is shown that it is impossible that 

the traditional result, i.e. C(Ji) > M, holds. It turns out that, under certain 

conditions, the weighted average of the elements in any row of the multiplier 

matrix even is unbiased. This result holds irrespective of the bias of the 

original error terms. Under slightly stronger conditions it is shown that the 

weighted average of the stochastic errors is zero within each row and colwnn. 

The conditions state that certain margins of the transactions ta.hie are to be 

known exactly. This is precisely the type of information which is required for 

the application of the RAS-method for updating the coefficients matrix. In 

section 5 it is shown that the multiplier matrix, as obtained from an RAS

estimate of the coefficients matrix, exhibits correct weighted averages of its 

elements. 

2. Stochastic coefficients matrices 

In this section the assumption is adopted that the elements of the 

coefficients matrix are stochastically independent and unbiased. We examine 

the consequences of this assumption for the transactions ta.hie. 

Consider a rectangular transactions table T and distinguish n production 

sectors, k final demand categories and l primary factors. T denotes the true, 

but in some cases unknown, transactions table. Let T be partitioned as 

follows. 

(1) 

The nxn matrix T rm gives the intermediate deliveries between the n sectors, 

the nxk matrix T nk describes the final demands of the k categories for the n 

products, the l"n matrix T,n denotes the inputs of the l primary factors into 

the n production processes, the lxk matrix Tu: measures the amounts of the l 

primary factors used directly by the k final demand categories. Let en denote 

the column surrnnation vector, consisting entirely of units, of length n. The 

vector xn of production levels ( or outputs) is given as 

(2) 
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The tra.nsa.ctions table T is called consistent if, for each of the n sectors, 

the sum of the inputs equals the output. That is, e~T nn + ejT,n = x~, where a 

prime is used to indicate transposition. The nxn matrix A,m of input 

coefficients is obtained as Ann = T ,mi;1
, where in denotes the diagonal matrix 

with the elements of the vector Xn on its main diagonal. Similarly, A,n = 
T,nX; 1 denotes the lxn matrix of primary input coefficients. Using T nnen = 
T ,,,.x;1xn = Annxm it follows from equation (2) that 

Xn = Annxn + T nJr:t!t 

= (/-A,mf
1
T nJr:t!t 

= MT nJr:t!t, 

where M = (J-A,mf1 denotes the matrix of multipliers. 

( 3) 

Assumption 1. The matrices ~ and ~'"' and the vect<'r '£,ucek are 

stochastically independent and unbiased, i.e. £(~) = Ann, £(~in) = A,n and 

£(!_nJr:ft) = T nJr:l!t· The elements of the matrix ~ are stochastically 

independent. 

Theorem 1. Let T ntft > 0 and ejA,n > 0. Then, under assumption 1, £('£) is 

inconsistent if T is consistent. 

Proof. Define n = £(/t_!)-M > 0. Since ~ and '£nJr:ft are independent, also J.J. = 
(/-~f1 and !_ntt!t are independent. Thus £(!n) = £(/t_!!_ntt!t) = £(/t_!)[(!_ntt!t) = 
(M+fJ)T ntft = Xn + {lJ' nkek. Next, '£nnen = ~~n = ~n - !_ntt!t and £(!_nnen) = 

£(!n) - £('£nteA:) = Xn + nT nkek - T ntl!k = T nnen + nT nkek. Similarly, [('£,nen) = 

£(~1n!n) = £(~1n)£(~n) = A,n(Xn + nT ntft) = T,nen + A,nnT nkek. From this it 

follows that £(e~'£nnen+ei'£1nen) = e~T nnen + ejT,nen + (e~+ejA,n)flI' ntft = e~(Xn 

+nT ntft) + e;A,nnT ntl!k = £(!~en) + e;A,nnT ntl!k· Since fJ > 0, T nkek > 0 and 

ejA1n > 0, the scalar ejA1nnT nkek > 0. Thus £(e~'£nnen+ei!.1nen) > £(!~en)· 

Consistency of £(!.), however, requires that equality holds. □ 

The conditions in this theorem state that for each product some of its output 

is used for final demand purposes and each production process uses some 

primary factor. The result can be interpreted within the context of simulation 

or estimation. In a simulation experiment, T denotes an observed, consistent 
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transactions table. This table is used to derive the matrices Ann and Aim and 

the vector T ru!!t· These are randomized so as to yield ~' ~In and '!_nket, 

taking account of the conditions in assumption 1. Next ~n is obtained as ~n = 
(/-~f1!'ru!!t and the transactions table is constructed as !'rm = ~~n and 

'!_in = ~~n· Theorem 1 then asserts that C(!.) is inconsistent. Moreover, it 

follows from its proof that '!_rm and !'in are biased, as C(!'rmen) > T ,men and 

C(T1nen) > T,nen. 

When the transactions table T ( resp. !.) is consistent, the coefficients in 

the ma.trices A,m and A1n (resp. ~ and ~,n) sum to one within ea.ch column. 

That is, e;.A,m + e;A,n = e~ ( resp. e~ + e1~1n = e~) is necessary for T 

( resp. !.) to be consistent. Obviously, if '!_ is required to be consistent, the 

matrices ~ and ~In cannot be stochastically independent. 

Within the context of estimation, T denotes the true but unknown table. The 

observed table is used as an estimate of T and T is the estimator of T. 

Suppose that any published transactions table is consistent, or, in other 

words, assume that '!_ is consistent. Let the coefficients matrices be defined 

as ~ = '!.~;1 
and ~In = '!.1~;1. The following corollary states that the 

true, but unknown, transactions table T cannot be consistent. 

Corollary 1. Let T ,u:1!1; > 0 and e1A,n > 0. Then, under assumption 1, T is 

inconsistent if T is consistent. 

Proof. Suppose, to the contrary, that T is consistent. From the proof of 

theorem 1 it follows that C(e~!'rmen+ei'!_1nen) = C(~~en) + e1A1n!lf ,u:1!1;- Since T 

is consistent, e~!,rm + e;'£1n = ~~' implying that e;A,n!lf ntft = O, which is a 

contradiction. D 

So far we have implicitly assumed that each row of the matrix T1n 

corresponds to some primary input. The elements of the matrix A1n then 

measure, for any production sector, how much of each primary factor is used 

per unit of this sector's output. In many cases, however, the transactions 

table contains rows which may not be identified explicitly as primary factors. 

Such rows cover, for example, certain types of profits, taxes and subsidies. 

Its elements may be viewed as economic surpluses, and the use of input 

coefficients would therefore be questionable for these rows. In addition to 

this, some transactions tables explicitly record a row which is simply used to 
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generate consistency. Its elements may be regarded as statistical residuals. 

Suppose that we distinguish, as before, l primary inputs. Further there is 

one row !.~ of economic surpluses and/or statistical residuals. ~n satisfies ~n 

= Innt!n + In>!!t and the n-element row vector :.~ is obtained as :.~ = ~~ - e~Inn 
- eiI1n• Similarly, Xn = T nnen + T nJ!!,: and x~ = e~T nn + ejT,n - r ~-

Corollary 2. Let T nJ!!,: > 0 and e;A,n > 0. Then, under assumption 1, f(!_~en) < 

Proof. f(!_~t!n) = f(~~en-e~Innen-ei'!.:_,nen) = x~e" - e~T nnen - e;T,nen -

e;A,,pr nJ!!,: = r~t;. - e;A,n!ll' nJ!!t, from the proof of theorem 1. D 

Again, this result may be interpreted from two different points of view. In 

a simulation study T and r~ correspond to the observed values. Using the 

procedure as sketched earlier, we find I and !~- It turns out that these are 

biased in a most unbalanced way. The total intermediate deliveries are 

overestimated in some sector, but they are nowhere underestimated, i.e. 

f(D.,.en) > T nnt!n• The use of some primary input is overestimated, while for no 

primary input its use is underestimated, i.e. f(I1nen) > T1nen. The sum of the 

economic surpluses is underestimated, i.e. f(!_~en) < r~e". In an estimation 

procedure, I and :.~ are estimators of the true but unknown T and r ~- The 

observed table is considered as an estimate. 

3. The rows of the multiplier matrix 

In the previous section the coefficients matrices were assumed to be 

stochastic. It was shown that assumption 1 leads to only positive biases in 

the rowsums of Inn and Iin· This the more remarkable as information on 

aggregates is, in general, better than information on their components. "When 

we tabulate statistical data in the usual input-output form the row and column 

sums - total input and total output - are better known and more exact than the 

detail." (Br6dy, 1970, p. 128). 

Moreover, in practical situations, the coefficients matrices are computed 

from an observed transactions table. This yields Ann and A1n in a simulation 

experiment or one observation for the estimators ~ and :!in in an estimation 

procedure. Therefore it seems more appropriate to impose the stochastics at 
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the starting-point of the analysis. That is, on the transactions table instead 

of on the coefficients matrices. 

Suppose that the transactions table is random. That is, !_ = T + ~' where 

the stochastic (n+l)x(n+k) matrix ~ is partitioned according to (1). 

(4) 

Note that in a simulation study T denotes the observed transactions table and 

!_ the randomized table. For the purpose of estimation T denotes the true but 

unkown table while we have one observation for its estimator T. 

Taking the outputs as the rowsums of the transactions table, we find 

(5) 

Taking the columnsums of the transactions table yields 

(6) 

T is assumed to be consistent. When it is required that also !_ is consistent, 

the vectors in ( 5) and ( 6) coincide. This yields ~men + ~e,. = ~nen + 
~inei, implying that the stochastic terms in L1 cannot be independent. Although 

the assumption of the consistency of !_ is plausible for many practical cases, 

it appears not to be necessary for our results. Moreover, we would like to 

cover the case where, as sketched in the previous section, consistency is 

generated by an extra row (or, equivalently, column) vector. The only 

consequence of refraining from the assumption of a consistent !_ is that, in 

defining ~ = !._rm~~
1

, it must be explicitly stated whether ~~ or ~~ is used. 

x"' then 

h r T T Ar T I r Proof. From ( 5) we ave ~n = _rmen + _nkek = _nn~n + _nkek or ( -'.'.!nn)~n = 
!_n1;e1;. Thus ~~ = J,_!!_n1;e1; = J,_!T nkek + J,_!~ek. On the other hand ~~ = Xn + ~nen + 

~e,. = MT n1;ek + ~nen + ~ek Rearranging terms yields 
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(7) 

~l: = 0 and E(!~) = rn imply E(~en) = 0 and the result follows from 

equation (7). D 

The elements of the matrix E(ft!-M) denote the biases of the estimators of the 

multipliers. When T nJ!!t is positive, theorem 2 asserts that, when some 

multiplier is underestimated, some other multiplier in the same row is 

overestimated. Moreover, in each row, the weighted average of the biases is 

zero. The weights are the same for each row and are given by the elements of 

the vector T nJ!!l:· This result is applicable both for simulation experiments 

and for estimation purposes. Since ~l: is assumed to be zero, the vector 

T nJ!!t of weights is known. 

The condition ~l: = 0 states that the errors in the k final demand 

categories cancel each other out. The final demands themselves are not 

required to be known exactly, only the total final demand for each of the n 

products is assumed to be free of errors. The condition E(!~) = Xn states that 

the first n rowsums of the transactions table are unbiased. In conjunction 

with ~l: = 0 this condition implies that t(~en) = O, expressing that for 

each sector the sum of its intermediate deliveries is unbiased. Observe that 

the intermediate deliveries themselves are not required to be unbiased. 

The following corollary4> follows immediately from equation (7). 

Ar -1 
Corollary 3. Let ~ = !_nn(!n) . If ~en = ~l: = O, then (ft!-M)T nJ.i!l: = 0. 

This implies that, when the margins T nnen and T nJ:el: in the transactions table 

are known exactly, a negative error in M can only occur when there is at least 

one positive error in the same row. Moreover, for each observation of the 

random table !_, the weighted average of the errors is always equal to zero, 

within each row. 

The next theorem gives an alternative sufficient condition for the result 

in theorem 2. It may be used when the total final demands in each sector are 

not known exactly, i.e. ~ek "F 0. 
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Proof. ~; = '£n,1'!n + '£fikl!t = ~~ + '£fikl!t = ~( x,.+~e,.+~j,.e1) + T ffkl!t + 

~t and~;= x,. + ~e,. + ~t· Thus (/-~)x,. = ~(~e,.+~ine,) - ~e,. + 

T ffkl!t• Hence x,. = '!f fikl!t + 'i~(~e,.+~ine,) - 'i~e,. and also Xn = MT ffkl!t· 

This yields ('i-M)T fikl!t = 'i~en - ~~(~en+~ne,). Using 'i~ = Ji - I this 

gives (~-M)T fikl!t = ~(~e,.-~e,.-~ne,) + (~en+~ne,). The condition £(~~) = 

Xn implies t'(~e,.+~,.e1) = 0. D 

The condition of unbiased columnswns, i.e. £(~~) = x,., is equivalent to 

t'(~e,.) = 0 given that ~e,. = ~e,. + ~ine,. Note that the conditions in 

theorem 2 coincide with those of theorem 3 when T is consistent. 

At first sight the condition ~en = ~en + ~j,.e1 may seem to be rather 

restrictive. Thinking of the transactions table as a system of balanced 

accounting equations, however, it generally is true that one error causes 

another error. For example, any series of stochastic error rectangles in T nn, 

in T1,., or in T,.,. and T,n simultaneously, any series of stochastic symmetric 

error couples in T ,.,., and any series of stochastic single diagonal errors 

satisfy the condition ~e,. = ~en + ~ne,.
5
> 

Similar to corollary 3, it follows from theorem 3 that (~-M)T fikl!t = 0 if 

~e,. = ~e,. + ~j,.e1 = 0. Again, if some of the margins of the transactions 

table are known exactly, negative errors in any row of M are canceled out by 

positive errors in the same row. The weighted average of the errors equals 

zero, which holds for each row. 

4. The columns of the multiplier matrix 

In this section, the elements of the multiplier matrix are analyzed 

columnwise. The results are similar to the one in corollary 3. 

Theorem 4. Let ~ = '£nn(~~f1. If ~en = ~nen + ~ek = 0, then 

ejT1nx~1(Ji-M) = 0. 

Proof. x~ = e~T,.,. + ejT1n = e;.A,.,.xn + ejT,n· Postmultiplication with x~
1 

gives 
'(/ A) 'T .... -t ' 'T .... -tM B t' 0 'J\ 'T en -~ = e1 lnXn or en = e1 lnXn . y assump 1On, = en:::-,m = en_nn -

e~T nn = e~~~ - e;.A,.,.xn. Since ~en + ~ek = 0 it follows that e~nn = 

e~. Hence e~(l-&m) = e~(l-Ann) = ejT1nx~1
• Thus also e~ = ejT1nx~

1
Ji. D 
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If it is assumed that each production process uses some primary input, the 

vector e;T fn%;1 is positive. Theorem 4 then asserts that within each column of 

the multiplier matrix at least one element is too large if some element is too 

small. Their weighted average however is correct. The conditions require that 

the first n rowswns of the transactions table and the columnsums of T nn are 

known exactly. Note that since ~e,. + ~t = O, the outputs are exact, i.e. 

~: - Xn. Using the consistency of T, it follows that e;T,n = x~ - e~T nn which 

is known exactly because e~ = O. Consequently, the vector of weights is 

known. 

0. Thus e~ = ei(T1n+~n)x;•~ = e;T,nX;•~ which proves the result. D 

The conditions imply ~~ = Xn and e;r,n = eiTin• Hence, the vector eiT,nx;
1 

of 

weights is known, also in this case. 

5. An appllcatlon to the RAS-method 

In the previous sections it was shown that the weighted average of the 

elements in each row ( or each column) of the multiplier matrix is correct, 

provided that some of the margins in the transactions table are known exactly. 

This is precisely the type of information which is required by the RAS-method 

for updating an input-output matrix. This method generates an estimate for, 

say, this year's input-output matrix on the basis of last year's matrix, given 

this year's margins. Probably, this estimate will differ substantially from 

this year's true matrix. The same holds for the multiplier matrix as obtained 

from the estimated input-output matrix. However, it follows form our earlier 

results that the weighted averages in each row and column are correct. 

First, a brief sketch of the RAS-method is given.6
> Consider last year's 

input-output matrix A(O). Then the problem is to estimate this year's matrix 

A(l), on the basis of the following prespecified information. Tnn(l)en = u(l), 

e~T nn( 1) = v( 1 )' and x( 1 ). The estimated matrix is required to satisfy the 

following equations 
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A(l)x(l) = u(l), (8) 

e~( 1 )x( 1) = v( 1 )'. (9) 

The R.AS'-method estimates A(l) iteratively, by adjusting A(O) 

biproportionally. In the first step, define r~ = ui( 1) /I:1•1ai,( 0 )x ,( 1) and A 
1 

= r1 A(O). In the first step, the estimate A1 of A(l) satisfies (8). In the 

d . l n 1 l 14 ,-t ,.:z 
second step, efme s, = v,(1)/L.1ai,x,(1) and A = As = r A(O)s . Note 

that this estimate of A(l) satisfies (9). Next, A
3 

= r3 A1
, A4 = A3s4, et 

cetera. 

Suppose that the rows are adjusted first. Then, for t = 1,2, .... , define 
1t-1 ( /'t"" lt-1 ( ) d Alt-1 ..:zt-1A1t-1 . h Ao A N ri = ui 1) lJj•laii x, 1 an = r wit = (0). ext, 

define s~' = v;(l)/I:~.1a!;-
1
x,(l) and A1t = A:zt-tft. It then follows that for 

t = 1,2, ... , 

A
lt ,.:Zt-1 --3,..1A 4,..4 4t = r ... r r (O)s s ... s . (10) 

Similarly, when the columns are adjusted first, the estimate after 2t steps 

becomes, 

Alt 4t ,..4,.:zA(O)"l..-3 ,.:Zt-1 =r ... rr ss ... s, (11) 

where the diagonal matrices are defined appropriately. 

Both sequences of matrices A
1

t are known to converge to the same limit 

under mild conditions. Let us write limt_,A
1
t = Af~. Taking Af~ as the limit 

of i" in (10) yields e~f~x(l) = v(l)'. Using the expression in (11) gives 
RAS A( 1 )x(l) = u(l). 

Now we are able to apply the results from the previous sections. The true, 

but unknown, matrix is denoted by A(l), its estimator by Af~. The estimator 

satisfies Af~x( 1) = u( 1) and e;.Af~x( 1) = v( 1 )'. The vectors u( 1 ), v( 1 )' and 

x( 1) are given, but not necessarily all correct. The vectors u( 1) and v( 1 )' 

are related to the transactions table in the following way. u(l) = Tnn(l)en 

and v(l)' = e~Tnn(l). Define M(l) = [/-A(l)r
1 

and Mf~ = [I-Af~r1. 

RAS Corollary 4. If u(l) and x(l) are known correctly, [M( 1)-M(l)][x(l)-u(l)) = 0. 

10 



Proof. u( 1) is exact implies ~en = 0, x( 1) is exact implies ~en + ~k = 

O, hence also ~k = 0. Application of corollary 3 gives the result, with 

T nJ!!k = [x(l)-u(l)]. D 

Note that it is not necessary that v(l)' is known correctly. Even of the RA5-

method is based on an erroneous row vector v( 1 )', the resulting multiplier 

matrix M1~ has correct weighted averages in each row. Thus, within every row, 

there a.re either no errors or both positive and negative errors. It is 

impossible that the errors have the same sign within a row. 

Corollary 5. ~( 1) and ~( 1) are stochastic. If :!( 1) is unbiased and ~( 1) - ~( 1) 

is deterministic and exactly known, then [£(Mf~)-M(l)][x(l)-u(l)] = 0. 

Proof. The condition that ~(1) - ~(1) is deterministic and exactly known means 

that no errors are made in the total final demand for eac.1 product, or that 

~A: = 0. Theorem 2 then yields the result. D 

Finally, a similar result as in corollary 4 holds with respect to the columns 

of the multiplier matrix. 

Corollary 6. If v(l)' and x(l) are known correctly, [x(l)'-v(l)']x(lf 
1
[Mf~

M(l)] = 0. 

Proof. v( 1 )' is exact implies e~~ = 0 and x( 1) is exact implies ~nen + 
~et = 0. Application of theorem 4 yields the result with ejT,nx~1 

= [x(l)'

v(l)']x(lf1. D 

6. Summary and conclusions 

In this note, the matrix of multipliers was examined, given that the 

transactions table is stochastic. In contrast to the usual approach, the 

individual error terms did not need to be independent, nor unbiased. Instead 

it was assumed that certain margins of the transactions table are known 

exactly. Such assumption is frequently made in practical work when a 

transactions table is updated by means of the RA5-method. Under the given 

conditions, it was shown that any row and any column of the multiplier matrix 

11 



contains either positive as well as negative errors or no errors at all. The 

weighted average of the errors, in any row or column, is equal to zero. The 

weights are known and the same for each row and for each column. The same 

expressions, obviously, hold also for the biases in the elements of the 

multipier matrix. The same assertions were obtained for the biases within the 

rows of the multiplier matrix under the weaker condition that the sum of the 

intermediate deliveries in the transactions table is unbiased and that the 

total final demands are known exactly. 
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Footnotes 

1) Early contributions are Evans (1954) and Quandt (1958, 1959). 

2) For vectors and matrices we adopt the following notations and expressions. 

x 2:: O, nonnegative, means xi 2:: 0 for all i; x > O, semipositive, means x ~ 

0 and x ~ O; x > 0, positive, means xi > 0 for all i. 

3) See also Bullard and Sebald (1977, 1988) who focus on maximum error bounds. 

4) A similar result was also obtained in Dietzenbacher ( 1988) for a series of 

deterministic error rectangles. See also Dietzenbacher (1990). 

5) For an arbitrary matrix B an eror rectangle is defined as !!_i; = bi;+er, !!_it 

= birer, !!_11; = b11;-er, !!_gt = b9t+er, the symmetric error couple as !!_i; = 
bi;+ec, !!..;i = b;i+eC, and the single diagonal error as !!_ii = bii+e•. 

6) For detailed discussions see, for instance, Bacharach ( 1970), Mac gill 

( 1977) or Mill er and Blair ( 1985). 
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Abstract 

A path is traced in this paper from the representa

tion of commodity balances in a social accounting matrix 

framework to the modelling of such balances in the context 

of a computable general equilibrium. From the outset com-

modity balances are expressed here at market prices so that, 

in addition to the usual make and absorption matrices, a 

third matrix, referred to here as the marketing matrix, 

is needed in order to provide a complete description of 

commodity balances at the level of accounting. This descrip

tion is then specialised by imposing the law of one price 

and assuming that activities produce bundles of products 

i.e. by assuming a general form of commodity technology. 

A linear model of commodity balances is explored 

at the next stage and Stone's commodity technology model 

is shown to be a special case which can be derived via the 

reduced accounting framework to be obtained by eliminating 

the accounts for final commodities from the original matrix 

using the method of apportionment. 

It is suggested that various problems which may 

arise in using Stone's model can either be ignored, on the 

grounds that the model remains a reasonable approximation, 

or the data base can be changed, possibly by improving the 

data themselves or by adopting an alternative (more detailed) 

classification of activities and products. 

A third possibility is to drop the assumption 

of linearity and allow instead that the make matrix can 

be sensitive to relative product prices via technological 

possibilities for the transformation of products, and to 

introduce composite commodities as a way of allowing imports 

to compete with goods of domestic origin. In this way the 

commodity technology assumption can be accommodated within 

a general equilibrium approach and the modelling of commodity 

balances can be seen as a key component of a more general 

schema. 



l. Why choose this topic? 

2. Commodity balances in a SAM framework 

2.1 The SAM framework 

2.2 The law of one price and coaaodity technology 

2.3 The choice of classifications 

3. Linear aodels 

3.1 The general linear aodel 

3.2 The Stone model 

4. A aore general aodel 

4.1 Modelling the aake aatrix 

4.2 Modelling coapetitive iaports 

4.3 The general system revisited 



l. Why choose this topic? 

The modelling of commodity balances has been the 

central concern of input-output analysis ever since Leontief 

first wrote about the subject more than fifty years ago. 

There have been various developments since, of course, and 

the contributions of Sir Richard Stone in formalising the 

distinction between what he called the commodity and industry 

technology models provides a benchmark for the developments 

which are to be discussed in this paper. These, then, are 

obvious reasons for choosing to discuss the modeling of 

commodity balances in this lecture. There are, however, 

some other considerations which suggest that the choice 

may be particularly appropriate at this time. A brief ack

nowledgement of these other reasons may therefore be useful 

by way of introduction to the substantive analysis. 

The work of Sir Richard Stone over many years 

in developing the conceptual framework of national income 

accounting is generally recognised. His collaboration with 

James Meade in producing national income estimates for the 

United Kingdom is well known, both on account of the clear 

line of development from this work to the first international 

standards for such accounts, as set out in OEEC [1952], 

and also because the intimate relationship between the architec

ture of the accounts, on the one hand, and the economics 

of Keynes, on the other, was evident for all to see, not 

only from the fact that Meade and Stone were working 



directly for Keynes when undertaking their joint efforts, 

but also because others, and notably Hicks, were quick to 

see the importance of this essential connection between 

theory and measurement.lL. 

Similarly, the role of Stone as the chief architect 

of the subsequent revision of the 1952 OEEC standards, which 

were published as UNSO [1968], is equally well known. However, 

in contrast to the earlier version, the theoretical foundations 

of this later work are not so well understood or appreciated. 

Yet they can be traced quite easily; and they relate directly 

to input-output analysis and an enquiry into the economic 

development of the U.K. which Stone initiated in the late 

19S0's. This work was undertaken within the framework of 

what became known as the Cambridge Growth Project. So, 

while Keynes was asking in the early 1940's how Britain 

could pay for the war, Stone was asking, some twenty years 

later, how could the U.K. economy generate a better growth 

performance? He sought the answer in a model of the economy 

which was built around an input-output formulation of commodity 

balances which was driven in part, at least, by injections 

of consumer demand, formulated in such a way as to be sensitive 

to relative prices. These ingredients are to be found in 

Stone and Croft-Murray [1959], Stone [1960] and Cambridge, 

DAE [1962}. They represent, in parallel with the work of 

Johansen [1960], some early steps towards the development 

of what are now known as applied or computable general equilibrium 

models (CGEs). 



The title of the 1960 volume cited above was 'Input

output and national accounts'. Within it, the distinction 

between commodity and industry technology is recognised, 

as 1s the link between prices and the structure of final 

demand. But it is not until we get to the 1962 volume that 

the industry and commodity technology models are identified 

as such, and the structure of transactions, with industries 

and commodities separately distinguished, is set out explicitly 

in a social accounting matrix (SAM) framework. It is at 

this point, therefore, that theory, data and issues have 

come together. 

This detour into the history of ideas is useful 

for the light it casts on the dependence of developments 

in national accounting on applied analysis. For those who 

would consult the literature, it is clear that the 1968 

SNA builds on the foundations laid in the Cambridge Growth 

Project, both in the treatment of commodity balances and 

the use of a matrix format as distinct from what are usually 

called T-accounts. These are perhaps the most important 

innovations in the 1968 revision.lL. As a development of 

them, it would be both logical and desirable if the latest 

round of revisions, now being finalised, were to carry the 

evolution a step further by seeking to develop the national 

accounts in line with developments over the past twenty

five years in computer technology and applied analysis. 

Unfortunately this is not happening and there is now a 

revisionist movement which harks back to the architecture 

of the SNA in its earlier, 1952 guise. 



Two factors may have contributed to this revisionism. 

One is the rejection by most of to-day's economists of the 

independence of relative prices and the structure of production 

which is a feature of the earliest input-output models, 

without realising that this simplification is by no means 

essential or even important within a CGE model context. 

The second consideration which can be mentioned here is 

that input-output analysis as elucidated in UNSO [1968] 

loses much of its earlier charm and simplicity. There is 

now no longer one model of commodity balances but many, 

depending on the choices made as between (i) industry versus 

commodity technology; and (ii) market versus producer versus 

basic prices, not to mention the treatment of imports as 

complementary versus competitive or the option of expressing 

commodity balances either as an equation of demand and supply 

for commodities or as the demands on industries and the 

supplies that match them. While the different concepts 

which these choices reflect are relatively easy to understand, 

the matrix algebra which is used in the 1968 SNA to elaborate 

the alternatives is necessarily an acquired taste. 

The development from early forms of input-output 

to today's CGE's is important for another reason also. 

Dramatic changes in Eastern Europe and the former Soviet 

Union imply that there is now a critical need for a new 

generation of economists in these countries who understand 



how market economies work and the role of the price system 

within them. The historical experience of these countries 

is a system in which there is no immediate connection between 

prices and the allocation of resources or balance of payments. 

The modeling of commodity balances is central to an under

standing of how that connection arises in market economics 

and therefore to the reorientation of economic policy which 

is now called for in those economies which previously were 

centrally planned. 



2. Comodity balances in a SAM framework 

2.1 The SAM approach 

Table 1 sets out a social accounting matrix framework 

as a starting point for discussion. This recognises separate 

accounts for various activities and commodities, and an 

aggregate or consolidated account for all other transactions. 

By convention entries in a particular row are interpreted 

as a receipt for the account which corresponds to that row; 

entries in a particular column are outlays or expenditures. 

Because the matrix is a SAM, rows and columns are defined 

symetrically and the totals of corresponding rows and column 

must be equal. Table l captures the basic idea of commodity 

balances in this sense that the total expenditure on a commodity 

(a row sum) must be equal to the total cost of supplying 

that commodity (a column sum). 

Some alternative ways of classifying activities 

and commodities are to be discussed at a later stage in 

the argument. For now it may suffice to make three points 

which condition this discussion, the first of which is that 

the number of activities and commodities is arbitrary: the 

two do not have to be equal. 

Secondly, an activity (or industry) is to be under

stood as a process, while a commodity is a good or service. 

It then follows from the fact that activities typically 
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take place in particular locations - an office, factory 

or warehouse, for example - that data on activities will 

naturally relate to the establishment where the activity 

is undertaken. Hence industries can be thought of as collec

tions of establishments which have some particular common 

denominator e.g. the collection of all dairy farms would 

correspond to an activity (or industry) called 'dairy farming'. 

The third particular feature of the present approach 

is to distinguish between commodities according to their 

source of supply and the market for which they are intended. 

There are two main sources viz. domestic activities and 

the rest of the world (which supplies imports); and two 

destinations, namely domestic markets, and exports to the 

rest of the world. As shown in Table 2, to retain the richness 

of detail that these differences imply requires an accounting 

system which recognises two strata for commodities. These 

are to be referred to here as basic and final respectively. 

It also requires various groupings of commodities within 

these strata, the determination of which has direct bearing 

on the appropriate choice of commodity classifications. 

These groupings can be explained in terms of the relationship 

between Table 1 and Table 2. 

To clarify the relationship between Table 1 and 

Table 2 we can start with domestic activities, the products 

of which are the primary commodities recognised in Table 



1. Each activity may produce several products, both on 

account of joint production and by-products in the technical 

(engineering) sense, and because there is a distinction 

to be made between products which are intended for sale 

on domestic markets and those which are intended for export. 

This does not mean that there is necessarily any physical 

difference between the products intended for the different 

markets. But incentives to supply the different markets 

may be different. It is necessary therefore to make the 

distinction if the possibility of modeling such differences 

is to be retained. 

The matrix Tai in Table l shows the value of each 

of the products produced by each activity. This matrix 

is known accordingly as the make matrix. It does not have 

to be square because the number of activities and commodities 

does not have to be equal. There are two main ways of modeling 

this matrix corresponding to Stone's distinction between 

industry and commodity technology. The difference between 

these will be explained subsequently. For the present it 

can be noted that the total revenue of an activity is obtained 

by summing along the appropriate row of the make matrix. 

Hence the vector of total revenues for all activities is 

the vector of row sums of the matrix Tai i.e. the vector 

Ya· 

Basic commodities or products exist at their point 

of origin in the domestic economy. Some are absorbed 



into final use at th1s ?01nt, and these are recorded in 

the vector of final demand for basic products, f1, Others 

need to be marketed for eventual sale, which means a process 

of transformation involving transport, distribution and 

marketing costs. This process of transformation is accounted 

for by the translation of basic into final commodities in 

matrix T12, which shows the cost of a typical secondary 

commodity as being the cost of the necessary primary product 

plus its marketing costs. Hence matrix T12 can be referred 

to as the marketing matrix. All subsistance production 

and the output of 'do-it yourself' activities is included 

in the vector f1. Hence the vector includes all the fish 

which the fisherman retains from his catch for his own family's 

consumption. The remainder of the catch is sold by the 

fisherman for subsequent non-local distribution, and these 

sales are recorded as elements of the marketing matrix, 

As indicated in Table 2, the rest of the world 

provides an alternative source for commodities. The cost 

of imports (valued cif) is recorded as an element of the 

vector vz, while the marketing costs of imported goods 

provide additional non-zero entries in the matrix T12• 

Similarly, any import duties which may be imposed on goods 

are included here in the vector vz, as are any other indirect 

taxes which may be imposed on goods of either domestic or 

foreign origin. 



It follows from this construction that final commod

ities are goods available at point of sale and at market 

prices. Their total cost or value is recorded accordingly 

as the column sums of the accounts for final commodities, 

i.e. as elements of the vector Y2· 

The revenue to meet these total costs is generated 

in the corresponding rows of Table 1. It has two sources. 

One is the sale abroad of goods intended for export. This 

is foreign final demand, the value of which is recorded 

among the elements of the vector fz. Otherwise, Table 

l shows that final commodities are sold on domestic markets 

as final goods or as raw material inputs into industries. 

What these alternatives amount to can be explained with 

reference to Table 2. 

As indicated in Table 2, both imported commodities 

and domestic commodities destined for the domestic market 

can each be split into two groups. Some of the imports 

are goods which have no domestically produced substitute. 

These are known as complementary imports. And some of the 

goods produced for the domestic market have no imported 

substitute. These are known as non-traded goods. All other 

final commodities originate as competitive imports or as 

domestic products which are destined to compete with imports 

in final markets. 



For purposes of analysis, these distinctions between 

different types of final commodities are important, since, 

for each category, the way in which demand might be modelled 

can be quite different. The precise form need not concern 

us immediately while the general point is quite obvious 

in relation to complementary imports, exports and non-traded 

goods, which are sold on the domestic market either as a 

part of the final demand for final commodities, f2, or as 

raw material inputs into industry, which are recorded in 

the matrix Tza· However, the way forward is less apparent 

in relation to competitive imports and the domestic products 

which compete with them. When these competing commodities 

from alternative sources are perfect substitutes then the 

choice is relatively simple : it can be expected that the 

market will choose the cheaper commodity. But when the 

two sources of supply deliver imperfect substitutes, then 

imported commodities and domestic goods are likely to be 

used in some combination. To allow for this possibility 

calls for an elaboration of the analysis which is deferred 

until section 4.2. Meanwhile, it can be noted that matrix 

Tza will be referred to here as the absorption matrix since 

it shows the details of how final commodities are used as 

intermediate inputs into production activities. 

To conclude this part of the discussion, three 

final points can be made. First, it is evident from Table 

l that the structural interdependence of production and 



commodity balances is captured by the three matrices Tal• 

T12 and Tza i.e. by the make, marketing and absorption matrices. 

Formats in which the marketing matrix is supressed are, 

of course, possible. But, as will be argued subsequently, 

they are also less interesting. 

Secondly, it can be noted that the column sums 

of the absorbtion matrice Tza give the total intermediate 

costs of each activity. The difference between these totals 

and total revenue is therefore value added, and this is 

recorded for each activity as an element of the vector Va· 

Finally, because Table 1 is a SAM, the equivalence 

of row and column totals for each activity and commodity 

account implies that total receipts and total outlays for 

the remaining aggregate or residual account must also be 

equal. There is therefore no need to discuss the balance 

of this account explicitly. 

_1_ 



2.2 The law of one price and coaaodity technology 

Economics takes over from ac~-untancy when restric

tions are imposed on the structure of the SAM and its various 

entries. The starting point for this process in the present 

case is known as the law of one price, which states that 

all transactions involving a given commodity take place 

at the same price. The extent to which this law is approxi

mated in practice must depend on the design and detail of 

the classifications adopted for disaggregating commodities. 

For example, if a manufacturer can obtain a significantly 

better price for his product on the domestic market than 

he can abroad, then the system of classification of products 

should recognise this distinction. And if the law holds, 

then the transactions Tij, fi and Yi in Table 1 can 

be rewritten as 

and 

(1) 

(2) 

where Pl and P2 are vectors of prices for basic and final 

commodities and ~i for i = 1 and 2 is the quantity of final 

demand for each of these two types of commodities. Similarly, 

qi is the total amount of commodity i bought and sold 

in the economy and it follows that 



ql = Q12 i +//1 

qz = Qza i + riz 

and ( 3) 

(4) 

where i is now a unit vector comfonnable with the matrix 

it multiplies. Hence the quantities of domestic products 

sold as inputs into final commodities is Q12 i; and Qza i 

is the quantity vector of aggregate intermediate inputs 

of final commodities for all activities. 

The substitutions implied by the law of one price 

are represented in Table 3' along with an alternative treat-

ment of the vectors Ya, Va and vz as 

I\ A /' 
Ya :a Pa qa; Va = 1faqa; and vz - "Jf 2 qz 

Hence it is assumed that a measure (index) of output can 

be formed for each activity and that qa is the resulting 

vector of activity outputs. Given total revenues, Ya and 

the value added vector, va, it follows that Pa and '1fa 

are vectors of gross and net output prices respectively, 

while"fi is a vector of import costs and indirect taxes per 

unit of each final commodity which is supplied to the economy. 

Table 3 is now completed by expressing the make 

matrix Tal as 

* /\ Q al Pl 

( 5) 

( 6) 
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which implies that the elements of the matrix * Q al are 

the quantities of each product produced by each activity. 

Equation (6) introduces Stone's commodity technology 

assumption in a generalised form. It contrasts with the 

corresponding industry technology assumption which requires 

equation (6) to be replaced by 

Under this alternative, an element of Qal is a fraction 

of the physical output of an activity which contributes 

( 7) 

to the supply of a particular product. In so far as the 

outputs of activities are combinations of products, the 

commodity technology assumption is evidently more attractive 

than the industry alternative. 

Some implications of these various assumptions 

are brought together in Table 4, which shows a set of seven 

equations. These are all derived directly from Table 3 

as the necessary conditions for the matrix entries to add 

up by rows and columns to the totals shown. In particular 

it can be noted that equations (3) and (4) re-emerge here 

as the row equations for the commodity accounts. 

The development from Table 4 to Table 5 involves 

two innovations. The first is to replace the matrices 

Q12, and Qza by expressions of the form 

I" I\ 
Q12 = L1z qz and Qza = Lza qa ( 8) 
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The second is to replace * Q al by 

(9) 

The implication of equation (8) is that the elements of 

the matrices Lij are relative quantities of i per unit 

of j. The elements of Lza are, therefore, quantities 

of final commodities absorbed per unit of output by each 

activity, So Lza is an absorbtion coefficient matrix. 

Similarly, L12 is a marketing coefficient matrix the columns 

of which show the input of each basic product which is needed 

to produce one unit of a particular final product. The 

implication of (9) is that the elements of a typical column 

of S1a are the quantities of each product produced by a 

particular activity per unit of output. Hence S1a is a 

commodity technology make matrix in coefficient form. 

It should be emphasised at this point that the 

equations set out in Table 5 are virtual identities in the 

sense that they are a development of the accounting constraints 

implied by Table 3 which depends only on the assumption 

that price vectors Pa• Pl and pz exist and that the 

law of one price maintains. These are the only conditions 

necessary for the values in Table 1 to be expressed as in 

Table 3 as the product of prices and corresponding quantities. 



It can aLso be noted that the equations in Table 

Sare a very general form of CGE model involving the variables 

Pa, qa,1ra,7f'2, Sta• L2a, L12 and Pi• qi and 

Pi for i =land 2. A more tightly specified model can 

be obtained by recognising some further interdependencies 

between these variables or by treating them as predetermined. 

Particular examples of such developments are to be discussed 

in subsequent sections of this paper. But, before coming 

to them, it may be useful at this stage to comment on the 

choice of classifications to be adopted for activities and 

couunodities. 



2.3 The choice of classifications 

The preceding discussion of the design of a social 

accounting matrix to capture the details of conunodity balances 

has some evident implications for the way in which commodities 

might be classified and the extent to which disaggregation 

is desirable. 

It can, of course, be argued that a highly detailed 

disaggregation is desirable, and the more detail the better. 

However, while this is certainly the case if the main application 

is market research for particular commodities, the quest 

for more detail is generally misguided if the primary concern 

is to assist in the design of a suitable macro-economic 

policy. In this latter context the previous discussion 

suggests three guidelines for the choice of commodity groupings, 

the first of which is the need to recognise two levels of 

commodities. A second concern must then be to achieve a 

disaggregation of commodities which maps into the groupings 

which need to be recognised within and between these strata 

- subsistance output, exports, inputs into marketing (transport, 

distribution), other non-traded goods, complementary imports, 

competitive imports and domestic products. Further disaggre

gation within these groupings can then be guided by the 

law of one price, which suggests that major differences 

in production technology may be important e.g. the distinction 

among nontraded goods between government services, construction 

and public utilities may be important because their production 

is intensive in labour, working capital and physical capital 



respectively, so chat d1fferent considerations may drive 

movements in their costs. Similarly, it may be important 

to disaggregate the domestic market for final goods by 

location e.g. rural versus urban, or to recognise different 

ways in which production is organised as between, say, commercial 

banking and the curb market, or plantation agriculture as 

opposed to smallholdings or share cropping. Much of the 

art of model building depends on the way in which classifi

cations are chosen in relation to issues, available data 

and size of the model. 

From these considerations it follows that an automatic 

rule for fixing classifications is not a good idea. Yet 

such a rule is often invoked to determine the classification 

of activities, with the result that much subsequent analysis 

is far less useful than it might otherwise be. 

The rule which is usually invoked for classifying 

activities is the principle product rule. Recalling that 

data on activities typically relate to an establishment, 

the principle product rule assumes a classification of products 

(basic commodities) and allocates each establishment uniquely 

to a particular industry or activity by defining an industry 

as the set of establishments which have a particular product 

as their most important source of revenue. One effect 

of this somewhat circular approach is to yield a system 

in which the number of activities and products is equal, 

so that the resulting make matrix T1a is square. 



A second consequence is that the largest elements of Tia 

will tend to lie on the diagonal because sales of its principle 

product will dominate for every establishment and, therefore, 

for each industry or activity. And, as a result of this, 

there is actually very little new information contained 

in the make matrix when the principle product approach is 

used to group establishments i.e. the off-diagonal entries 

are relatively small. 

There is in fact no need for the make matrix to 

be square: and the information content of this matrix is 

greatly enhanced when activities are classified according 

to their ownership, form of organisation, location and/or 

technology. These are the ways of classifying activities 

which are most useful for analytic purposes. Similarly, 

the most useful grouping of commodities is one which recognises 

the distinctions which arise between and within the different 

strata of commodities and the need to approximate the law 

of one price. The make matrix should then be a mapping 

from the classifiction of activities into that of commodities 

which recognises these concerns. As such, it is unlikely 

to be diagonal or even square. 



3. Linear Models 

3.1 The general linear model 

A linear model of commodity balances can be obtained 

from the general system set out in Table 5 by assuming that 

the matrices S1a, and L12, Lza are fixed independent of 

all prices and quantities. These fixed matrices can be 

denoted Sta• L1~ and Lza· 

The assumption that these three matrices are fixed 

independent of quantities and prices implies that technology 

can be described by a set of fixed coefficient matrices. 

More specifically, the assumption that Lza and Sta are 

fixed coefficient matrices implies that raw material require

ments are proportional to the level of activity in each 

industry, and that the products of each industry are generated 

in fixed proportions, independent both of prices and the 

level of activity. Similarly, the notion that L12 is 

fixed implies that marketing inputs must be proportional 

to sales volumes for every commodity. These are strong 

assumptions and, in particular, the assumption that Lza 

is fixed independent of prices is not easily reconciled 

with the existence of competitive imports. The implication, 

therefore, is that all imports must be complementary if 

the assumptions of the linear model are to be maintained. 

The standard linear model does not, therefore, provide a 

useful framework within which to analyse the implications 



of competition between domestically produced and imported 

goods. 

To calibrate the linear model it is useful to 

assume that the starting point for analysis is a SAM such 

as Table 1 for some base period, and to adopt the convention 

that all quantities are defined in units such that all prices 

are one in the base period. 

Now it follows from equations (1), (2) and (8) 

that 

(10) 

so that, if L12 is a matrix of fixed coefficients, L12, 

then the convention that all prices are one in the base 

period implies that 

( 11) 

where the left-hand side of (11) is the matrix on the left

hand side of (10) evaluated from base period data. Similarly, 

it follows from Table l that 

( 12) 

so that, from (5), 

• I 
l - (13) 

j 



Hence, from (11), the convention implies that 

Using similar arguments, the matrix Lza can 

be estimated as 

and it will then follow that 

Similarly, S1a can be estimated as 

and it then follows that 

Sia' i = i 

( 14) 

( 15) 

(16) 

( 17) 

(18) 

An implication of this last result which is useful for future 

reference is that 

.,-s -l 1· 1 1 la = (19) 

The solution of the linear model is straightforward 

or more complicated, depending on what one means by a solution. 



To clarify this remark, it can be noted that, from Table 

5, when Sia, L12 and L2a are fixed coefficient matrices, 

then 

[ 

S1a 

L2a 

and 

:a 

Hence, for given qa and r/2, the values of ql and q2 

can be determined from equation (20) and~ can then be 

determined from (21). It is therefore a simple matter to 

solve for ql, q2 and ¢1 as functions of qa and ~2. 

In particular it can be noted that (20) and (21) imply that 

Similarly, in relation to prices, it follows from Table 

5 that when Sta• L12 and L2a are fixed, 

and 

1fa = Pa - L2a 1 P2 

(20) 

( 21) 

(22) 

( 2 J) 



with the implication that 

Hence, for given Pl and ?Ti, it is always possible to solve 

for Pa and P2 from (23) and, therefore, to determine 

the vector "X"a via (24). Thus Pa, P2 and ira are readily 

determined as functions of Pl and 1f 2· 

In the above sense the linear model is easily 

solved. The model involves J(a+n1) + 4n2 variables, where 

a is the number of activities, and n1 and n2 are the 

numbers of primary and final commodities respectively. 

The variables are ,ra, Pa and qa; Pl, ~1 and q1; 

and 7f2 , p2 and q2, With the matrices L12, L2a and 

S1a fixed, the balance equations in Table 5 define 

2(a+n1 + n2) independent linear equations in these variables, 

shown here as equations (20), (21), (23) and (24), which 

leaves a+n1 + 2n2 degrees of freedom in the system. More 

specifically, the system allows for the 2(a+n1 + n2) variables 

ifa, Pa• q1, ?1, P2 and q2 to be determined as 

functions of the a+n1 + 2n2 variables qa, Pl• ~2 and1i'-

A necessary feature of such solutions is that 

the balance equation for the 'all other' account in Table 

5 will be satisfied, as can be verified by substituting 

the solution values given by equations (20), (21), (23) 

and (24) in the balance equation. 

(25) 



The sense in which the solution of the linear 

model is more complicated follows from the fact that the 

- j • 

above analysis does not imply that qa, q1 and qz can necessarily 

be determined uniquely when ¢1 and tj; 2 are known. For 

this to be possible, it must be possible to solve equation 

(22) for qa as a function of fJ1 and ¢2 which, in turn 

implies that the matrix (Sia - L12 L2a> can be inverted 

i.e. that 

(26) 

Similarly, from (25) it is evident that this same condition 

must be satisfied if it is to be possible to determine prices 

Pa, Pl and P2 as functions of "7r a and ,r 2· 

Whether it is desirable to be able to determine 

quantities qi as a function of f1 and </ 2, or prices 

Pi as a function of '1f a andrz is debatable since it is 

not an obvious characterisation of the way in which an economy 

actually works. However, it is the way in which the early 

input-output models assumed that economies work. Accordingly, 

there has been a particular interest historically in the 

condition (26). 



3.2 The Stone model 

Two specialisations of the general linear model 

are needed in order to arrive at Stone's model of commodity 

balances. The first of these is to eliminate the accounts 

for final commodities from the SAM presented as Table 1. 

The second is to specify a set of particular conditions 

under which the resulting model will have a solution in 

the sense that the conditon (26) will be satisfied. 

The first of these steps can be achieved by a 

technique referred to in Pyatt [1989) as apportionment. 

This manipulation of a SAM is essentially similar to the 

method of double deflation proposed in Leontief [1967) as 

a way of improving the comparability of input-output tables. 

In the present context, the technique involves the attribution 

of the costs of generating final commodities to those who 

buy final commodities, with the amounts attributed being 

proportional to the amounts that each purchaser spends. 

In this sense the cost of the constituent elements of each 

final commodity are apportioned among the buyers of each 

commodity. And the result is to replace the SAM shown 

as Table l by the new SAM given in Table 6. This shows 

that the make matrix Tai is unaltered by these operations 

while the marketing matrix disappears along with the accounts 

for final commodities. The absorption matrix now shows 

activities as buying basic commodities as inputs, and value 

added by each activity must now be augmented by the cost 



J L • 

of imports and the indirect tax content of final commodities 

to maintain the balance of the SAM. Similarly, final demand 

is now expressed as a demand for basic commodities only. 

Table 6 is well known as the format which Stone developed 

for the representation and analysis of commodity balances. 

Table 7 translates the details of Table 6 into 

the notation provided by equations (1), (2), (5), (6) and 

( 9). In addition, the notation f,1 * and 7' * a is introduced 

such that 

and 

And from this it is straightforward to derive the row and 

column balance equations which are presented in Table 8. 

(27) 

(28) 

The Stone model is now defined by the set of equations given 

in Table 8 as restricted by the assumption that the coefficient 

matrix L12 L2a is fixed independent of all prices and 

quantities. 

A comparison of the equations set out in Tables 

5 and 8 reveals that the Stone model and the general linear 

model will be consistent with each other if and only if 

(29) 
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and 

Both of these conditions are, of course, satisfied under 

the conditions of the general linear model as can be seen 

from equations (20) and (23). It then follows that any 

solution of the Stone model must be consistent with the 

solution of the general linear model previously discussed. 

Accordingly, if the general linear model can be solved, 

then the Stone model can be solved since the solution of 

the latter is a reduced form of the solution of the former 

which can be obtained by substituting out the variables 

q2 and P2 from the general linear model according to the 

expressions (29) and (30). 

It follows from this argument that the Stone model 

can always be solved in the same spirit that the general 

linear model can always be solved. But this does not imply 

that the condition (26) will necessarily be satisfied. 

In order for that to be the case, the notion of commodity 

technology must be elaborated. 

Suppose that there is a unique technique for producing 

each basic commodity and that these techniques are described 

~ __, 
by L21 and 1t1 where L21 is a matrix of fixed coefficients 

showing the intermediate inputs of final commodities which 

are needed to produce one unit of each basic commodity, 



and 1f1 is similarly a vector of the net output prices 

of the various commodities i.e. the value added per unit 

for each commodity - producing technique. It then follows 

that if S1a is a matrix which shows the commodity composition 

of unit output for each activity then 

-L2a = L2a Sia (Jl) 

and 
..., 

7f I a =7T1' S1a (32) 

i.e. that the intermediate input requirements of each activity 

and each commodity - producing technique are related as 

in equation (31); and the net-output prices of activities 

and techniques are similarly related, as in equation (32). 

The Stone model can now be defined as a specialisation 

of the general linear model such that 

( i) s -1 la exists; 

( ii) is a non-negative matrix; and 

( iii) 

An immediate implication of (i) is that the number of activities 

and the number of basic commodities must be equal which, 

as previously suggested, is a severe restriction. And the 

result which must now be established is, that if the above 



three conditions are satisfied, then the condition (26) 

will be satisfied. 

To establish this result it can be noted that 

if assumption (i) is satisfied, so that the condition (26) 

will be satisfied if 

Now L12 is a non-negative matrix and so is L2aS1a-l if 

condition (ii) is satisfied. Hence the condition (34) will 

be satisfied if 

But 

from (14) and an assumption that-X-z is non-negative. And 

from (16), (19) and (32). Hence 

(33) 

(34) 

(35) 

(36) 

(37) 



,.., 
i'L12 Lza S1a-1 < (1.-f1' .S.Ai' 

where 

i\ = l - min (1J"1) 

-and min (7f" l) -is the smallest element of the vector 7T1, 

Hence, from (38), 

From condition (iii) it follows that)\ must be less than 

one. Hence, from (40), it must follow that the condition 

(35) is satisfied. Accordingly, the condition (26) is 

satisfied under the Stone assumptions (i), (ii) and (iii) 

above. 

A natural question to ask at this point is: what 

should be done if the Stone conditions are not satisfied 

e.g. if the matrix Lia as calibrated via (15), (17) and 

(31) contains negative elements. Evidently, there are 

three possible responses, of which the first is to do nothing 

on the grounds that the model is at best an approximation. 

The remaining possibilities are to change the data or to 

change the model. 

Since the model is callibrated from a SAM for 

some base period it follows that a change in the data will 

effect the callibration and hence, potentially, might change 

the sign of particular coefficients such as the elements 

_.! ') • 

(38) 

(39) 

(40) 



of Lza· This is one possibility. Another is to change 

the SAM more radically by changing the number of accounts 

through aggregation or disaggregation. This is an option 

which is often recommended since disaggregation potentially 

reduces the amount of joint production and, therefore, reduces 

the scope for problems to arise. 

Changing the model is the second major option. 

It has two variants, of which one is to retain linearity 

but replace Stone's commodity technology approach by the 

industry technology alternative. 

to a non-linear model. 

The other is to move 

The general linear model which can be generated 

under the industry technology assumption will have a solution 

if all elements of va are positive in the base-period 

SAM and none of the remaining elements is negative. And 

in this case the solutions will provide a determination 

of all q's for given ¥'s, and all p's for given,r's. But 

is that an advantage, given that the industry technology 

assumption is less realistic than the commodity technology 

alternative, and both formulations break down when the existence 

of competitive imports must be admitted? The preferred 

way forward must be to generalise the linear model by allowing 

for both complementary and competitive imports while retaining 

the essential commodity technology assumption that each 

activity can produce more than one basic commodity. 



4. A more general model 

4.1 Modeling the aake matrix 

The linear model represents a particularly severe 

restriction of the general system described by the equations 

in Table 5. To obtain more realistic models, it is necessary 

to consider more flexible formulations of the matrices S1a, 

L12 and L2a which allow them to be determined as 

functions of prices Pa, Pl and P2• and quantities qa, ql 

and q2, q3. In particular, attention can be focussed on 

the determination of the make matrix Sta and the desirability 

of making some allowance for competitive imports. The 

first of these concerns is addressed in this section; the 

second is taken up in section 4.2. 

The modeling of the make matrix Sta requires 

a determination of how much of its various products an industry 

will produce, given its overall level of activity. If q 

is the level of activity and xi, xz ..• Xn are the output 

levels for the various products, then there will be a technological 

constraint of the form 

which is illustrated in Figure l(a) for the case N • 2 by 

a set of iso-product curves which show the alternative combin

ations of x1 and xz which correspond to a given level of 

(41) 
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q. To avoid unnecessary complications, the iso-product 

curves are assumed :o ~e concave to the origin and the further 

the curve lies from che origin, the higher the level of 

q which it represents. 

If production costs are independent of x for 

given q then, in order to maximise profits, a firm must 

maximise revenue for each given q. Figure l(a) also shows 

some iso-revenue curves. These are drawn as straight lines 

with the implied assumption that product prices are independent 

of the level of activity, again to avoid complications. 

Hence profits are maximised for each level of q by choosing 

that mix of outputs which corresponds to the tangency of 

the iso-product and iso-revenue curves. Hence the industry 

will operate along the expansion path illustrated in Figure 

l(a). The characteristics of this path will then determine 

the mix of products corresponding to any given level of 

q. 



As a specific illustration fo this approach it can be assumed 

that 

with all the parameters o(i, f i• f and "'["' being non-negative 

and the parameters /li being subject to the restriction 

that 2/i • 1. It can then be shown that the isoproduct 

curves corresponding to (24) are concave and that 

for all i 

A typical iso-product curve for the function (42) 

is illustrated in Figure l(b) for the case n • 2. Its slope 

is given by 

= 

which is zero when x2 is zero, and infinite when x1 is 

zero for any "t"" > 0. Hence, provided that neither Pl 

nor P2 is zero, a point of tangency along the isoquant 

will be an interior point. 

The limiting case which is reached as "'C' ~• is 

illustrated in Figure l(c). It is characterised by the 

fact that the slope of the isoproduct curve is independent 

of the product mix. This implies that the activity can 

change its product mix without having to loose progressively 

(42) 

(43) 

(44) 

j 



more of one product for the sake of producing more of another. 

In this sense the two products are perfect substitutes in 

production. 

This limiting case suggests that the elasticity 

= '"C" (45) 

is a useful index of the flexibility of an industry in changing 

its product mix. It is known as the elasticity of transformation, 

and the expression for q implicit in (42) is known as 

a constant elasticity of transformation function. 

A point of tangency is evidently no longer possible 

in the limit reached as ,:--..o and the industry will specialise 

in the production of either x1 or xz i.e. the equilibrium 

is to be found at point Y or point Z, depending on which 

yields the higher revenue. The equilibrium will therefore 

be at point Y if 

and at Z if the inequality is reversed. 

The other limiting case which is reached as 1:" ➔ 0 

is illustrated in Figure l(d). In this case both products, 

x1 and x2 will be produced in fixed proportions defined 

by point X in the figure, since total revenue will always 

(46) 



be a maximum at X provided only that both Pl and P2 are 

positive. Accordingly, the case of joint production can 

be characterised as a situation in which the elasticity 

of transformation is zero. 

A final point to note concerning the function 

(42) is that it is homogeneous of degree f· Hence the 

case f = l corresponds to constant returns in the sense 

that the scale of output for the activity is proportional 

to the scale on which products are produced. 

Maximising total revenue for a given level of 

q as specified in equation (42) can be shown to imply a 

determination of output for each product, Xi, which is 

.:,c. 
A 

from which it follows that a typical element of the make 

matrix Sia is given by 

Under constant returns to scale (f • 1) this expression 

is independent of q so that the make matrix is dependent 

only on relative prices in this case. It will be independent 

of relative prices also when L = 0 i.e. in the case of joint 

(48 



production. Hence the linear model previously discussed 

implicitly implies constant returns and a zero elasticity 

of transformation, f = l and"t"= 0. 

Since the price Pa of the output of an activity 

is defined by the relationship 

it follows from the result (29) that 

which reduces to L o<j p j 

the result (32) implies that 

:c. ,. 

when f • l and T • 0. In general 

from which it can be seen that the proportions in which 

different products are produced will depend on their relative 

prices for as long as 't' > e. And as~ ➔ -o, the output 

mix moves towards complete specialisation in that product 

for which (o(iPi/,i) is a maximum. In this limit, the 

industry price, Pa is given by 

if (~iPilfi) is a maximum for product k. Hence xi is 

(49) 

(SO) 

( 51) 

(52) 



given by the limit as r ~ ,:,<, of 

(SJ) 

i.e. 

for i = k 

= 0 otherwise 
(54) 



4.2 Competitive ilaports 

The point has been made in relation to the SAM 

shown as Table l that the individual final commodities which 

are implicitly recognised there can be grouped into five 

categories as suggested in Table 2. In relation to two 

of these, namely the non-traded goods and complementary 

imports, it may be reasonable to assume that intermediate 

usage by each activity is largely independent of prices 

and proportional to the level at which the activity operates 

with the coefficient of proportionality being fixed by technology. 

In these cases, the fixed coefficients assumed as a part 

of the linear model represent a reasonable approximation. 

However, in relation to competitive imports and the domestic 

goods they compete with, such an assumption is clearly not 

appropriate and the model must be developed if it is to 

be considered realistic. 

Historically, the main line of development has 

been through activity analysis, whereby the market is assumed 

to favour competitive imports or the competing domestic 

good according to which is cheaper. Hence imported and 

domemstic goods are treated as being pure substitutes in 

this approach. 

This reformulation in terms of activity analysis 

overcomes the immediate problem posed by the linear input-

output model. However, the reformulation has its own inherent 



weakness and this was exposed by Samuelson (1951] through 

the non-substitution theorem. Specifically, the activity 

analysis formulation implies that countries should specialise 

their production of traded goods in the long run. By common 

consent in a period when planning remained in vogue, this 

implication was generally thought to represent a limitation 

of the approach. 

To overcome this limitation Armington [1969] was 

the first to introduce the idea of composite commodities 

to allow for competition between domestic and imported goods 

in a more flexible way. 

Table 9 sets out a SAM which represents a development 

of Table 1 by allowing for the existence of what Armington 

referred to as composite commodities. The essential idea 

here is to set at zero the entries in Table l which refer 

to intermediate and final demand for competitive imports 

and the domestic goods which compete with them. Instead, 

these competing final goods are sold to the composite commodity 

accounts. The role of these accounts ex post is to record 

and, ex ante, to model the choices of the market among goods 

which compete, i.e. to determine the proportions in which 

competing goods will be demanded. In the extreme case 

when domestic and imported goods are perfect substitutes, 

these proportions may be determined on an all-or-nothing 

basis, i.e. the market will specialise on the cheaper source. 

This is the special case which corresponds to activity analysis. 
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More generally, when competing goods are less-than-perfect 

substitutes, the market is likely to favour some mixture. 

Hence combinations of competing goods, known as composite 

commodities, are defined. And it is these combinations 

which are purchased as intermediate inputs or as a part 

of final demand. 

A particular implication of this approach is that 

there are now two parts to the absorption matrix viz. Tza 

and T)a· The non-zero parts of Tza result from intermediate 

purchases of non-traded goods and complementary imports, 

while the non-zero elements of T)a are the result of intermediate 

purchases of composite goods. To assume that matrices 

of fixed coefficients may underly both parts of the absorption 

matrix, Tza and T3a, may now be a reasonable approxima

tion. But this is because the innovation of matrix Tz3 

allows for explicit recognition of the sensitivity of demand 

to relative prices. 

To formalise these ideas it can be suggested that 

a composite good, q, can be generated by combining inputs 

of other goods x1,••·, Xm as required by some functional 

relationship 

An iso-product curve in this case is generally assumed to 

be convex from the origin in recognition of the fact that 

(55) 
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increasing quantities of one good are needed to compensate 

for the loss of successive units of some other - a diminishing 

marginal rate of substitution. This is illustrated for 

the case of m = 2 in Figure 2(a) and reflected in the definition 

of the elasticity 

I 

0. 103 i ::<", I .x \ 
,_ I a. / 

:::. -::r-
d. ,ry I ci.x-/ _:,i x- a. I 

as the elasticity of substitution between x1 and xz. 

It then follows that the particular version of equation 

(55) which is given by 

implies a constant elasticity of substitution between all 

pairs of ingredients xi and xj for i, j = 1,2 ... m. 

There are three special cases of this function 

which are interesting. When G is infinite the various ingredients 

x1 ... Xm are perfect substitutes for each other and the 

rate of substitution (the slope of the iso-product curve) 

is independent of the input mix. This special case is illustrated 

in Figure 2(b) and corresponds to a version of (57) which 

is 

I O \ , "). I ' ....,. . 
l,"X·)---"' 
·.. I .-1 

(56) 

( 5 7) 

(58) 



The opposite limit 1s reached as ~ ~ ,:,, . This is the case 

of zero substitution assumed in the linear model. It implies 

that the ingredients of a composite conunodity must be combined 

in fixed proportions, so that imports and domestic goods 

are in fact complementary. 

in this case to 

= 

The expression (57) reduces 

This limit is illustrated for the case of m = 2 in Figure 

2(c). 

In between these two extremes is the case('= l 

which provides an important dividing line. In this special 

case, the relationship (57) takes on the special form 

which is familiar as a Cobb-Douglas function. 

The sense in which the Cobb-Douglas case provides 

a useful dividing line can be explained as follows. When 

~/> 1, the isoproduct curves touch both axis as illustrated 

in Figure J(a). This reflects the fact that for q to 

(59) 

(60) 

be positive requires only that at least one of the ingredients 

should be positive. And when this condition holds, the 

ingredients are said to be strong substitutes. 
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In contrast with the above situation, when O <a-< 1 

all inputs must be positive in order that output of the 

composite should be positive. In this case, which is illustrated 

in Figure J(c), the ingredients are said to be weak substitutes. 

In the intermediate, Cobb-Douglas case, the isoproduct 

curves are asymptotic to the axis as illustrated in Figure 

3 ( b). 

To develop the analysis it can be assumed that 

the supply of the ingredients is perfectly elastic at prices 

Pl···Pm· The market then behaves so as to minimise the 

total cost of supplying a given amount of the composite 

commodity. The mix of ingredients is therefore determined 

by the point on the expansion path in Figure 2(a) which 

corresponds to the required supply of the composite. This 

implies that in the case defined by the form (57) of the 

relationship (55) the requirement of ingredient Xi will 

be given by 

.. 
I - I, 

'-.I : : I 
I \ 

Hence xi is a homogeneous function of degree zero in the 

prices Pl··· Pm and, therefore, so is each element of the 

matrix Lz3. 

If Pc is the price of some composite commodity 

( 61) 



then 

Pc q = )p· X· ._. l l 

and the result (43) now implies that 

The result (43) can therefore be written in the more concise 

form 

When ingredients are complementary, O = 0 and 

the result (64) yields 

When ~ = 1, the Cobb-Douglas case, the expression (63) 

for the price of the composite good takes on the limiting 

form 

and the result (64) can now be written as 

(62) 

(63) 

(64) 

(65) 

(66) 

( 0 7) 



And, finally, as )~A, the price of the composite good 

tends to the limiting form 

where X. kPkik is the minimum for all i of («.iP¥Ji), 

It then follows that xi must be equal to the limit as 

Hence 

= 0 

it \ q 
1_ 
I 

I 

for i = k 

otherwise 

(68) 

(69) 

(70) 



4.3 The general system revisited 

The results provided in 4.1 and 4.2 above for 

modeling the make matrix and competitive imports are useful 

in their own right as specific formulations which might 

be adopted in particular cases. They also serve to suggest 

ways in which the very general system of equations previously 

presented in Table 5 can usefully be developed. 

With Table 9 as the starting point and introducing 

a new notation: 

/\ ~ A A 

Tz3 = P2 Lz3 q3 and TJa = PJ LJa qa (71) 

"' /\ 
and Y3 = P3 q3 and f3 = PJ f3 (72) 

an alternative SAM can be generated as in Table 10. The 

row and column balance equations of this new SAM define 

a general (non-linear) model of commodity balances which 

can be interpreted as an elaboration of the model defined 

in Table 5. The eight independent equations which define 

this more elaborate model are set out in Table 11, together 

with the redundant residual balance equation. 

A linear model can now be obtained by assuming 

that each of S1a, Lz, Lza• Lz3 and LJa is a matrix of fixed 

coefficients. And, at the opposite extreme, a totally 

flexible model can be formulated in which each of these 
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matrices is treated as a function of both p and q where 

p is a vector of all prices Pa• Pl, P2 and p3, and q 

is a vector of all quantities qa, q1, qz and q3. 

In between these extremes are a number of interesting 

cases which the analyst is likely to want to adopt in practice. 

For example, the discussion of the make matrix in section 

4.1 above suggests that this might be written as 

(73) 

with the understanding that each element of Sia is a homogeneous 

function of degree zero in the product prices Pl· And 

an implication of this approach would be that the output 

of an activity, qa, is a linear homogeneous function of 

the quantities of basic commodities it produces. 

Similarly, the matrix Lz3 might be written as 

Lz3 = (74) 

with the implication that the supply of a composite commodity 

is a linear homogeneous function of the quantities of constituent 

competitive goods, and a homogeneous function of degree 

zero of their prices. 

Given (73) and (74) the model specification 

might be completed in a particular case by assuming that 



for the marketing and absorption matrices it is indeed reasonable 

to postulate fixed coefficients, independent of all prices 

and quantities. 

This illustration of how a particular model might 

be specified has some, but not necessarily all of the character

istics of a special class of models which have a special 

independence property, namely that: 

for any given Ta and 7Tz, all prices 

Pa, Pl, P2 and PJ are uniquely deter-

mined independent of the scale of activity, 

qa, and of commodity flows qi, qz and q3. 

There are in fact two conditions which are necessary if 

this independence property is to be satisfied, the first 

of which is indeed met in the hypothetical case previously 

discussed by way of illustration. This is the assumption 

of constant returns to scale throughout the commodity balance 

system. It requires that composite commodities q3 should 

be linear homogeneous functions of competitive commodities; 

and that both final commodities q2 and activity outputs 

qa, should be linear homogeneous functions of basic commod

It also requires an absence of economies of 

scale in the determination of the make matrix. Under these 

conditions Sta• L12, Lz3, Lza and LJa will all be independent 

of q. Which does not imply that -rfa or Tfz must be independent 

of q. On the contrary, the independence condition is quite 

consistent with the notion that 

' 



-Xa = X'a (p, q) and K'z = Az (p,q) 

and, therefore, with non-constant returns to scale in the 

generation of net output, or increasing net output prices 

as a result of fixed factor inputs. 

Given the necessary homogeneity of the commodity 

balance model, the five matrices S1a, L12, Lz3 and L)a 

will all be independent of q. And in these circumstances 

Table 11 provides 2a + nz + n3 equations in prices 

Pa, Pl• P2 and P), together with 7ia and 7rz. It then 

follows that the second necessary condition in order for 

prices to be determined uniquely for given if a and 7i'z and 

independent of quantities is that the number of activities 

a and the number of basic commodities n1 should be equal. 

If the independence property maintains, then this 

is of some interest in its own right. There is also an 

interesting corollary, which is that the general equilibrium 

model defined in Table 11 can be solved recursively: prices 

(75) 

can be determined first as a function of 7'1 and then quantities 

can be determined as a function of prices and ¢ i.e. the 

final demands, ¢ 1, f, 2 and 'f 3· 

It follows from this observation that when either 

of the necessary conditions breaks down, then the general 

equilibrium defined in Table 11 is no longer recursive. 



It must therefore be treated as a simultaneous set of 

2(a + n1 + n2 + n3) equations in the 2(a + n1 + n2 + n3) 

variables Pi and qi for i = a, 1, 2 and 3, 7'a and A2, 

and -p l, r 2 and '/> J. It might be thought, therefore, that 

a unique solution for given ,(;'sand l's is always potentially 

possible, albeit that such solutions may not always have 

the property that p's are independent of the q's. 

This speculation can best be explored by setting 

aside for now the possibility of non-constant returns in 

the determination of commodity balances, so that a lack 

of recursivity in the determination of commodity balances 

may be attributed to a difference between the number of 

activities and the number of basic commodities. 

If there are more activities than basic commodities, 

then the price equations in Table 11 dictate that the various 

elements of~ cannot be independent. And this is what 

one would expect from the economics of the case: if two 

firms are producing an identical product then their net 

output prices cannot be independent if they are to both 

stay in business. Similarly, if there are more basic commodities 

than activities, then quantities are overdetermined for 

given prices and the various elements of final demand, ¢ , 
cannot be independent, But this, again, is not particularly 

surprising or difficult in terms of the economics: constraints 



on the structure of final demand are to be expected from 

the theory of consumer behaviour, for example, and in general 

(76) 

It follows from these arguments that, when the 

number of basic commodities is not equal to the number of 

activities, then it is not generally possible to solve the 

commodity balance system defined in Table 11 for any values 

of~ and f. The elements of these vectors must be therefore 

be interdependent, and the form of this interdependence 

is characterised by equations (75) and (76). Accordingly, 

if the number of activities and the number of basic commodities 

are not equal, then the determination of prices and quantities 

must depend on their influence in determining the vectors 7' 

and ¢ which cannot, therefore, be exogenous. Hence, 

any attempt to generalise the modeling of commodity balances 

which does not rely on the assumption that the matrix is 

square must lead directly to general equilibrium modeling 

which extends beyond the confines of commodity balances 

to embrace the determination of 1" and ej, and, therefore, 

inter alia, such considerations as factor costs, the exchange 

rate and consumer behaviour. 

As a footnote to this, the main conclusion of 

this paper, it can be noted that Stone's model of commodity 

balances has the independe~ce property previously noted. 



-

And not only that, because Stone's model is in fact the 

only possible model of this type which avoids the assumption 

of an industry technology and, at the same time, posesses 

the additional property that, for given final demands, 0, 
all quantities are determined independently of prices, p. 

Moreover, it is striking that, in the process of developing 

a general equilibrum model, Stone should have embodied a 

model of commodity balances which is self-contained and 

does not require that the rest of the system be modelled 

except, of course, for its own sake. 

Footnotes 

1 See Hicks (1942) and Meade and Stone [1957]. The earliest 

work of Meade and Stone was published as an appendix 

to U.K. [1941]. 

2 A third innovation of less practical relevance was the 

3 

incorporation of asset accounts within the framework. 

Some scope for competitive imports can be recaptured 

by treating them as negative exports. The implica

tion of such a formulation is that all imports 

are either pure complements or pure substitutes. 

4 The existence of (I-s)-l requires formal conditions to 

be met which, for present purposes, can be taken 

for granted. 
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Paper proposed by Michel Seruzier for the 10th International Conference on Input
Output Techniques, Seville, 29 March to 3 April 1993 

THE "INPUT-OUPUT TABLE" (IOT) AS A CENTRAL ELEMENT IN THE 
COMPILATION OF THE NATIONAL ACCOUNTS 

1 

When a country's economy is to be represented by the National Accounts, a complex 
measuring instrument has to be set up. The evaluation of the GDP and its distribution uses all of the 
available statistical sources and presupposes that they are perfectly linked. In this context, the 
compilation of detailed accounts provided by the National Accounts is a select tool in this 
evaluation. This tool is all the more valuable since the statistical information has certain 
shortcomings. 

Therefore, the construction of the IOT as part of the National Accounts for the benchmark 
year and current years ensures a much higher quality measurement of macroeconomic aggregates, 
starting with the GDP. 

This paper will develop this contention and will describe the general compilation approach 
that could be used. It will then show how the method can provide a certain evaluation of the 
informal economy in developing countries. 

The content of this paper is the result of an experiment successfully carried out in several 
countries with highly diverse economic features. 

1 · PRESENTATION 

a) When the National Accounts Have Nothing to Do with the IOT 

When the SNA was revised for the third time in 1968, it was decided to use the principle of 
incorporating the IOT into a full layout of the National Accounts. The cost of this decision was a 
momentous overhaul of the system itself, as mentioned in the introduction to the Blue Book: ''The 
attempt to integrate such a table into a system of National Accounts leads to a whole range of 
problems that did not arise under the old SNA."1 The fourth revision of the SNA, which is currently 
being adopted, confirms this direction. It also formalizes the way in which such a table should be 
presented when integrated into the National Accounts. 

However, this integration is addressed solely from the conceptual point of view. It is a 
question of establishing the theoretical link between input-output tables and the rest of the system, 
in particular as regards the two following approaches: 

- The overall balance of goods and services and its breakdown by products; 
- The production account of the national economy and its breakdown by industries. 

From this standpoint, the IOT could be considered to be a mere instrument giving a detailed 
presentation of the Nation's main aggregates, which are assumed to have been calculated 
elsewhere. This way of looking at the issue is confirmed by the content of Chapter IX of the Blue 
Book, entitled: "Adaptation of the full system to the developing countries." Part of this chapter reads: 
"Third and fourth orders of priority have been assigned to the parts of the full system of national 
accounts which are not urgently required or which are particularly difficult to compile. (. .. ) Though 
the input-output tablesof the full system are of considerable value in economic planning and 

1 "System of National Accounts" - United Nations - 1968, para 1.6 
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programming, these tables are inluded here in view of the problems of compiling them" (Para. 9.65). 
Nothing in the texts currently available on the fourth revision suggests that this viewpoint has 
changed. 

Furthermore, the method used by a number of countries to compile their National Accounts 
confirms this approach. The GDP is obtained by totalling the production accounts put together 
using a limited number of industries. The final demand is evaluated as a whole and the accounts in 
constant prices are obtained by applying a unique deflator to the entire economy. In such countries, 
when the decision is made to construct an IOT, the task is not given to the National Accounts. The 
work is carried out independently, the consistency with the National Accounts is rarely ensured 
(whether for the values or even the concepts themselves), and the finalization of the table is limited 
to just one year, given the magnitude of the work in hand. Nevertheless, the IOT compiled in this 
way often provides greater detail on industries and products. 

Finally, although the principle of integrating the IOT into the National Accounts has been 
accepted for over 20 years, it has to be said that it is slow in being applied. An explanation for this 
can undoubtedly be found in the above presentation: putting together an IOT is considered to be a 
luxury that is not required for the work of the National Accounts and can therefore be dispensed 
with, especially when resources are low. On the other hand( when the decision is made to put an 
IOT together, this is done so selectively on the perimeter of the National Accounts and in 
association with a specific need that funds it. 

b) The National Accounts Need the IOT 

The theory defended in this paper is as follows: 

It is not possible to satisfactorily assemble economic aggregates, especially the GDP, 
without processing of all of the available information in its entirety, which only the IOTs 
compiled each year can provide. 

The IOT is unquestionably a select economic planning and programming instrument. 
However, my contention takes this fact further: the IOT is also an instrument of the utmost 
importance to the competent compilation of the National Accounts. I would even add that its 
compilation is all the more necessary when the statistical information available in the country is of 
poor quality! 

It is therefore not necessary to expand on the advantages of the Leontiev matrix in analyzing 
the structure of a country's production system or in forecasting developments by inverting the 
technological coefficients matrix. In more general terms, the IOT forms part of the tools required for 
economic forecasting. 

However, the IOT brings a much greater number of relationships into play. These 
relationships can be used for both forecasting and as a way of making all of the country's 
production information consistent. 

The IOT presents a summary of three possible ways of calculating the GDP: 
- The distribution of income approach, 
- The final demand approach, 
- The industry production accounts approach. 

Information exists for each of these approaches, but it is incomplete. In the absence of an IOT, 
each approach needs to be worked through separately in order to measure the GDP. Therefore, 
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work has to be completed before being able to see the differences that necessarily separate the 
different values obtained 2. 

When the GDP is calculated in this way in the least developed countries, only one of the 
three approaches is actually used. The effect is that even less satisfactory results are obtained, for 
two reasons: 

- Out of the already-sparse sources, only those relating to the selected approach can be 
used, 

- The linear approach applied makes any test of consistency between these sources 
impossible. 

Introducing the IOT into the accounts compilation approach proves to be the only way to 
overcome these two problems: 

- By taking all of the available sources into account, 
- By continually making the measured intermediate amounts consistent. 

Optimal use can therefore be made of the contributions obtained from each of the above
mentioned approaches. 

Filling the IOT with elements from each of these approaches does more than just make them 
compatible with each other. It also allows a more effective exploration of the areas that statistics 
necessarily leaves in the dark. An instrument is finally available to provide a general summary of 
all of the flows associated with the GDP. 

To sum up, it is worth mentioning some of the relationships able to be introduced by the use 
of the IOT in order to ensure such consistency: 

- Market balances by product, 
- Industrial chains, 
- The reconstitution of costs associated with the production hypotheses eventually selected 

to satisfy the market balance, 
- The breakdown of indirect taxes by industry or by product, 
- The working out of product-by-product transport and trade margins, 
- A cross-section analysis by industry and by product of GFCF and inventories. 

c) Assessment of the Advantages 

It is always possible to draw up the National Accounts more inexpensively. A number of 
countries make do with a summary evaluation of their GDP, especially its use is limited to the 
requirements of international bodies. However, it is well known that such evaluations do not take 
account of the actual situation of the economies in question. In particular, there is a lack of 
knowledge concerning the informal economy and, more generally, concerning everything that 
escapes statistical collection (see Chapter 3 below). 

The use of the IOT, with all the possibilities that it offers, as an instrument for drawing up 
the National Accounts therefore proves to be the best way of overcoming such problems. To be 
more specific, a list can be given of the advantages arising from such a compilation: 

2 This procedure is put forward in a United Nations document Methodological Studies - Series F - No. 39 - 1987 
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It allows an enormous amonnt of detail to be drawn from the information available. It is 
not essential to have an highly detailed IOT (some thirty industries can suffice for an 
underdeveloped economy). On the other hand, the industry-by-industry and product-by-product 
analytical work can be much more detailed (several hundred items). 

- It swiftly reveals any inconsistencies between statistical sources and solves them. Either 
directly or through the relationships resulting from the IOT, differences often appear between the 
available sources without any apparent way of knowing which one should be preferred. The IOT 
makes it possible to compare them, make them compatible and eventually choose the solution 
considered to be the most satisfactory. Therefore, the best can be drawn from all the available 
information, including information external to the statistical field itself (especially everything 
concerning technical data supplied by the each activity's professionals). 

- It allows statistical "black holes" to be evaluated. Even in the developed countries, and 
more so in the others, statistics cannot provide information on all of the aspects of economic life: 
failings in the statistical instrument, fields as yet unexplored, and areas that inevitably escape its 
scope (especially developments on the perimeters of legality such as moonlighting, tax evasion, 
contraband and drugs). The IOT helps to implement indirect methods and accounting or economic 
relationships that can be used to push back the grey areas. An example of this is given in Chapter 3 
on the informal economy. 

- It links the data on industries, goods and services with the data from institutional 
sectors. National accountants find this problem to be one of the most complicated to solve, at least 
when they draw up complete accounts. This concerns more particularly the following aggregates: 

Output 
Value added 
Compensation of employees 
Taxes on production and imports and subsidies 
Gross fixed capital formation 
Inventories and their changes. 

- It allows the compilation of real accounts at constant prices (and not just accounts at 
constant purchasing power). The application of a unique deflator to the major aggregates merely 
allows accounts at constant purchasing power to be put together. The development of accounts at 
constant prices presupposes that the prices for each product are different for both their output and 
their various inputs. Only an annually-compiled IOT enables this dual weighted deflation to be 
made. IOTs can therefore be put together at current prices and at reference year prices. 

- An annual compilation of the IOT allows consistency in time when processing the data 
and arbitrating. This consistency may rely in particular on the stability of technological coefficients 
over a given period of time, especially if a comparison is made of the IOTs for two successive years 
valued at the prices of one of the years in question. 

2 - A DECENTRALIZED COMPILATION PROCEDURE3 

Putting together an IOT is a long-winded job. It is so long that it could be considered to be 
incompatible with the compilation of the National Accounts, whose publication cannot be too 
delayed and whose implementation necessitates a number of other tasks. In the name of experience, 
I can confirm the accountability of the two realizations. Naturally, the IOTs obtained may not 
provide all of the details that certain users would like (but in the case of Peru, for example, selective 

3 A detailed presentation of the proposed method can be found in Construire /es comptes de la Nation (Constructing the 
National Accounts), Michel Seruzier, la Documentation Frarn;aise, Paris 1988. See in particular chapters 7 to 10 for the 
Im in the benchmark year, and Chapter 11 for the current years. 
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support from the planning ministry allowed the two requirements to be combined for the JOT 
relating to the benchmark year). In addition, suitable compilation procedures need to be 
introduced. Those presented here were gradually perfected during projects with which I co
operated in various countries4. 

Due to the magnitude of the work to be carried out, and in order to involve more people 
(over 25 in the case of Peru), such procedures count on the decentralization of tasks and 
responsibilities, the maximum circulation of information and a highly formalized management of 
the partial results obtained. Whenever these procedures have been applied under good conditions, 
the final and centralized phase of the summary has progressed swiftly and without any particular 
problems. 

The presentation made here is limited to the case of the benchmark year. It can easily be 
transposed to the case of current years. The working period for the latter is a lot shorter due to the 
availability of all of the options chosen when the first year was compiled. 

Presentation of the Compilation Approach 

Five main steps can be distinguished in the progress of the work to be carried out. Each step 
has to be finalized before moving on to the next (with the exception of the move from the second 
step to the third, which is to be carried out independently for each of the sources analyzed). The 
enclosed diagram shows the relevant characteristics. 

4 rn chronological order, the following are the countries in which such Iafs have been put together: Columbia, Equator, 
Portugal, Peru, Brazil, Columbia, Central African Republic and Greece. The starting point for this professional 
expenence has its roots in French National Accounts compilation practice. 
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Stage 1 

This stage defines the conceptual and methodological contexts for the work to be carried out. 
It is normally only applicable when an IOT is first put together. 

It is assumed that the countries respect the international recommendations for their concepts 
and definitions, which are now to be found in the fourth revision of the SNA (already implemented 
in Greece) and its associated classifications (!SIC and CPC). Later on, this document will use the 
concepts and terminology of the fourth revision of the SNA, according to its provisional version. 
However, local specifications need to be introduced. This can go as far as making certain changes to 
take account of specific situations in the country in question. It should be borne in mind that the 
approach is based on highly analytical work. This makes it necessary to propose a fine breakdown 
adapted to the classifications to be implemented. In this sense, local reality takes precedence over 
international demands. 

The following are examples of what the methodological references cover: 
- The inventory of available sources and their input conditions; 
- The list of chains to be considered, with an inventory of their technical features; 
- An expression of the classifications according to local reality, in particular as regards 

institutional units, market and non-market industries, taxes, etc. 
- The valuation methods to be used. 

Stage 2 

This stage covers the collection of all the available data. ~imid behaviour is not acceptable 
when researching these data. The National Accounts owe it to themselves to be detective-like in 
finding all of the possible indices and examining them closely with an uncompromisingly critical 
eye. A few pointers can be given for the implementation of this method: 

- One source is not enough to evaluate a category when several can be obtained; 
- All information found is worth taking into consideration; 
- Methodical doubt is the rule with regard to all of the available data (even the most 

credible); 
- Information is available from more than just the Statistical Office; the various economic 

players should also be approached; 
- The information is not purely economic; it is also legal, administrative, demographic, 

social, technical, etc. 

Stage 3 

The sources are available in a wide variety of forms. Each source uses specific concepts and 
classifications usually linked to the characteristics of the field concerned. The purpose of the third 
stage is to transpose this information using the concepts and definitions of the National Accounts: 
the classifications on the one hand and the valuation method on the other. The basic data can be 
values, physical quantities, prices or even indices and other ratios. The aim is to set up a statistical 
data base that can be used using the criteria selected by the National Accounts without any further 
manipulation required. 

The diagram shows all of the tables into which this information can be organized. This 
assumes that a considerable amount of source interpretation work has already been done. However, 
this work remains confined to each separate source. This stage is limited to noticing any 
divergences between the different sources for a given case. 
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Stage 4 

This stage deals with the analytical summary of all of the collected data. Two instruments 
play a fundamental role in this summary: 

- The supplies and uses balance of goods and services (called the "commodity flows 
approach"); 

- The production and generation of income accounts by industry (within the framework of 
an analysis of their production function). 

Both of these instruments are developed in great detail (100 to 200 for the industries and 200 
to 600 for the products). 

Whenever possible, suplies and uses balances are first calculated in physical quantities. Some 
of them form the subject of joint work from the point of view of production chains. Industry 
accounts are put together in connection with the production factors introduced (raw materials, 
work and fixed capital). Particular attention should therefore be paid to employment data. Work 
instruments are planned in such a way as to allow the gradual incorporation of hypotheses on the 
hidden economy (see the different columns proposed for the production and generation of income 
accounts by industry, the use of which is explained in Chapter 3). 

Analytical work uses product-by-product and industry-by-industry information on the 
different operations in question. Pre-summary tables therefore have to be put together in order to 
ensure the consistency of local arbitration. This concerns in particular: 

- The data available on interindustrial trade (use matrix), 
- The production matrix (make matrix), 
- The GFCF by product and by industry (and/or by institutional sector), 
- A table of taxes on production and imports and subsidies, 
- The change in inventories by product and by industry (and/ or by institutional sector), 
- The measurement of trade output, 
- Employment by industry. 

Stage 5 

This stage concerns the final synthesis. Once the commodity flows approach has been 
pursued and the industry accounts put together, all the resulting data are gathered together into the 
IOT and the other summary tables shown in the diagram. 

The work therefore concentrates on four assignments: 
- A critical analysis of the amounts obtained including GDP and the elements of final 

demand on the one hand, and the primary distribution and gross operating surplus by industry on 
the other; 

- Arbitration as regards the table of intermediate consumption so that the supply data (put 
together within the framework of the balances) corresponds to the demand (from the industry 
production accounts); 

- The transfer to the intermediate tables of all the corrections made during this fifth stage. 
- The transposal by institutional sectors of the data that figures simultaneously in their 

accounts. 
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3 - AN EXAMPLE: THE INFORMAL ECONOMY 

The development of the informal economy in developing countries is a real challenge to the 
National Accounts insomuch as this activity usually escapes classic statistical collection. How 
should this phenomenon be evaluated and how can it be developed over a period of time? A closer 
examination shows that the challenge is even greater. It concerns all unrecorded statistics, of which 
the informal economy is only one aspect. Yet the National Accounts are supposed to measure all 
economic life (the documents on the fourth revision of the SNA stress this even more emphatically). 

When the IOT is used according to the above-mentioned method, it contributes decisively to 
winning this challenge. It allows the exploration of grey areas concerning, in particular, all of the 
activities that develop on the perimeters of the formal economy. As a result, techniques adapted to 
the nature of each industry have been gradually set up to measure what statistics do not provide5. 

However, the demand goes even further. It is worthwhile isolating the data that more 
specifically concerns what is called the informal economy from the rectifications made. This is 
because the above-mentioned techniques cannot make the necessary distinction. New measurement 
methods must consequently be planned, including the implementation of specific surveys. The IOT 
is also predominant in this area. The presentation of these methods is therefore a good example of 
the irreplaceable role that the IOT plays in the construction of the National Accounts6. 

a) Defining the Concepts 

The introduction to this third chapter mentions the use of two intersecting notions: items not 
recorded by statistics and the informal economy. Some authors even tend to confuse the two. Yet it 
is important to make the right distinction between them in order to have a better command of them, 
as they come under different registers: one is statistical and the other is economic. 

There is the entire area of statistical non-being represented by the fact that statistics do not 
record certain economic and social phenomena for various reasons that have to be differentiated. 
This is referred to as statistical non-recording. On the other hand, there is a considerable proportion 
of economic activity that develops outside of the controls and regulations decreed by the 
government. These activities are more or less punishable and/ or use alternative methods. They are 
called informal activities. The first approach (statistical non-being) concerns the statistician's point 
of view. The second approach (an informal production system) is a matter for economists. 

Experience has shown that statistical non-recording concerns all economic activities and 
affects all institutional sectors. Nevertheless, it is also true that the field of informal activities is 
more particularly concerned with this statistical shortcoming. This is why there is not enough 
information to measure its magnitude. A wide variety of methods has been designed to evaluate 
these activities. It has to be said that this statistical problem is not the only explanation for the 
shortcomings in the measurement of this economic phenomenon. The way in which the causes are 
interpreted also differs to such an extent that the very content of the "informal" phenomenon is 
badly defined and disagreement persists as to the definition of its outline. 

For operational reasons, we propose the following definition of an "informal sector": all 
establishments (still called production units) situated on the perimeter of the government 

5 A description of these methods can be found in: "L@TES au service de la mesure de l'economie non enregistree. 
Propositions methodologiques pour !es pays en developpement"- M. Seruzier-STATECO No. 58-59 - June 1989. 
6 A detailed presentation of these methods and a tentative definition of the informal sector can be found in : "Economie 
non enregistree par la statistique et secteur informel dans !es pays en developpement"-Franc;ois Roubaud and Michel 
Seruzier - STATECO No. 68 - December 1991. 
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regulations covering them, whatever their size or business may be. Such establishments necessarily 
belong to the institutional sector of households. The absence of tax registration (or the application of 
a flat tax rate) could therefore be the best objective criterion for "marking" the units deemed to be 
informal. 

In the context of such definitions, most informal units are absent from the classic economic 
surveys. However, the phenomenon is not systematic and better coverage could be obtained during 
an economic census, for example. Nevertheless, the fact remains that the coverage rate is still an 
unknown. 

For its part, statistical non-recording concerns still other phenomena: 
- Certain special general government accounts; 
- A share of the international aid received; 
- Formal units (especially companies) absent from statistics for various reasons; 
- The production of formal units not declared to statisticians (for tax evasion purposes or 

any other reason); 
- Own-account household production; 
- All illegal activities. 

b) For Direct Information on Informality 

Statistical non-recording produces a negative notion, which the National Accounts has to 
address in its entirety. It is impossible to find specific information on tr~ informal economy by 
means of non-recording. Consequently, a positive approach to the phenomenon is required. This 
approach is necessarily statistical and, as informality is only sparsely covered by classic economic 
surveys, new tools have to be conceived. 

The first of the solutiors worth mentioning is the linking of the "enterprise census/informal 
sector survey". It is the most direct procedure, because it focuses on the production units in their 
real state right from the start of the study. The census can be carried out by random sampling, but it 
assumes that the surveyed areas have been systematically combed to ensure that all forms of 
activity are detected. Nevertheless, an actual house-to-house survey needs to be made in order to 
find the activities practised in homes. This still excludes non-sedentary activities. 

This is why another course of action is currently being explored: carrying out mixed surveys 
on the basis of household employment surveys. The employment surveys provide the best filter for 
a specific survey on the informal sector. They supply the information required to identify all of the 
heads (unincorporated businessmen) of informal units, whether they are sedentary or not. 

c) The IOT Evaluation Method and Role 

This work forms part of the approach presented in Chapter 2. The approach can lead to a 
relatively exhaustive exploration of the areas in which there is a lack of direct information. Such an 
exploration is even more successful when a rigorous typology of statistical non-recording is 
perfected for the country in question. Special investigations need to be made of some of these grey 
areas: missing government data, international aid, missing formal units and illegal activities. 

For the rest, an overall evaluation of the unrecorded items can be obtained at the level of 
each industry by introducing relationships supplied by the IOT. In order to do this, each chain has 
to be put into perspective by taking account of the available strong points: 
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- National or imported raw materials, 
- Production factors (including employment), 
- The level of demand (intermediate, final consumption, capital formation and exports). 

These evaluations also have to be recorded in the reference totals. Information on the 
different economic populations is used for this: 

- The productive institutional units, 
- The establishments, 
- The working share of the labour force by industry (specifying, where possible, the number 

of jobs and the time worked). 

This employment information is of the utmost importance. It is vital to put it into the form of 
a matrix that cross-references economic activity and worker status (employees, employers, own
account workers and home helps). Information from the latest population census and employment 
surveys are used for this. Such a structure can also receive information from the mixed survey on 
the informal economy when this has been carried out. It should be noted that this type of matrix 
allows a job to be allocated to the total known working proportion of the labour force. 

At the end of these different tasks, the "production and generation of income accounts by 
industry" are put together. This is the fourth stage in the above outline. These accounts are 
compiled for each of the industries in question. They consist of: 

The rows: the transactions of the production, generation of income and entrepreneurial 
income accounts, and the result obtained from the previous matrix concerning the population 
employed. 

The columns: a breakdown of these data by family of establishments suing the following 
classification: 

(I) Corporations 
(2) Formal unincorporated enterprises 
(3) Informal unincorporated enterprises 
(4) Under-recording associated with cases (I) and (2) 
(5) Own-account household production 
(6) Establishments practising illegal activities. 

When filling in this table: 
- Columns (1) and (2) are completed using classic statistical sources, 
- Column (3) is filled in using data from the above-mentioned specific survey, 
- Columns (5) and (6) only concern a limited number of activities. It is nevertheless 

particularly difficult to estimate their content, 
- Column (4) is obtained as a difference, taking account of the overall evaluation from the 

IOT. This under-recording is more often than not the result of tax evasion. 

The use of an iterative approach gradually assigns the production functions belonging to 
each of these columns in such a way that the proposed total is compatible with the rest of the 
system. This method obviously still leaves some grey areas that only additional hypotheses can 
clarify. However, their weight is already much smaller. The method thus allows strong hypotheses 
to be proposed both on the informal economy and on tax evasion in the formal economy. 
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4 - A FEW REMARKS BYWAY OF A CONCLUSION 

1 I The compilation of IOTs unquestionably represents a great deal more work for the 
National Accounts. Nevertheless, the quality of the Accounts is at stake. If high quality is to be 
obtained, a price has to be paid for it. Bypassing the IOTs would make it difficult to significantly 
improve this quality. The political authorities must therefore be convinced of this. 

2/ However, the extra cost that this represents should not be exaggerated, in comparison 
to an episodic compilation by a team working independently of national acounts. In fact, the same 
statistical work has to be carried out. Yet, instead of having to put together a new team each time, 
this team becomes permanent. The technological maintenance and continuity of the methods used 
are therefore ensured. 

3/ The integration of the IOTs into the National Accounts provides both a sound IOT for 
the benchmark year (for the structural analysis) and successive IOTs for a given period of time in 
both current prices and constant prices. This also allows the time analysis to be made. 

In the countries with which I worked, the IOTs in benchmark year prices were obtained by 
chain-linking IOTs put together at the prices of the previous year. 

4/ The IOTs obtained in this way are generally less detailed than those put together by an 
independent team. This is because there is only a short space of time in which to update the 
National Accounts. However, greater detail can be provided for the benchmark year (as was done 
in Peru and Brazil). 

Such IOTs offer the enormous advantage of being linked up with all of the other transactions 
analyzed in the National Acc:ounts, such as: 

Tax and subsidies, 
Income flows, 
Saving by sectors and the position in relation to the Rest of the World, 
Balance sheet elements (fixed capital, inventories and financial instruments). 

5/ There is a growing demand for more information on the household accounts and for 
details of its content (for example, within the framework of social accounting matrices). An 
independent development of these instruments can only introauce the direct information on them. 
However, the preliminary compilation of an IOT ensures that they are of better quality, because it 
allows such sources to be compared with information from the producers, foreign trade and the 
accounting data of institutional sectors. Moreover, it allows a synthesis to be made of the household 
accounts by comparing them with the accounts of other sectors. The social accounting matrices can 
therefore be given the macroeconomic grounding that they might otherwise lack. 

6/ Comments on the Methods: 

- The SNA proposes developing the IOT by using industries (establishment groupings), 
which simultaneously implies the construction of a make matrix. The European Community has up 
until now proposed the compilation of "pure" branches. Both methods are feasible. It should be 
noted, however, that the first method ensures a much better proximity to the statistical sources. In 
addition, the make matrix of underdeveloped countries is mainly diagonal. 

l 



13 

Production at basic prices is the basis for arbitration on the supplies and uses balance, 
whereas the uses are provided at their purchasers' prices (due to the nature of the information 
provided by statistical sources). In order to make the transition from one to the other, associated 
taxes and margins must be evaluated. This basic material can then be used to construct matrices 
according to different types of valuation. The fourth revision of the SNA proposes that the IOT 
should normally be presented in purchasers' prices. 

It could be very interesting to put together rectangular matrices (by linking several products 
to one industry). The information on the markets is more detailed than that relating to the technical 
coefficients for the industries. Should the matrix need to be inversed, it can always be returned to a 
square form. It is worth mentioning that computer technology allows iterative procedures to be 
implemented. These procedures are compatible with rectangular matrices and present a greater 
flexibility of use than the use of the inverse matrix. 
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Abstract 

This paper investigates whether a popular IO technology assumption, the 
commodity technology model, is appropriate for specific United States man
ufacturing industries, using data on product composition and use of interme
diates by individual plants from the Census Longitudinal Research Database. 
Extant empirical research has suggested the rejection of this model, owing to 
the implication of aggregate data that negative inputs are required to make 
particular goods. The plant-level data explored here suggest that much of 
the rejection of the commodity technology model from aggregative data was 
spurious; problematic entries in industry-level IO tables generally have a very 
low Census content. However, there is a sound statistical basis for rejecting 
the commodity technology model in about one-third of the industries for 
which Census data on specified materials use is available: for each of these 
industries, a novel econometric test demonstrates heterogeneity of materials 
use among plants that only produce the primary products of the industry. 



1 Introduction 

In the input-output literature, a "technology assumption" is a means for 
disentangling the requirements for material inputs to meet a given final de
mand vector from observed data on the make and use of commodities by 
industries. The presence of secondary production can render understanding 
the relation between material inputs and the production of specific com
modities more difficult. In a given industry, many establishments are likely 
to produce more than one type of commodity (Streitwieser {1990)), includ
ing commodities classified as primary to other industries. In the benchmark 
input-output accounts for the United States of BEA {1991), the use table 
gives only information on the composition of inputs for the industry as a 
whole, and one cannot infer from this data the composition of inputs to the 
production of the specific commodities made in the industry. A technology 
assumption is a means for disentangling the input structure for both primary 
and secondary products from the convolution of data in the use table. 

The BEA {1991) presents a direct requirements matrix for the United 
States that embodies the industry technology assumption, as if the plants 
in an industry use a fixed "recipe" to make the bundle of commodities they 
produce; the material input requirements for a given commodity are assumed 
to depend only on the industry affiliation of the plants ma.king that commod
ity, not on the nature of the commodity per se. In a series of papers, ten 
Raa and coauthors {1984, 1988, 1989) have argued that the industry tech
nology assumption is fundamentally unsound and explored the viability of 
the commodity technology assumption, which proceeds as if the "recipe" for 
production of a commodity depends only on the nature of the commodity, 
not on the industry affiliation of the plant in which it is ma.de. 

Previous empirical research on IO technology assumptions generally has 
been limited to data pertaining to totals for all establishments within an 
industry. One cannot discern any variation in the product or input mix from 
such data, so competing technology assumptions were evaluated on grounds 
other than the correlations between product and input composition. For ex
ample, ten Raa, Chakraborty and Small {1984) proceed as if the presence 
of negatives in the Leontief inverse is sufficient for rejecting a technology as
sumption; they try to eliminate the negatives from the commodity technology 
Leontief inverse by defining a mixed technology model that also allows for 
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the presence of byproducts. However, not all of the negatives can be elim
inated this way, so ten Raa (1988) and ten Raa and van der Ploeg (1989) 
consider a statistical approach that allows for the possibility of measurement 
error in the published make and use tables. In that work, it was assumed 
that the published tables were unbiased but imprecise estimators of the true 
make and use of commodities by industries. Using subjective estimates of the 
imprecision of specific coefficients, ten Raa (1988) and ten Raa and van der 
Ploeg (1989) found that the kind of reallocations of entries in make and use 
tables needed to eliminate negatives were implausible. Implicitly, plant-level 
technologies were treated as identical. 

Here, I take a more direct statistical approach to examining the prob
lem of negatives, using the variation across plants in reported product and 
input mixes to test the commodity technology assumption. Measurement 
error is modelled as the result of nonreporting of specified materials use by 
particular plants. Where reports on specified materials are available, the 
commodity technology model is estimated from the distribution of material 
input intensities among plants that are 'pure' in the sense that they make 
only the characteristic commodities of the industry. The commodity tech
nology model is tested by seeing whether the material use patterns of pure 
plants are relatively homogeneous. 

To preview the empirical results, I find that rejections of the commodity 
technology model from aggregate data generally are for the wrong reasons; 
the problematic entries in industry-level IO tables generally have a very low 
Census content and do not provide a sound statistical basis for the rejection 
of the commodity technology model. Second, I find that, when available, 
sometimes the micro-data do provide a sound reason for rejecting the com
modity technology model; there is substantial heterogeneity of materials use 
among plants that only produce the primary products of an industry. 

The next section of the paper reviews how industry-level aggregate data 
can generate the problem of negatives. Using plant-level data, the third 
section examines possible explanations for the problem of negatives. One 
of the major findings is that alot of heterogeneity underlies the aggregates 
in published input-output use tables, and the concluding remarks point to 
further work that would be useful for understanding and coping with the 
implications of this heterogeneity. 
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2 The Problem of Negatives 

In the 'use' table U of the U.S. IO accounts, entry ui; is the amount of 
commodity i used as an intermediate input in industry j. In the 'make' table 
V, entry v;1: is the amount of commodity k produced by industry j. When the 
industry is the unit of observation, the commodity technology assumption is 
specified as the constraint that the use of a particular intermediate i in the 
production of a given commodity k is a fixed proportion aa of the make of 
that commodity k, no matter the extent of other production in the industry: 

(1) 

This aggregative commodity technology model implies U = Ac V', or Ac = 
UV'- 1 

• The latter formula indicates that to infer direct requirements coef
ficients aa for a given commodity k from industry-level use and make tables, 
one computes a weighted average of the use of the intermediate in question i 
by all industries j, with weights w1:; = vii: from the inverse of the transposed 
make table that depend on the extent to which the commodity k is made in 
each industry. Generally, many of the weights will be negative, reflecting the 
need to purge the total input of the intermediate in a given industry of the 
requirements for that input in producing the secondary commodities of that 
industry. IO researchers have found that in practice, some of the implied 
direct requirements coefficients are negative; for some intermediates, more 
use of an intermediate is purged than actually consumed. 

For example, calculations from the benchmark U.S. input-output accounts 
for 1982 show that 363 commodity technology direct requirements coefficients 
for manufactured goods are negative and large in absolute value (line 1, 
column 3 of table 1). Only about 5000 of the elements of this matrix are 
large in absolute value (to be exact, there are 5131 large elements, 4668 
positive and 363 negative). Thus, more than 3 out of 50, or 6 percent, of the 
large elements of the direct requirements matrix are negative. 
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3 Possible Explanations of Negatives 

I consider two explanations for the negatives that appear to signal the 
failure of the commodity technology model: measurement error and het
erogeneity among pure plants. The measurement error hypothesis 
is the possibility that the model (1) is literally true at the plant level, but 
the entries in the aggregative make and use tables are imprecise and pos
sibly biased. Some researchers have argued that the problem of negatives 
often is derived from heterogeneity among pure plants in materials use 
intensities. For example, there can be significant variation in materials use 
intensities among the products that are primary, and aggregation of plants 
that make distinct primary products with very different materials use pat
terns can lead to the apparent anomaly of negative requirements. In this 
section of the paper, I consider each of these possible explanations for the 
failure of the commodity technology model on aggregate data. 

3.1 Measurement Error and the Census Content of 
Use Tables 

ten Raa (1988) and ten Raa and van der Ploeg (1989) emphasized mea
surement error in their statistical approach to re-estimating the published 
aggregate input-output tables for the U.K .. They assumed that the observed 
industry-level data ut and v;'l:, include measurement errors Di;. and e;1c. , so 
that the relation between true values and observed values is: 

(2) 

(3) 

In principle, there also can be more disaggregative use and make tables with 
entries ut.111 and v;°m that record corresponding statistics for each plant m 
within an industry. I offer an interpretation of equation (2) that makes the 
relation of the industry-level and plant-level statistics explicit. 

Specifically, I assume that the plant-level statistics on the use of materials 
also might be measured with error: 

(4) u,;.m = Uij.m + Dij.m 
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but regard the degree of measurement error in the make statistics as negligible 
for the purposes of this study (i.e., E;,cm = 0). This emphasis on uncertainty 
about use table entries is based on the nature of the underlying source data 
from the U.S. Census of Manufactures1 . Relatively complete data on the 
primary/secondary product split is available, but almost all (98 percent) IO 
use table entries for manufacturing industries have a low Census content in 
the sense that they are not based on reports of specified materials use (last 
column of line 2, table 1 ). In order to keep reporting burdens down, the 
Census questions on specified materials use are narrow in the sense that they 
cover few materials. 

It is not clear whether this reporting constraint harms the quality of the 
input-output use table in a significant way. In terms of the percentage of 
the dollar value of materials use that is specified, this reporting constraint is 
not very important because in any given industry a few particular materials 
comprise the bulk of total materials use. The effect of this narrowness of 
actual use is shown in table 1 (line 1, column 2), which notes that 97 percent 
of direct requirement coefficients are near zero. 

Another constraint on the Census content of the use tables is that not 
all plants report specified materials use (table 2). For example, in the 1982 
Census 72 percent of U.S. manufacturing plants were nonreporters of specified 
materials. However, the nonreporters tend to be the smallest plants, and this 
72 percent of plants only accounted for 15 percent of the dollar value of total 
materials use by the manufacturing sector. Most of the nonreporters are not 
required to respond to questionnaires on specified materials because they are 
so small that the Census Bureau gathers information on their activities from 
the administrative records of other federal government agencies, most often 
tax records. Another numerous group of establishments (34 percent) fails to 
comply with the Census requests to specify materials use, but the damaging 
effects of this noncompliance on the quality of the use tables is held down 
by the fact that noncomplying establishments also tend to be small. Taken 
together, the lack of coverage of some materials and nonreporting by some 
plants results in a loss of information on about one-third of the dollar value of 
materials consumed by manufacturers; 67 percent of materials use is specified 
by kind and explicitly reported (line 7). 

1The plant-level data on specified materials use is drawn from the Longitudinal Re
search Database, which is described in McGuckin and Pascoe {1988). 
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Despite the moderate dollar values involved in coverage problems, it is 
possible that the pattern of coverage of specified materials use in the Census 
of Manufactures biases the use table toward finding a problem of negatives 
under the commodity technology model. The lower rows of table 1 provide 
informal evidence for this latter idea that commodity technology negative 
requirements tend to be associated with a lack of coverage of specified ma
terials. Remember that in the calculation of the commodity technology co
efficients, Ac = UV'- 1 

, the weights in the averaging of use table values, 
wq = vi1 , are from the inverse of the transposed make table. Generally, the 
weights are large ( and positive) for the diagonal elements of the use table, 
where make of the item is primary. Among the 363 large negative direct 
requirements coefficients, 328 are for materials that are not specified by kind 
in the Census reports for the primary industry (line 2, column 3 of table 1). 
In other words, in 90 percent of the cases of negative direct requirements, 
specified materials use is not available in the Census reports. This percentage 
is much higher than the roughly two-thirds of the large positive coefficients 
for which materials use is not specified by kind in the primary industry. 

I have computed bounds on the effects of nonreporting on the accuracy of 
the aggregate use table. To explain the bounds, further notation is needed. 
Let I[f.:! be an indicator variable that is one if plant m is a nonreporter 
of specified use of material i and is zero otherwise. For the purposes of 
calculating the bound, I assume that if specified materials use is reported 
at all, it is reported exactly2

; i.e., if flrm = 0, Si;.m = 0. Estimates of total 
materials use are available for all plants, so an upper bound on the unknown 
value of a nonreporting plant's actual use '11.i;.m is the difference between the 
plant's total materials use ut!n and the sum of reported specified use of other 
materials: 

(5) u:;.: = IJ,:.( u.j~!n - I)l - /:) Up;.m) + (1 - IJ:) Ui;.m 
p:f,:i 

For a particular industry j, the upper bound on the unknown use table cell 
is the sum across the upper bounds on the plant-level entries: 

(6) u~= = ~ u~ ,,.. ~ ,,.m 
m 

1This assumption ignores a censoring constraint that is discussed further in the follow
ing section. The censoring constraint likely biases the bound on af; downward slightly, 
leading to an understatement of the importance of measurement error in explaining the 
problem of negatives. 
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The lower bound on actual use of a nonreported material at the plant level 
is always zero, so at the industry level the lower bound on an unknown use 
table cell is the sum of reported plant-level use of the specified material: 

(7) 

Let us focus on the issue of whether inaccuracy of use table cells has cre
ated negatives in the direct requirements matrix of the commodity technology 
model. The scalar expression for the ijth element of the direct requirements 
matrix Ac= uvi-l l is 

where the weights in the averaging of use table values, Wi; = .,,;1c, are from the 
inverse of the transposed make table. Let l:'; be an indicator variable that 
is one if the weight Wte; is positive and zero if the weight is negative. Then, 
for given weights Wi;, the Census records on specified materials use place the 
following upper bound on the ijth element of the direct requirements matrix: 

(9) c mGS LJW maz + (1 JW) min a-- = L. u-L w1c,· - L. u-L w1c,· ,, ,., '"'·· ,., , .... 
le 

The sign of this upper bound (9) for direct requirements entries that are 
negative and large in absolute value is summarized in the last row of table 
1. Out of the 363 large negative entries, the Census upper bound permits 
reversal in 140 cases. This finding suggests that measurement error in the 
aggregate use tables is an important part of the problem of negatives; the 
amount of unknown use of materials is large enough for 39 percent of the 
large negative direct requirements entries to possibly be due to measurement 
error alone. However, measurement error likely is not the only source of 
the problem of negatives. In 71 percent of the cases of large negatives, the 
unknown amounts in cells of the use table are not large enough to eliminate 
the large negatives in the direct requirements matrix. 

3.2 Heterogeneity of Use among Pure Plants 

Heterogeneity of use intensities among pure plants can create negative values 
in commodity technology coefficients derived from aggregate make and use 
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tables3
• For example, Rainer and Richter (1992) discuss how in the Austrian 

IO system a failure to distinguish between electric utilities that produce 
power and those that distribute power can lead to the problem of negatives. 
The problem is that electricity distribution facilities have a very high own 
input, the purchase of electricity from other establishments, which boosts 
the average own input for the electric utility sector as a whole. Electricity 
generating plants do not purchase much electricity. When electricity is made 
as a secondary product in other industries, the composition of intermediate 
inputs for electricity production in these other industries more closely mimics 
that of the electricity generating plants than that of the distribution facilities. 
Thus, the commodity technology solution on aggregate data seems to imply 
that there is a negative electricity requirement for the primary products of 
industries with large secondary production of electricity. 

Let us try to discover the extent to which such heterogeneity of use inten
sities among plants producing only primary products is a problem in the U.S. 
manufacturing sector, looking beyond the electricity example. To investigate 
this we need technology coefficient estimates that are not contaminated by 
the measurement error from nonreporting discussed above. I derive tech
nology coefficient estimates from the records for the plants that reported 
specified materials use, focussing on the 62,757 reporting pure plants (table 
2). Notationally, a P superscript denotes requirements af:cm from a plant m 
in this sub-sample of pure plants. The commodity technology model, equa
tion (1), represents the production process of multi-product plants as a linear 
combination of single-product technologies, 

(10) Ui;.m = I: ai1cV;km 
le 

and one can take the intensity of use of a material i at a pure plant m in 
industry k as representative of the material requirement for the corresponding 
commodity, wherever produced, af1c• Almost all industries have some pure 
plants, so I am able to calculate pure-plant materials use intensities for 3754 
of the 3904 material-industry combinations where use is specified by kind 
(last column of line 3, table 1) 

3Triplett(1992) argues that the grouping of establishments with quite different produc
tion functions into a single SIC category also might be the cause of failures in attempts 
to estimate establishment-level production functions. 
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Table 3 presents four statistics describing the distributions of pure-plant 
materials use intensities, a[;_ . First, consider the weighted average of the 
actual use intensities of all reporting plants in the industry, where the total 
product output of each plant is used as the weight. These averages, a[;_, 
are equivalent to the ratio of the total use of a given material by all pure 
plants in an industry to the total output of these pure plants, so the averages 
are analogous to the calculated commodity technology model coefficients, aik 
from Ac = uvi-l I that would be derived from the standard aggregate use 
and make table entries, ug__ and v;t, if there were only pure plants in the 
industry in question. In more than half of the cases, average consumption of 
the specified material among pure plants is less than one percent of output; 
at the 50th quantile lies a material whose average use is .67 percent of the 
value of output in that industry. However, some of the averages are large; 
for example, in five percent of the 3754 cases, the average requirement for 
the material is more than 14.21 percent of output. 

The distribution (across material-industry combinations) of the median 
( across plants) materials use intensities, a[;_, is very skewed towards zero. 
This happens because for any given specified material, the Census records 
record that many plants in the reporting industry do not use any of the 
material at all. This tendency for there to be a mode at zero in specified 
materials use is so pronounced that more than 75 percent of the medians are 
zero. 

Table 3 also presents two dispersion measures. The first is computed by 
scaling the standard deviation of the pure-plant materials use intensities a[;_ 
by 1.34, which is the interquartile range of a standard normal distribution. 
The second is the empirical interquartile range, the distance between the 
25th and 75th quantiles of a[;_. Many of the interquartile ranges are zero, 
reflecting the fact that in more than half of the material-industry reporting 
combinations, more than 75 percent of the plants record zero use of the 
specified material. Inspection of the empirical distributions of the raw data 
on specified materials use revealed that many were bi-modal, with a first 
peak at zero and a second positive peak that sometimes was quite large. 

Next, let us investigate the extent to which the bi-modal distributions 
of reported materials use actually reflects heterogeneity of use among pure 
plants. This is a non-trivial effort because there is an additional reason 
why recorded use of specified materials might be zero: plants are told to 
omit listing of specified materials use if the amount used falls below a given 
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censoring threshold, usually 10,000 dollars. Thus, the statistics in table 3 
need to be interpreted with caution because they fail to distinguish between 
plants that actually use none of the specified material and plants that record 
use of zero because the amount is rounded down to zero by censoring. 

To provide a formal analysis of the effects of censoring, first consider the 
possibility that censoring is the only source of reporting of zero use of a 
specified material and that pure plants are essentially homogeneous in their 
materials use. I parameterize this null hypothesis by interpreting the com
modity technology assumption (10), which is written as if a single coefficient 
ai; applies to all plants, as a statement about the central tendency of a ( uni
modal) distribution of requirements. Specifically, I assume that the logit of 
the actual commodity technology coefficient that applies to a particular plant 
m, log (a;;;,_/(1 - af;:n)) 1 is drawn from a normal distribution ~i; with mean 
log ( ai; / ( 1 - ai;)) = P,i; and variance o};: 

(11) logit( af;:n) - P,i; ~ ~i;(0, o};) 

A pure plant's actual use of the material is 

The censoring constraint is that the recorded use of the material ui;m equals 
zero if the actual use uZ;m is less than 10,000 dollars: 

(13) Uij.m = 
0 

for Ui;m > 10,000 
otherwise 

Equivalently, the observation is censored if the logit of the pure plant's actual 
use intensity, log (af;:n/(1 - af;:n)), is below a known threshold 4: 

(14) logit(af;m) = logit(af;m) for logit(af;m) > logit(lO, 000/v;;m) 

known to be censored otherwise 

The system of equations (11)-(14) constitute a standard tobit model. To 
estimate the unknown parameters P,i; and O'i; under this null hypothesis of 
homogeneity, I use the maximum-likelihood method described by Amemiya 
(1973). Under this null hypothesis, the maximum likelihood estimates of the 

4 Any plant with total output less than 10,000 dollars is assumed to have all detailed 
materials use censored, so the censoring threshold in ( 14) is well-defined 
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tobit model provide consistent and asymptotically efficient estimates of the 
unknown parameters ~; ai;-

To formalize the alternative idea that heterogeneity of materials use 
among pure plants creates a problem of negatives, suppose that among the 
primary products of each industry there are two types of commodities, which 
I call low and high to denote their relative intensity of use of a specified ma
terial. The commodity technology assumption as given in (11) and (12) is 
assumed to be appropriate for the commodities taken individually, but the 
mean materials requirements for these two commodities µii and µ':j9" are 
assumed to be quite different5• Specifically, I expect that in many cases the 
mean µi';" and dispersion a!f° parameters for the low materials use com
modity are so small that it is unlikely for the censoring threshold (13) to be 
exceeded in samples of the size used here. 

To help us relate the parameters of the null and alternative hypotheses, 
characterize the location of the mixture distribution by its median 8 .s, which 
is the value of aP which exactly half of the plants are expected to fall be
low. Under the null hypothesis-a single type of plants with materials use 
requirements characterized by a censored normal distribution- the median of 
the uncensored normal distribution equals the mean. The interquartile range 
~ = (8.15 - 8.25 ) describes the dispersion of the mixture distribution. Under 
the null hypothesis of a non-mixed normal distribution, the scaled standard 
deviation l .34ai; equals the interquartile range. To estimate 8 .s and ~ un
der the alternative with heterogeneity, I employ Powell's (1984, 1986) Cen
sored Least Absolute Deviations (CLAD) and Censored Regression Quantile 
(CRQ) estimators. 

Table 4 presents the results. The estimated central location of most direct 
requirements distributions remains quite small with the tobit correction for 
censoring. For 95 percent of the material-industry combinations, the implied 
mean from the Tobit model is less than 2.96 percent of output. As shown in 
the column labelled CLAD median, the alternative estimates of location that 
are robust to heterogeneity generally remain well above the estimates from 
the tobit model. The robust estimates of dispersion tend to be quite a bit 
larger than the to bit estimates of dispersion, likely reflecting the ability of the 

5To estimate this alternative, I do not actually rely on the normality or symmetry as

sumptions of 11. The test statistic has the appropriate size and power to find heterogeneity 
under a wide class of bimodal distributions. 
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robust method to capture the wider spread of the mixture of distributions. 
The findings in table 4 suggest that the tobit estimates of location are biased 
down by heterogeneity of materials use among pure plants. 

Of course, the tobit and robust estimates of location and dispersion are 
imprecise, so it is important to check whether the deviations of the parame
ter estimates are beyond the range of estimation error. The final column of 
table 4 presents the results of such a formal test of whether the differences be
tween the tobit and CLAD-CRQ estimates are statistically significant, using 
the specification testing technique of Hausman (1978) to infer the asymp
totic distribution of the difference between the estima.tors6• In 25 percent of 
the material-industry combinations, the null of homogeneity can be rejected 
very strongly-at the .34 percent marginal significance level. At the more 
conventional significance level of 5 percent, this test shows evidence of het
erogeneity among pure plants for about one-third of the material-industry 
combinations. 

4 Conclusion 

This paper has done something different than other attempts to investi
gate the failure of the commodity technology model on aggregate data, such 
as those by ten Raa {1984), ten Raa and van der Ploeg (1989), and Rainer 
and Richter {1992). Measurement error in aggregate use tables was quantified 
not by asking compilers about the precision of their estimates, but rather by 
going directly to Census records from individual manufacturing plants and 
tabulating the effects of nonreporting. Heterogeneity of materials use among 
pure plants was investigated by actually looking at the empirical distribu
tions across pure plants of materials use and by summarizing the evidence of 
heterogeneity in test statistics with known properties. 

ten Raa (1984) and ten Raa and van der Ploeg {1989) concluded that 
the degree of measurement error in aggregate make and use tables cannot 
fully account for the problem of negatives. Although I have not overturned 
this conclusion by taking an extensive look at the plant-level records, what 

6 Newey (1987) suggests applying the Hausman test in a context like this, where tobit 
maximum likelihood estimates are being compared with CLAD estimates. 
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I find striking is not that some negatives cannot be explained away on these 
grounds, but rather that many negatives are likely due to measurement error. 

With regard to those material-industry combinations where measurement 
error does not appear to be a serious problem, there is broad-based evidence 
of heterogeneity of materials use among pure plants. Further work is needed 
to understand this heterogeneity and to develop ways of proceeding with 
IO analysis in the presence of such heterogeneity. Most such research can 
proceed along one of the following three lines. 

First, it is possible that all variants of the Leontief technology assumption 
are poor approximations to the true relation between the intensity of factors 
of production and the level of attained output. Neoclassical economic theory 
certainly suggests that substitutability of capital, labor, and other materials 
for the specified materials could induce heterogeneity in plant-level use, and 
no-one has demonstrated whether or not such variations in the factor input 
mixes can explain the heterogeneity among pure plants that I have docu
mented here. Data on capital and labor input for individual plants also is 
available in the LRD, so further research in this direction is feasible. 

Second, it is possible that much of the apparent heterogeneity among 
plants within a given industry is due to inadequate industrial classification. 
The Standard Industrial Classification (SIC) system of the United States 
does not always give similarity of input structures primacy, partly because 
the system has never had a coherent, model-based rationale. Triplett (1992) 
and others are beginning to lay the conceptual foundation for model-based 
economic classification. I suspect that much of the apparent heterogeneity of 
materials use could be eliminated if similarity of material input structure were 
a more universally-applied criterion in the design of the industrial classifica
tion system. In some empirical work along these lines, Abbott and Andrews 
(1990) were able to devise some interesting alternative classifications. 

Last, I think it is important to investigate a related problem, whether 
the heterogeneity among pure plants reflects what Rainer and Richter (1992) 
call inhomogeneity due to vertical integration. As an example, Rainer and 
Richter point out that among plants in the iron and steel industry group, 
many will engage in both the production of finished steel products and the 
smelting of iron ore. If the latter commodity ( smelted ore) is produced and 
consumed within the same establishment, the vertically integrated plant still 
appears to be pure in the sense that the produced and consumed item does 
not appear as a secondary product in published statistics. Yet, the mix 
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of purchased inputs in the vertically-integrated plant is going to be very 
different from that in non-integrated plants. 

It is clear that vertical integration within plants exists. Further research 
is needed to document the extent of vertical integration within plants and to 
explain why some plants choose to integrate and others do not. In his recent 
Nobel lecture, R.H. Coase (1992) singled out the work at the Center for 
Economic Studies ( CES) as especially important to further understanding the 
activities of firms. This paper uses the data available at the CES to provide 
clear evidence of heterogeneity among plants that appear to be similar by 
conventional classification measures. It remains to be seen whether the theory 
of the firm can explain this heterogeneity as a natural outcome of the forces 
that lead to vertical integration within plants. 
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Table 1 

Size of Commodity Technology Direct Requirements 

for Manufactured Goods 

as Calculated from the U.S. IO Accounts for 1982 4 

{number of entries by sizeb) 

Large 

Poaitive Near Zero 

1. All commodities 4668 193,659 

{ 2.35) { 97.47) 

By reporting of material in primary industry 

2. Not specified by kind in Census 3099 191,359 

{ 1.56) ( 96.31) 

3. Specified by kind in Census 1569 2300 

( .79) { 1.16) 

4. Scrap 13 57 

{ .01) { .03) 

5. Other 1556 2243 

{ .78) { 1.13) 

Memo: 
6. Census upper bound permits reveraalc 

Source: Calculations by the author. 

Large 

Negative 

363 

{ .18) 

328 

( .17) 

35 

{ .02) 

22 

{ .01) 

13 

{ .01) 

140 

{39) 

Total 

198,690 

{100.00) 

194,786 

( 98.04) 

3904 

{ 1.96) 

92 

{ .05) 

3812 

{ 1.92) 

a. For the purposes of this table's grouping by sise, large means greater than one percent of output. 
b. Numbers in parentheses are the percent of total entries in that category. 
c. See the text for the definition of the upper bound. 



Table 2 

Coverage of Specified Materials Use 

in the 1982 Census of Manufactures 

1. Total Manufacturing 

2. Nonreporters 

3. Not required 

4. Noncompliance• 

5. Plants reporting specified materials 

6. Materials not elsewhere clauifiedc 

7. Specified materials 

Memo: 

8. Pure plants reporting specified materials4 

9. Other plants reporting specified materials 

Source: Calculations by the author. 

NumlJer of 

Planta 

348,385 

251,870 

135,042 

116,828 

96,515 

62,757 

33,758 

Percent 

100 

72 

39 

34 

28 

18 

10 

Amount of 

M ateriala" Percent 

990,060 100 

149,881 15 

29,168 3 

120,713 12 

840,179 85 

180,094 18 

660,085 67 

384,554 39 

455,624 46 

a. Millions of dollars of materials purchased and consumed. Excludes materials produced and consumed. 
b. For plant in industries asked to report specified materials use, includes non-administrative-record plants 
with materials use explicitly coded as n.s.k. and plants with only a positive balancing record in the detailed 
materials records. 
c. Also includes some unknown amount of materials of the types specified by kind but not reported under 
specified materials because the amount consumed was less than a censoring threshold, typically 10,000 
dollars. 
d. Pure plants have IO basis primary product specialisation ratios less than unity and less than half of total 
receipts from miscellaneous activities. 



Table 3 

Distribution of Direct Requirements for Specified Materials 

from Reporting Pure Plants 

in the 1982 U.S. Census of Manufactures 

(material consumption as a percent of output} 

Statistic 8ummari.zing AP distribution 

Location. parameter., Diaperaion M eaaure., 

Scaled 

Quantile of Weighted Standard Interquartile 

Statistic Average Median . Deviation. Range 

0 .00 .00 .00 .00 

5 .01 .00 .10 .00 

25 .17 .00 .86 .00 

50 .67 .00 2.58 .00 

75 2.26 .00 7.15 1.43 

95 14.21 7.22 24.19 16.70 

100 90.00 90.03 55.07 94.38 

There are 3754 observations on each statistic, one observation per material-induatry 
combination with reports of specified materials uae available from pure plants. 



Quantile of 

Stati,tic 

0 

5 

25 

50 

75 

95 

100 

Table 4 

Distribution of Direct Requirements for Specified Materials 

from Reporting Pure Plants 

after Controlling for Censoring 

(material consumption as a percent of output}" 

Stati,tic summarizing A! diriribution 

Location parameter• Dirperaion Parameters 

Tobit 

Scaled CRQ 

Tobit CLAD Stan.do.rd Interquartile 

Mean Median Deviation Range 

.00 .00 .00 .00 

.00 .00 .00 .00 

.00 .01 .00 .00 

.01 .03 .05 .28 

.15 .38 .33 2.40 

2.96 12.75 5.47 22.65 

90.04 89.03 57.35 90.08 

Specification 

Teri for 

H eterogeneit,I 

.00 

.00 

.34 

35.48 

88.52 

100.00 

100.00 

a. There are 3751 obaervationa on each statistic, one observation per material-industry combination 
with reports of specified materials use available from more than one pure plant. Estimation and testing was 
done on the logit■ of the observed shares, so the location parameter■ shown here were calculated by 
applying the inverse logit transformation to the estimated parameters. The interquartile ranges were trans
formed similarly. 
b. The entries in this column are the quantiles for the marginal significance levels of the Hausman specifi
cation teat, in percent. 
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I. INTRODUCTION 

Social Accounts and the Structure of 
the North American Economy 

Kenneth A. Reinert 
U.S. International Trade Commis,qion 

and 
Wellesley College 

David W. Roland-Holst 
MilLq College 

Clinton R. Shiells 
U.S. International Trade Commi,q,qion 

As Richard Stone stated in his Nobel Prize lecture ( 1986), any modeling excercise rests 
on theories and facts. With regard to the analysis of the North American economy, the
ory is supplied by multicountry, calibrated general equilibrium ( CGE) models involving 
production, consumption, and trade components. During the 1980s, such models were 
constructed to analyze the U.S.-Canada free trade area and were reviewed by Coughlin 
( 1990). Recently, new CGE models have emerged to analyze trade among all three North 
American countries, especially the effects of a North American Free Trade Area (NAFTA). 
These models have been reviewed in U.S. International Trade Commission (1992) and 
Brown (1992). In this paper, we addressed the question of economic facts in North Amer
ica. Specifically, we undertake the organization of economic data for the continent into a 
convenient and consistent fonn known as a social accounting matrix (SAM). The North 
American SAM details 26 production sectors and is consistent with the macroeconomic 
accounts for the three countries. 

The arrangement of national economic accounts in a matrix format is now familiar, 
an important early source being the United Nations System of National Accounts (UNSO, 
1968). An early application of the SAM framework wa<; in the area of development planning 
where it wa<; used a'> a foundation for multiplier analysis (e.g., Pyatt and Round, 1977 and 
1979). Since this early work, SAMs have become instrumental in the calibration of CGE 
models (Dervis, de Melo, and Robinson, 1982 and Reinert and Roland-Holst, 1992b ). 1 

\Vhile most work on SAMs ha'> been at the single-country level, CGE analysis of the 
North American economy requires a multicountry framework. The intellectual origins of 
multicountry SAMs can be traced back to Stone ( 1961) who applied matrix accounts to 

The views expressed in this paper are those of the authors and should not be attributed to the U.S. 
International Trade Commission. The authors would like to thank Mary Burfisher, Duane Hayes, Ronald 
Rioux, and Horacio Sobarzo for data, Mary Burfisher and Karen Thierfelder for helpful conversations, and 
Ranjit Dighe for research assistance. 

1 See also Robinson (1989). 
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sulmational regions, and this work has since been enriched by Round ( 1985 and 1991) 
and others. A related effort in the North American context is the work of Burfisher and 
Thierfelder (1992) on a U.S.-Mexico SAM with agricultural detail. 

The following section describes the construction of a North American macroeconomic 
SAM from individual country macroeconomic SA.Ms. Section III describes the construction 
of the detailed North American SAM with 26 production sectors. Section IV takes a brief 
look at the structure of receipts and expenditures in the North American economy, and 
Section V considers the regional decomposition of multipliers. Finally, Section VI presents 
some concluding comments. 

II. A NORTH AMERICAN MACROECONOMIC SAM 

Construction of the North American SAM began with the transformation of 1988 na
tional accounts for each country into three sep~ate macroeconomic SA.Ms. 2 These 
macroeconomic SA.Ms are constructed with 13 accom1ts denoted by 6-letter labels. The 
first three letters denote the country ("can", "usa", and "mex" ), and the last three letters 
denote the specific accow1t type. The activity accounts ("act") purchase factor inputs to 
produce commodities. 3 The commodity accom1ts ("com") combine domestic supply with 
imports. There are two types of factor accounts: labor ("lab") and property ("pro"). The 
enterprise accounts ( "ent") c0llect gross profits and government transfers a.ud distribute 
them to other accounts. The household accounts ( "hld") receive income from the labor, 
enterprise, and other accotmts, the bulk of expenditures being on commodities in the fonn 
of final demand. The value added tax accounts ("vat") have positive entries only in the case 
of Mexico. The government accom1ts ("gov") collect tax revenue from a variety of sources. 
As with the household accmmt, the bulk of expenditures are on commodities. The capital 
accounts (''cap") close the system of income expenditure flows in each country, channeling 
savings into demand for investment commodities. 

The rest of the world accounts ( "row") record international transactions, and the tariff 
accounts ("tar") register tariff revenues by sector of collection and distribute them to the 
government accounts. Tariffs are recorded separately from other commodity taxes to aid 
in the calibration of tax instnunents in general equilibrium models. Official errors are 
recorded in an error account ("err"), and totals are given in final accow1ts ("tot"). 

The Canadian macroeconomic SAM was constructed from data presented in Statistics 
Canada (March 1991 and April 1991) and is presented in Table 1. The U.S. macroeconomic 
SAM was taken from Reinert and Roland-Holst (1992a) and is presented in Table 2. The 
Mexican macroeconomic SAM was constructed from data presented in Esta.dos Unidos 
Mexicanos (1990) and is presented in Table 3. The Mexican macroeconomic SAM lacks 
some of the interinstitutional detail present in the Canadian and U.S. macroeconomic 
SA.Ms due to lack of consistent three country data. 

Next, the individual macroeconomic SA.Ms were joined together into a North American 
macroeconomic SAM. This process entailed three separate steps. First, the Canadian 

2 Stone ( 1981 and 1986) describes macroeconomic SA Ms in greater detail. 

3 In the detailed accounts, activities also purchase intermediate inputs. 
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and ~lt>xican macroeconomic SA.Ms were converted to 1988 U.S. dollars at 1.23 Canadian 
dollars per l: .S. dollar and 2,273.1 pesos per U.S. dollar, respectively. These rates are yearly 
averagt>s of market exchange rates from the International Monetary Fund, International 
Financial Stati,<1tic.<1. As Stone ( 1986) notes, ''exchange rates do not necessarily reflect 
purcha-;ing power" (p. 20). An alternative conversion factor would be purcha5ing power 
parities (PPPs). Data from Summers and Heston (1991) indicate a PPP for Mexico of 
893.3, which would lead to substantially larger values for the Mexican economy in the North 
American SAM. However, it is not clear that PPPs are appropriate for all components of 
SA.Ms, and different PPPs would need to be tL5ed for different components. This remains 
an important issue for further consideration. 

Second, trade flows between each of the countries were added to the multicountry 
SAM and subtracted from the rest of the world account. Data on total U.S. trade with 
Mexico and Canada were taken from U.S. Department of Commerce (1988). Data on 
total trade between Canada and Mexico were taken from Globerman and Bader (1991). 
Total Mexican trade was adjusted for maquiladora trade, since these activities are not 
refl~cted in the Mexican national accounts. The maquiladora trade was estimated based 
on data from U.S. International Trade Commission (1991). 4 Third, factor service flows 
and capital flows between the three cow1tries were added with the appropriate subtractions 
from the rest of the world account. These flow data were obtained from U.S. Department 
of Commerce (1991). The resulting North American macroeconomic SAM is presented in 
Table 4. 

III. A DETAILED NORTH AMERICAN SAM 

The second stage in the construction of the North American SAM involved estimation of 
detailed sectoral accounts. The detailed accounts were built upon 26 comparable sectors 
for each economy. This sectoring scheme, presented in Table 5, wa5 based on Sobarzo 
(1992). A modified macroeconomic SAM was used to provide control totals for the detailed 
accounts. This modification resulted in a macroeconomic SAM different in two respects 
from that presented in Table 4. First, the activity accotmts were removed using the 
consolidation procedure described by Pyatt (1985). Second, the household, government, 
and capital accounts were added together to form a single final demand account. 5 

The general procedure used in constructing the detailed accounts was to disaggregate 
transactions in the modified macroeconomic SAM that are part of the conunodity row 
or column. These include value added, domestic final demand, import, export, and in
terindustry transactions. We consider each in turn. 

For each country, control totals were taken from the macroeconomic SAM for labor, 
property, and indirect business tax components of value added. For Canada, these three 

4 Mexican maquila exports to the United States as reported in USITC (1991) were added to total 
Mexican imports and exports as reported in Estados Unidos Mexicanos {1990). Mexican trade with the 
U.S. and Canada as reported in USDOC (1988) and Globerman and Bader (1991) were subtracted from 
these new totals to obtain Mexico's trade with the rest of the world. 

5 This is consistent with the representative consumer specification used in much CG E based, comparative 
static welfare analysis. 
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control totals were distributed across the 26 sectors based on shares from the 1988 input
output accounts of the Canadian economy. For the United States, sectoral value added 
for each of the three components could be taken directly from Reinert and Roland-Holst 
( 1992a). For Mexico, the three control totals were distributed across the 26 sectors based 
on total 1988 sectoral value added information from Estados Unidos Mexicanos (1990) and 
1985 value added by component from Sobarzo (1992). 

The controi totals for domestic final demand for each com1try were taken from the 
macroeconomic SAM. For Canada, the control total was distributed across the 26 sectors 
based on shares from the 1988 input-output accounts of the Canadian economy. For the 
United States, the sectoral domestic final demands were taken directly from Reinert and 
Roland-Holst (1992a). For Mexico, sectoral domestic final demands were estimated based 
on 1985 shares from Sobarzo (1992). 

Sectoral trade flows were estimated based on U.S. import data from the U.S. Depart
ment of Commerce and 3-digit SITC trade data from the United Nations. A Canadian 
import submatrix was estimated based on the 3-digit SITC data and then balanced to 
control totals from the macroeconomic SAM using the RAS matrix balancing procedure. 
6 A Canadian export submatrix wa.<; then estimated in a similar manner using 3-digit 
SITC data as well a."i data on U.S. imports from Canada taken from U.S. Department of 
Commerce data tapes. U.S. imports from Mexico by sector also were taken from the U.S. 
Department of Commerce data tapes. U.S. imports from the rest of the world by sector 
were then calculated as a residual. Mexican imports from the United States were taken 
from the U.N. 3-digit SITC data. 

With regard to interindustry transactions, Canadian interindustry flows required neg
ligible rebalancing to row and column controls calculated from the new sectoral data. U.S. 
interindustry flows were taken directly from Reinert and Roland-Holst (1992a). Mexican 
interindustry flows were updated from 1985 ba."ied on row and column controls calculated 
from the estimated 1988 sectoral data using the RAS procedure. 

It is impractical to display the detailed three-country SAM in this paper. Instead, 
we present an aggregated version in Table 6. In this version of the SAM, there are four 
commodity accounts: a primary sector consisting of agriculture, mining, and petroleum; 
a manufacturing sector; a constrnction sector; and a service sector. One feature of Ta
ble 6 worth highlighting is the entries in the intercountry submatrices. These entries 
consist of trade flows, direct foreign investment flows, and transfers. An example of a 
trade flow is transaction (usamanuf,canmanuf) which records US$65,113 million in man
ufactured imports by Canada from the United States. In contrast, Canada's imports of 
manufactured goods from Mexico given in transaction (mexmanuf,canmanuf) amounted 
to only US$851 million in 1988. An example of a direct foreign investment flow is trans
action (usapro,ca.npro). This is a payment by Canada to the United States of US$7,247 
million for U.S. capital service exports. An example of a transfer payment is transaction 
( usadfd,mexdfd) which records a US$4,661 million transfer by Mexico to the United States. 

6 On the RAS procedure, see Stone and Brown ( 1965). 
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IV. THE STRUCTURE OF THE NORTH AMERICAN ECONOMY 

\Vhile the nominal flows in a SAM are of some interest in themselves, the structure 
of Pconomic linkages in North AmP1i.ca can be seen more clearly with some simple share 
calculations. Table 7 gives the composition of expenditures for each of the 78 production 
sectors of the North American SAM. Each entry in this table gives the share of the indicated 
colunm account's total expenditures on the indicated row account. This infonnation is 
useful for identifying upstream effects of changes in column-sector final demands. 

One feature inunediately obvious from Table 7 is the relatively weak trade linkages 
between Canada and Mexico. All expenditure shares of the Canadian commodity accounts 
on Mexican commodities are less than 1 percent. The same is true of Mexican commodity 
account expenditures on the Canadian commodity accotmts. 

Expenditure shares of Canadian commodity accotmts on U.S. commodity accounts are 
much larger than those on Mexican commodity accounts. For Canadian nonelectrical ma
chinery, electrical machinery, and transportation equipment accounts, expenditure shares 
on corresponding U.S. accom1ts exceed 20 percent. Similarly, expenditure shares of Mex
ican commodity accounts on U.S. commodity accounts are much larger than those on 
Canadian conunodity accounts. For Mexican nonelectrical machinery and electrical ma
chinery accounts, expenditure shares on corresponding U.S. accounts exceed 40 percent. 

These observations document the hub-and-spoke structure of North American trade, 
with the United States playing the role of a hub. The highest expenditure shares of U.S. 
commodity accotmts on Canadian commodity accounts occur in paper, nonferrous met
als, and transportation equipment. The highest expenditure shares of U.S. commodity 
accounts on Mexican conunodity accounts occur in petrolemn, leather products, and elec
trical machinery. In most ca.5es, however, U.S. expenditure shares on the rest of the world 
account exceed those on corresponding Canadian and Mexican commodity accounts. This 
indicates that the United States is less dependent than either of its neighbors on the North 
American economy. 

Table 7 also provides expenditure shares corresponding to interindustry transactions. 
These are the three 26 by 26 matrices with commodity accounts of the country in ques
tion. As expected, the United States displays the most dense interindustry matrix with a 
coefficient total of 12.4. Canada and Mexico have equal density with a coefficient total of 
10.0. 

Downstream effects or forward linkages can be seen in Table 8, where each column 
corresponds to a nonnalized row of the North American SAM and gives the percentage 
composition of deliveries for each sector's output to intermediate a1. :l final use. As ex
pected, Canadian receipt shares from Mexico are very small. Those Canadian commodity 
accounts with the largest receipt shares from the United States are petroleum, paper, non
ferrous metals, and trn.nsportation equipment. U.S. receipt shares from Mexico are also 
small, those exceeding one percent being leather, nonelectrical machinery, and electrical 
machinery. The U.S. commodity accounts with the largest receipt shares frc~n Canada are 
mining, nonelectrical machinery, and transportation equipment. In most cases, however, 
U.S. receipt shares from the rest of the world account exceed those from corresponding 
Canadian and Mexican commodity accounts. Again, this indicates that the United States 
is less dependent than Canada and Mexico on the North American economy. 
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Canada does have importance to Mexico from the point of view of Mexico's receipts. 
These exceed 1 percent for mining, nonelectrical machinery, electrical machinery, trans
portation equipment, and other manufacturing. Of course, the United States is more 
significant than Canada from the point of view of Mexican receipts. Mexican commodity 
accounts where receipts from the United States are greater than 10 percent are petroleum, 
apparel, rubber and plastic products, nonferrous metals, wood and metal products, electri
c-al machinery, transportation equipment, and other manufactured products. Also notable 
is the Mexican petroleum products receipt share from the rest of the world of 44 percent. 

Tables 7 and 8 reveal the United States as the center or hub of the North American 
economy, with relatively few strong links between Mexico and Canada. However, the 
United States is less dependent in its trade relations than either of its neighbors on the 
North American economy. Overall, North American interdependence is strongest in tlw 
machinery and transportation equipment sectors. We will explore these interdependencies 
further in the following section. 

V. THE REGIONAL DECOMPOSITION OF MULTIPLIERS 

Social accounting matrices are rarely built for their own sake, but instead are used 
to conduct analysis of the economic w1its whose linkages are tabulated in the SAM. In 
the present case, the SAM was constructed primarily for analyzing a North American 
Free Trade Area (NAFTA) using a calibrated general equilihriwu model. 7 The North 
American SAM also lends itself to the application of multiplier analysis as will be seen 
below. 8 

For analytical purposes, define the full North American SAM as the matrix S. The row 
smns of S yield a colwun vector of incomes, denoted y. Colwun nom1alization of S yields 
the matrix of expenditure shares, denoted A. The fact that the column and row sums of 
S are equal for corresponding accounts leads to the following well-known identity: 

y=Ay (1) 

Now consider a partition of the accounts into m endogenous accounts and k exogenous 
accounts. Equation 1 now takes the form: 

( ~:l ) = ( !7:1,::l Amk) (Ym) 
AH Yk 

Endogenous incomes are expressed as: 

Ym = AmmYm + AmkYk 

= AmmYm + X 

7 The CGE model is discussed in Roland-Holst, Reinert, and Shiells (1992). 

(2) 

(3) 

8 On linear multipliers, see Pyatt and Round (1979), Stone (1985), and Roland-Holst (1990). On the 
regional decomposition of linear multipliers, see Round ( 1985 ). 
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where x is a m x 1 vector of exogenous injections. 
Now partition the matrix A 111111 by country, where the subscripts 1, 2, and 3 denote 

Canada, the United States, and Mexico, respectively. This leads to the following equation 
for endogenous incomes in North America: 

The matrix Amm can be additively decomposed a'>: 

This leads to a reduced-form version of equation (3): 

where D = (I - B)- 1 C. 

Ym=Bym+Cy 111 +x 
= {I- B)- 1Cy111 + (I- B)-1x 

= [I- (I - B)-1CJ-1(I- B)- 1x 

= (I - D)- 1 (I - B)- 1x 

The result is a product decomposition of multiplier matrices of the form: 

(4) 

(5) 

Ym = M2M1x (6) 

where M1 = (I - B)-1 and M 2 = (I - D)-1 . 

Upon closer inspection, the first multiplier matrix M 1 can be written out in terms of 
expenditure shares ac;: 

This matrix is a block diagonal array of intra-country multiplier matrices. Since any 
additional multiplier eifects involve matrix C, matrix M 1 corresponds to the multipliers 
which would be obtained from three single-country SAMs studied in isolation. 

M2 can he written out in terms of expenditure shares a'>: 

-(I - A11 )-1 A12 

I 
-(I - A33 )-1 A32 
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Since matrix M 1 fully accounts for intra-country multiplier effects, M2 accounts for the 
remainder of the total multiplier effects. These are ider-country effects the size of which 
depend on the elements of matrix C. 

Equation (6) can be rewritten as: 

Ym = (I+ (M1 - I)+ (M2 - l)M1]x 
=(I+ N1 + N2)x (7) 

This is an additive multiplier decomposition. It begins with the effects of the injection 
itself (the mati~x I). The matrix N 1 = (M1 - I) gives the contributions of intra-country 
effects net of the effects of the injection itself. The matrix N2 = (M2 - l)M 1 gives the 
contributions of inter-country effects net of the intra-country effects. 

In implementing the above multiplier analysis, one must first decide which accounts are 
to be treated as endogenous and which are to be treated as exogenous. We follow Pyatt and 
Row1d (1979) in asswning that the commodity accounts, value added accounts, and the 
enterprise accow1ts are endogenous. Pyatt and Round assume that the household accotmt 
is endogenous, while the government and capital accow1ts are exogenous. In our SAM, 
these accounts are aggregated into three domestic final demand accounts, one for each 
country. For this reason, we first treat the domestic final demand accounts as exogenous 
in what we refer to as Multiplier Analysis I and then as endogenous in Multiplier Analysis 
II. Finally, we follow Pyatt and Round in assuming that the rest of the world account, the 
tariff accow1ts, and the value added tax account are exogenous. 

In Multiplier Analysis I, injections include transfers to enterprises by the domestic final 
demand accounts and profit incomes by the property accounts from the rest of the world 
account, as well as demand for commodities by both the domestic final demand and rest of 
the world accounts. Leakages under Multiplier Analysis I include direct and indirect taxes, 
savings, imports, and profit expenditures by property accounts to the rest of the world. 
Under Multiplier Analysis II, injections include profit incomes by the property accounts and 
demand for commodities, both from the rest of the world account. Leakages include import 
expenditures by the commodity accounts and profit expenditures by property accounts, 
both to the rest of the world. In Multiplier Analysis II, the income-expenditure links of the 
three domestic final demand accounts are endogenous, leading to higher multiplier values. 
Multiplier Analysis II therefore provides upper-bound multipliers in contrast to the lower
bound multipliers of Multiplier Analysis I which exclude the endogenous domestic demand 
effects. 9 

Table 9 presents the merchandise diagonal elements of the off-diagonal submatrices of 
the inter-country matrix N 2 for Multiplier Analysis I. The off-diagonal submatrices also 
have nonzero off-diagonal elements, but we ignore them here for brevity. The column 
heading N2 ( ij) in Table 9 denotes the additive inter-country multiplier effect in cents on 
income of the row sector in region i per dollar increase in exogenous demand for the row 
sector in region j. 

9 See Roland-Holst (1990) for a discussion of the differences between these two types of SAM multipliers. 
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Colnmn N2 ( 12) givt-s the multiplier effects of changes in U.S. final demand on incomes in 
Canada. Overall the multipliers are relatively small, a reflection of diversified U.S. import 
som-cPs noted in Section IV above. The largest linkage is for transportation equipment, 
followed by petroleum, paper products, and nonforrous metals. Column N2(13) gives the 
multiplier effects of changes in Mexican final demand on incomes in Canada. These are 
even smaller than those of the first column. The largest linkages occur in the transportation 
equipment, paper product, and nonelectrical machinery sectors. 

Column N2(21) gives the multiplier effects of changes in Canadian final demand on in
comes in the United States. These multipliers tend to be large, reflecting a high propensity 
to import from the United States on the part of Canada. The largest linkages occur in 
nonelectrical machinery and transportation equipment. Other strong linkages exist in tex
tiles, chemicals, n1bber and plastic products, nonferrous metals, and electrical machinery. 
Column N2(23) gives the multiplier effects of changes in Mexican final demand on incomes 
in the United States. These are ahm relatively large, again reflecting a high propensity 
to import from the United States. Here, the largest linkages are in nonelectric and elec
tric machinery, followed by rnbber and plastic products, paper products, and nonferrous 
metals. 

Columns N2 (31) and N2 (32) give the multiplier effects of changes in Canadian and 
U.S. final demands, respectively, on incomes in Mexico. These multipliers tend to be 
relatively small and reflect low propensities to import from Mexico. In the case of Canadian 
final demand, the strongest linkages are in mining, nonelectrical machinery, and electrical 
machinery. In the case of U.S. final demand, the strongest linkages are in petroleum, 
leather, nonferrous metals, electrical machinery, and transportation equipment. 

Table 10 presents the merchandise diagonal elements of the off-diagonal submatrices of 
the matrix N 2 for Multiplier Analysis II. With regard to the strncture of linkages in the 
North American economy, Table 10 presents infonnation analogous to that presented in 
Table 9. In Multiplier Analysis II, however, all domestic final demand is endogenous. For 
this rea.c;;on, the multipliers in Table 10 should be interpreted a.c;; upper-botmd multipliers. 
Each entry in Table 10 is larger than the corresponding entry in Table 9. There is also 
a tendency for the sectoral ordering of the magnitudes of each intercountry multiplier to 
remain the same between the two tables. However, in many instances, the inclusion of 
endogenous domestic demand effects in Table 10 changes the sectoral ordering somewhat. 
As an example, take the agricultural sector entry of N2(32). This gives the income effect 
on Mexican agriculture of changes in exogenous demand for agriculture in the United 
States. In Table 9, this multiplier ranks sixth ( tied with other manufacturing) among the 
20 nonservice sectors. In Table 10, the multiplier ranks third, moving ahead of nonferrous 
metals and transportation equipment. Readers with specific sectoral interests will want to 
compare Tables 9 and 10 carefully. 

Overall, the inter-country multiplier analysis reveals strong interdependence in nonfer
rous metals, nonelectrical machinery, electrical machinery, and transportation equipment. 
Despite the hub-and-spoke nature of the North American economy alluded to above, some 
of these linkages are significant between the Canadian and Mexican economies. 
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VI. CONCLUDING COMMENTS 

Social accounting matrices provide a comprehensive and consistent means of organiz
ing data on single or multiple economies. They are of interest in themselves, allowing 
the analyst to iflentify the important structural features of the economies under consid
eration. SAMs also play an indispensable role in calibrating modem simulation models. 
Despite the early precedent set by multiregional input-output modeling, there have been 
few applications of SAMs in a multicountry context. 

Inspired by recent interest in North American economic integration, this paper re
ported on the construction of a North American SAM for 1988. We began with the trans
formation of the macroeconomic accounts of the three cmmtries into a North American 
macroeconomic SAM and then turned to the construction of a sectorally-detailed SAM. 
Row and column normalizations and multiplier decompositions pennitted analysis of the 
broad structural features of the North American economy. 

One question raised in this work is the choice of a conversion factor for the Mexican 
accounts into U.S. dollars. We relied on the exchange rate, but purchasing power parity 
would have yielded substantially different results. This issue will arise in all multicountry 
SAMs which include countries at significantly different levels of economic develop111ent. 
Further work also might be conducted in the area of environmental accounting, given the 
importance of environmental issues in the North American context. 10 

lO See, e.g., the satellite account technique proposed by Barker (1990). 
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canact 
cancom 
canlab 
canpro 
canent 
canhld 
canvat 
cangov 
cancap 
canrow 
cantar 
canerr 
cantot 

canact 
cancom 
canlab 
canpro 
canent 
canhld 
canvat 
cangov 
cancap 
canrow 
cantar 
canerr 
cantot 

Table 1: Macroeconomic SAM for Canada, 1988 
(millions of Canadian dollars) 

canact cancom canlab canpro canent canhld 

0 598,836 0 0 0 0 
0 0 0 0 0 350,624 

328,,562 0 0 0 0 0 
210,576 0 0 0 0 0 

0 0 0 191,694 0 6,077 
0 0 300,366 0 119,084 0 
0 0 0 0 0 0 

60,685 0 28,196 0 58,632 83,421 
0 0 0 0 73,342 50,968 
0 154,299 0 30.201 0 799 
0 4,520 0 0 0 0 

-987 0 0 0 0 0 
598,836 757,655 328,562 221,895 251,058 491,889 

canvat cangov cancap canrow cantar canerr 

0 0 0 0 0 0 
0 113,295 134,019 158,731 0 986 
0 0 0 0 0 0 
0 0 0 11,319 0 0 
0 53,287 0 0 0 0 
0 71,597 0 842 0 0 
0 0 0 0 0 0 
0 0 3,499 1,670 4,520 0 
0 0 0 15,181 0 -987 
0 2,444 0 0 0 0 
0 0 0 0 0 0 
0 0 986 0 0 0 
0 240,623 138,504 187,743 4,520 -1 
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cantot 

598,836 
757,655 
328,562 
221,895 
251,058 
491,889 

0 
240,623 
138,504 
187,743 

4,520 
-1 



usaact 
usacom 
usalab 
usapro 
usaent 
usahld 
usavat 
usagov 
usacap 
usarow 
usatar 
usaerr 
usatot 

usaact 
usacom 
usalab 
usapro 
usaent 
usahld 
usavat 
usagov 
usacap 
usarow 
usatar 
usaerr 
usatot 

Table 2: Macroeconomic SAM for the United States, 1988 
(millions of U.S. dollars) 

usaact usacom usalab usapro usaent usahld 

0 4,830,868 0 0 0 0 
0 0 0 0 0 3,235,095 

2,907,647 0 0 0 0 0 
1,555,756 0 0 0 0 0 

0 0 0 1,589,072 0 96,146 
0 0 2,463,048 0 1,045,732 0 
0 0 0 0 0 0 

377,065 0 444,599 0 137,936 586,649 
0 0 0 0 593,842 144,711 
0 537,900 0 83,431 0 1,862 
0 16,448 0 0 0 0 

-9,600 0 0 0 0 0 
4,830,868 5,385,216 2,907,647 1,672,503 1,777,510 4,064,463 

usavat usagov usacap usarow usatar usaerr 

0 0 0 0 0 0 
0 968,946 750,257 430,918 0 0 
0 0 0 0 0 0 
0 0 0 116,747 0 0 
0 92,292 0 0 0 0 
0 .555,683 0 0 0 0 
0 0 0 0 0 0 
0 0 96,146 0 16,448 0 
0 0 0 117,450 0 -9,600 
0 41,922 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 1,658,843 846,403 665,115 16,448 -9,600 
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usatot 

4,830,868 
5,385,216 
2,907,647 
1,672,503 
1,777,510 
4,064,463 

0 
1,658,843 

846,403 
665,115 

16,448 
-9,600 



mexact 
mexcom 
mexlab 
mexpro 
mexent 
mexhld 
mexvat 
mexgov 
mexcap 
mexrow 
mextar 
mexerr 
mextot 

mexact 
mexcom 
mexlab 
mexpro 
mexent 
mexhld 
mexvat 
mexgov 
mexcap 
mexrow 
mextar 
mexerr 
mextot 

Table 3: Macroeconomic SAM for Mexico, 1988 
(billions of Mexican pesos) 

mexact mexcom mexlab mexpro mexent mexhld 

0 390,935 0 0 0 0 
0 0 0 0 0 269,173 

101,640 0 0 0 0 0 
255,428 0 0 0 0 0 

0 0 0 238,872 0 0 
0 0 92,359 0 183,417 0 

13,574 0 0 0 0 0 
20,293 0 9,281 0 8,801 8,995 

0 0 0 0 46,654 29,811 
0 56,639 0 21,887 0 0 
0 1,857 0 0 0 0 
0 0 0 0 0 0 

390,935 449,430 101,640 260,760 238,872 307,978 

mexvat mexgov mexcap mexrow mextar mexerr 

0 0 0 0 0 0 
0 32,961 81,642 65,655 0 0 
0 0 0 0 0 0 
0 0 0 5,332 0 0 
0 0 0 0 0 0 
0 31,250 0 952 0 0 
0 0 0 0 0 0 

13,574 0 0 1,411 1,857 0 
0 0 0 5,177 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

13,574 64,211 81,642 78,526 1,857 0 
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mextot 

390,935 
449,430 
101,640 
260,760 
238,872 
307,978 

13,574 
64,211 
81,642 
78,526 

1,857 
0 



Table 4: North American Macroeconomic SAM, 1988 
( rru.1Uon:5 of U S doUa.rs) 

c.&nact ca.ncom ca.nla.b ca.npro ca.nent ca.nhld c:anv&& ca.ngov ca.nca.p ca.ntar ca.nerr 

ca.nM:I 0 486859 0 0 0 0 0 0 0 0 0 

ca.ncom 0 0 0 0 0 285060 0 92110 10<1959 0 802 

u.nla.b 267124 0 0 0 Q 0 0 0 0 0 0 

c.anpro 171200 0 0 0 0 0 0 0 0 0 0 

canent 0 0 0 155849 0 4941 0 43323 0 0 0 

CM>hld 0 0 244200 0 96316 0 0 53209 0 0 0 

c.anva.t 0 0 0 0 0 0 0 0 0 0 0 

c.angov 49337 0 22924 0 47663 67822 0 0 2845 3675 0 

C&DCAp 0 0 0 0 59628 41437 0 0 0 0 -802 

antu 0 3675 0 0 0 0 0 0 0 0 0 

canerr -802 0 0 0 0 0 0 0 802 0 0 - 0 0 0 0 0 0 0 0 0 0 0 

UHCOm 0 899315 0 0 0 0 0 0 0 0 0 

uaalab 0 0 0 0 0 0 0 0 0 0 0 

-pco 0 0 0 7247 0 0 0 0 0 0 0 

u.aent 0 0 0 0 0 0 0 0 0 0 0 

ua.bld 0 0 0 0 0 0 0 0 0 0 0 

uava.t 0 0 0 0 0 0 0 0 0 0 0 - 0 0 0 0 0 0 0 0 0 0 0 

UHC&p 0 0 0 0 0 0 0 0 0 0 0 

.,.Alu 0 0 0 0 0 0 0 0 0 0 0 

-rr 0 0 0 0 0 0 0 0 0 0 0 

me11:.ut 0 0 0 0 0 0 0 0 0 0 0 

meccom 0 1080 0 0 0 0 0 0 0 0 0 

me.Jab 0 0 0 0 0 0 0 0 0 0 0 

mexpro 0 0 0 0 0 0 0 0 0 0 0 

mexent 0 0 0 0 0 0 0 0 0 0 0 

mex:b.ld 0 0 0 0 0 0 0 0 0 0 0 

nwna.t 0 0 0 0 0 0 0 0 0 0 0 

me11:gov 0 0 0 0 0 0 0 0 0 0 0 

mex.ca.p 0 0 0 0 0 0 0 0 0 0 0 

mextu 0 0 0 0 0 0 0 0 0 0 0 

-nexerr 0 0 0 0 0 0 0 0 0 0 0 

row 0 54431 0 17307 0 650 0 1987 0 0 0 

tot.&J 486M9 615980 267124 180402 204112 399910 0 195629 112605 3675 .J 
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Table 4, Cont.: North American Macroeconomic SAM, 1988 
( million~ of U 3 dolla.u > 

U:Sa.&CI u~.a.com uuJ.&b u.:1.ipro US&ent U:ia.hld usa.va.t \1$.&g'OV U:l&c.&p U:H,ta.r usa.err 

can&et 0 0 0 0 0 0 0 0 0 0 

ancom 0 79293 0 0 0 0 0 0 0 0 0 

ca.nl&b 0 0 0 0 0 0 0 0 0 0 0 

anpro 0 0 0 0 0 0 0 0 0 0 0 

anent 0 0 0 0 0 0 0 0 0 0 0 

anhld 0 0 0 0 0 0 0 0 0 0 0 

ca.nva.t 0 0 0 0 0 0 0 0 0 0 0 

c&ngov 0 0 0 0 0 0 0 0 0 0 0 

C&RC&p 0 0 0 0 0 0 0 0 2717 0 0 

u.ntu 0 0 0 0 0 0 0 0 0 0 0 

ca.nerr 0 0 0 0 0 0 0 0 0 0 0 

-· 0 4830868 0 0 0 0 0 0 0 0 0 

u..acom 0 0 0 0 0 3235095 0 968946 750257 0 0 

.....i.i. 2907647 0 0 0 0 0 0 0 0 0 0 

U..p<O 15M758 0 0 0 0 0 0 0 0 0 0 

-· 0 0 0 1589072 0 96146 0 92292 0 0 0 

...bid 0 0 2463043 0 1045732 0 0 555633 0 0 0 

~va.t 0 0 0 0 0 0 0 0 0 0 0 

""«OV 377065 0 444599 0 137936 588649 0 0 96H6 16448 0 

~AP 0 0 0 0 593842 144711 0 0 0 0 .9600 

uu<u 0 16448 0 0 0 0 0 0 0 0 0 

uuerr -9600 0 0 0 0 0 0 0 0 0 0 

mexad 0 0 0 0 0 0 0 0 0 0 0 

meccom 0 23S4S 0 0 0 0 0 0 0 0 0 

m .. 1.i. 0 0 0 0 0 0 0 0 0 0 0 

mnpro 0 0 0 0 0 0 0 0 0 0 0 

mexent 0 0 0 0 0 0 0 0 0 0 0 

mexhld 0 0 0 0 0 0 0 0 0 0 0 

mexv&t 0 0 0 0 0 0 0 0 0 0 0 

mes.gov 0 0 0 0 0 0 0 0 0 0 0 

mexcap 0 0 0 0 0 0 0 0 0 0 0 

mexta.r 0 0 0 0 0 0 0 0 0 0 0 

me1:err 0 0 0 0 0 0 0 0 0 0 0 

row 0 435062 0 83431 0 1862 0 41922 0 0 0 

tot.U 4830868 !>385216 21107647 1672503 1777510 4064463 0 16S8843 849120 16448 -9600 
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Tahlt 4, Cont.: North American Macroeconomic SAM, 1988 
( mill.iona of U 5 doUau) 

mrs:acl rnexcom mex.J.l.b mexpro mexen, muhld mexva.t meKgov mexca.p me-xlu rnexen row IOlal 

ca.nact. 0 0 0 0 0 0 0 0 0 0 0 0 486859 

c&ncom 0 398 0 0 0 0 0 0 0 0 0 49359 615980 

ca.nJa.b 0 0 0 0 0 0 0 0 0 0 0 0 267124 

ca.npro 0 0 0 0 0 0 0 0 0 0 0 9202 180402 

anenl 0 0 0 0 0 0 0 0 0 0 0 0 204112 

C£Ahld 0 0 0 0 0 0 0 0 0 0 0 68!> 399910 

e&ova.& 0 0 0 0 0 0 0 0 0 0 0 0 0 

angov 0 0 0 0 0 0 0 0 0 0 0 1358 19!i6'.29 

anca.p 0 0 0 0 0 0 0 0 0 0 0 9625 112605 

ca.nur 0 0 0 0 0 0 0 0 0 0 0 0 3675 

ca.nerr 0 0 0 0 0 0 0 0 0 0 0 0 •l 

UO&M'.I 0 0 0 0 0 0 0 0 0 0 0 0 4830868 

uncom 0 20643 0 0 0 0 0 0 0 0 0 340339 5385216 

IUalab 0 0 0 0 0 0 0 0 0 0 0 0 2907647 

UMpro 0 0 0 1191 0 0 0 0 0 0 0 10&'!09 1672503 

....... , 0 0 0 0 0 0 0 0 0 0 0 0 1777!>10 

u,ahld 0 0 0 0 0 0 0 0 0 0 0 0 4064463 

u.a.va.l 0 0 0 0 0 0 0 0 0 0 0 0 0 

uagov 0 0 0 0 0 0 0 0 0 0 0 0 1653843 

IU&cap 0 0 0 0 0 0 0 0 4661 0 0 11M06 849120 

\Ua.&ar 0 0 0 0 0 0 0 0 0 0 0 0 16448 

wurr 0 0 0 0 0 0 0 0 0 0 0 0 -9600 

mexact 0 171991 0 0 0 0 0 0 0 0 0 0 171991 

meccom 0 0 0 0 0 118422 0 14501 3!>918 0 0 l!,045 208510 

mexlab 44716 0 0 0 0 0 0 0 0 0 0 0 44716 

mexpro 112375 0 0 0 0 0 0 0 0 0 0 2346 114720 

mexent 0 0 0 J0!,091 0 0 0 0 0 0 0 0 10!,091 

mesbld 0 0 40633 0 80694 0 0 13748 0 0 0 419 135494 

menal 5972 0 0 0 0 0 0 0 0 0 0 0 5972 

mexgov 8928 0 4083 0 3872 3957 5972 0 0 817 0 621 282!>0 

mexap 0 0 0 0 20!>25 13115 0 0 0 0 0 6939 40579 

mext.&r 0 817 0 0 0 0 0 0 0 0 0 0 817 

mexerr 0 0 0 0 0 0 0 0 0 0 0 0 0 

row 0 14662 0 8438 0 0 0 0 0 0 0 0 6597!>1 

IOlal 17Ul91 208510 44716 114720 10!>091 135494 5972 282!>0 40579 817 0 659751 
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Table 5: Sectoring Scheme for Detailed North American SAM 

1. Agriculture 8. Wearing Apparel 

Agriculture Wearing apparel 
Livestock Hosiery 
Forestry Knitted wear 
Fishing & hunting 

9. Leather 
2. Mining 

Leather & products 

Coal products 10. Paper 
Metal ore mining 
Other mining Pulp 
Quarrying Paper products 
Other metal ore mining Printing & publishing 

3. Petroleum 11. Chemicals 

Petroleum extraction & natural gas Basic chemicals 
Petroleum products Fertilizers 
Basic petrochemicals Synthetic fibers 

Drugs &, medicine 
4. Food Processing Soaps & detergents 

Other chemical industries 
Meat & dairy products 
Processed fruits & vegetables 12. Rubber 
Milling of wheat & their products 
Milling of corn & their products Rubber products 
Processing of coffee Plastic products 
Sugar & products 
Oils & fats 13. Non-Metallic Mineral Products 
Food for animals 
Other processed food Glass products 

Cement 
5. Beverages Other non-metallic mineral products 

Alcoholic beverages 14. Iron & Steel 
Beer, malt 
Soft beverages & syrups Steel mills 

6. Tobacco 15. Non-Ferrous Metals 

Tobacco & products Non-ferrous basic industries 

7. Textiles 16. Wood & Metal Products 

Soft fiber textiles Manufacturing wood 
Hard fiber textiles Other wood industries 
Other textiles Furniture 

Metallic structures 
Metal forgings 
Other metallic products 
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Table 5, Cont'd.: Sectoring Scheme for Detailed North American SAM 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

Non-Electrical Machinery 

Machinery & non-electrical equipment 

Electrical Machinery 

Electrical machinery 
Electrical appliances 
Electronic equipment 
Other electrical products 

Transport Equipment 

Motor vehicles 
Motor parts 
Missiles & tanks 
Other transport equipment 

Other Manufactures 

Other manufacturing industries 

Construction 

Construction 

Electricity 

Electricity, gas & water 
Sanitary services, irrigation 

Commerce, Restaurants &; Hotels 

Commerce ( wholesale & retail trade) 
Restaurants & hotels 

Transport &; Communication 

Transport 
Communications 

Financial and Insurance 

Financial services 
Dwellings, real estate 

Other Services 

Professional services 
Educational services 
Medical services 

Services 

Recreational & cultural services 
Other services 
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Tobie 6: North American SAM, 1988 
{mi.II.Joas of US doU&rs) 

C&■ pr\1117 c&■m&auf C&■CO■I\ ual&b c&■ pro e&■eat ca■dfd c&■krua. -:a ■\Mme• c.a■ta.rrow 

ca. ■primy lTOSl llT6a .S47T STl6 0 10641 0 ta 

C&■D»■■f "°" 95455 >Oa63 l59>t 0 0 0 l3l1T6 0 0 0 lll 

ca■cout 06. Ill .,. .. .. 0 0 12T02 0 0 0 136 

caaaer•c lS:STl 444&5 16103 ...... 0 0 ~ 0 0 0 .... 
culab 1.021 11'21 ..... 152111 0 0 0 0 0 0 0 0 

ca.■pro lll'TT .,.,,. 8419 lO&TTS 0 0 0 0 0 0 0 

c&.ae ■t 0 0 0 0 0 15$649 0 ...... 0 0 0 0 

ca■dfd 033 .... 10501 320 .. ~Tl'l4 0 lOUll 110313 -· 3'.2 1595 .aGl 

ca■t.ra.& 22 202'7 0 0 0 0 0 0 0 0 0 0 

ca.■l&nne• 0 31 0 0 0 0 0 0 0 0 0 0 

e&al&rrow IT l.STI 0 0 0 0 0 0 0 0 0 

e&■err -42 •lH .... .,.ST 0 0 0 602 0 0 0 0 

aa&primy tal3 0 0 0 0 0 0 0 0 0 0 

uama.■■f 0 65113 0 0 0 0 0 0 0 0 0 0 

___ .. , 
0 0 0 0 0 0 0 0 0 

......... c 0 0 0 0 0 0 0 0 0 0 0 0 

__. ... • • • 0 0 0 0 0 0 0 0 0 

......... 0 0 • 0 0 1241 0 0 0 0 0 0 ..... , 0 0 0 0 0 0 0 0 0 0 0 • 
a&&dld 0 0 0 • 0 0 0 • • 0 • 0 

u.\.a.rc&■ 0 0 0 0 0 0 • 0 0 0 _.,.,-. 0 0 0 0 0 0 0 • 0 0 0 0 

u.l&rro• 0 0 0 • 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 

DMaprimy ... 0 0 0 0 0 0 0 0 0 0 0 

me■na■■f 0 ... 0 0 0 0 0 0 0 0 

-■cout. 0 0 0 0 0 0 0 0 0 0 0 0 

meuer•c 0 0 0 0 0 0 0 0 0 0 0 0 

_al ... 0 0 0 0 0 0 0 0 0 0 0 

me1:pro 0 0 0 0 0 0 0 0 0 0 0 0 

mexe■t 0 0 0 0 0 0 0 0 0 0 0 0 

ime••·· 0 0 0 0 0 0 0 0 0 0 0 

mt•dfd 0 0 0 0 0 0 0 0 0 0 0 

merta.rca■ 0 0 0 0 0 0 0 0 0 0 0 

men&,..., 0 0 0 0 0 0 0 0 0 0 0 0 

mcst.&rrow 0 0 0 0 0 0 0 0 0 0 0 

4010 ..... 0 lll:JO 0 1T30T 0 2637 0 0 0 0 
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Thble 6, Cont.: North American SAM. 1988 
1mi.lhoa1 of U.S do.1141.nl 

ua.pnmy ua.ma.a•f u.-:o••' uuerYC u&.l&b u..a.pro ••&e■ \ u&dfd ua.t&rca■ ... , ........ ua.ta.rro• ••.a.err 

ea.■ pnmy 9T:H 0 0 0 0 0 

caam.a•f 0 695'9 0 0 0 0 

c&aco .. , 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 

caaJab 0 0 0 0 0 0 0 0 0 

c.&■pro 0 u 0 0 0 0 0 

c.a■••' 0 0 0 0 0 0 0 0 0 0 

e&a<lfd 0 0 0 0 0 0 0 2TIT 0 0 0 0 

C&.a\61'M& 0 0 0 0 0 0 0 0 0 0 0 0 

e&ai&I-■ 0 0 0 0 0 0 0 0 0 0 0 0 

c&al.&rrow 0 0 0 0 0 0 0 0 0 0 0 

c...,err 0 0 0 0 0 0 0 0 0 0 0 

a.M,p,iay ll14M lt66CT 11891 102336 0 0 0 TlOff 0 0 0 0 

......... , 373'3 NI023 :io .... T l!IST04 0 0 0 1080361 0 0 0 0 

----· 14461 1 ◄521 625 IOOTO 0 0 0 491T30 0 0 0 0 -- - '3TSTO UlXl.1 lU0521 0 0 0 3311163 0 0 0 0 -b 12393 "'""" 19T013 l011619 0 0 0 0 0 0 0 0 

U&P,O 12Hta IN""2 31Ml 119TMT 0 0 0 0 0 0 0 

-·· 0 0 0 0 0 15&90T.2 0 111431 0 0 0 0 

uadfd .. ,TT .no.w 7014 3045,47 l90T647 0 1177510 13&31&9 T:13 ... 10012 
_...., 

a&\&rca■ "" .,. 0 0 0 0 0 0 0 0 0 0 ... ,.,. __ 
&S ... , 0 0 0 0 0 0 0 0 0 0 

ua.1.&rrow .... 1472.$ 0 0 0 0 0 0 0 0 0 

ua.err •◄ IT .t92T •5ll -66641 0 0 0 0 0 0 0 

mexpnmy •• 60 0 0 0 0 0 0 0 0 

naex ..... af 0 ISO&> 0 0 0 0 0 0 0 0 0 

mexeout 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

me■la.b 0 0 0 0 0 0 0 0 0 0 

-·- 0 0 0 0 0 0 0 0 0 0 0 

,.. ... , 0 0 0 0 0 0 0 0 0 0 

IDt■Y&\ 0 0 0 0 0 0 0 0 0 0 

maxdfd 0 0 0 0 0 0 0 0 0 0 0 

IDe■kJ"C&■ 0 0 0 0 0 0 0 0 0 0 0 

med4-rua 0 0 0 0 0 0 0 0 0 0 0 0 

IDt ■t&rrow 0 0 0 0 0 0 0 0 0 0 0 

38552 307656 0 .... , 0 13.31 0 437M 0 0 0 0 
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Thble 6, Cont.: North American SAM, 1988 
( mill.lo as ,..f U .S doUa.n) 

meaprilll'J' llleUD&■■f mie•cou\ -11.Hf"C med&b mes:pro m,eae■I meir•a.t mesdfd -rt&rc&a mes:'L&r11a& mieirt..rro• 

C&apnmy Tl 0 0 0 0 0 0 0 0 0 0 ..... 
caa.cn&a■f 0 3:,0 0 0 0 0 0 0 0 0 0 ::13919 

e&acou\ 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 16501 

e&al&b 0 0 0 0 0 0 0 0 0 , 0 0 0 

c ... p,o 0 0 0 0 0 0 0 0 0 0 .,.., 
caa•■t 0 0 0 0 0 0 0 0 0 0 0 0 0 

e&adfd 0 0 0 0 0 0 0 0 0 0 0 0 llMI 

ca■t.ar ... 0 0 0 0 0 0 0 0 0 0 0 0 0 

C&al&r-• 0 0 0 0 0 0 0 0 0 0 0 0 

c~t.a.now 0 0 0 0 0 0 0 0 0 0 0 0 0 

c-...rr 0 0 0 0 0 0 0 0 0 0 0 0 0 

ua.pri..,- - 0 0 0 0 0 0 0 0 0 0 0 ...... 
-&111&•11f 0 l&&U 0 0 0 0 0 0 0 0 0 0 la&all 

-=--• 0 0 0 0 0 0 0 0 0 0 0 0 '"° 
0 0 0 0 0 0 0 0 0 0 0 120&>& 

U&4b 0 0 0 0 0 0 0 0 0 0 0 0 0 .. _.. 0 0 0 0 0 lUl 0 0 0 0 0 0 108309 ____ , 
0 0 0 0 0 0 0 0 0 0 0 0 0 

aa&dfd 0 0 0 0 0 0 0 .... , 0 0 0 115506 

U&\&fc.6-a 0 0 0 0 0 0 0 0 0 0 0 0 

a&\&rme• 0 0 0 0 0 0 0 0 0 0 0 

U&\&rro• 0 0 0 0 0 0 0 0 0 0 0 0 

.... rr 0 0 0 0 0 0 0 0 0 0 0 0 

me.-pri-, 11nu 13008 .. , ... 0 0 0 119T5 0 0 0 11640 

meianaa■f ... ,. 2595T TM> 51T2 0 0 0 0 <OOOT 0 0 0 .... 
me•cout 0 0 0 0 0 0 0 0 l&a9f 0 0 0 0 

aae ... nc M:,O 14046 ., .. 130T> 0 0 0 ·-· 0 0 0 0 

meda.b .... ..... .. .., n••• 0 0 0 0 0 0 0 0 0 

meicpro HUOI >9&33 no, 6UT3 0 0 0 0 0 0 0 l346 

mes:e■t 0 0 0 u 0 105091 0 0 0 0 0 0 0 

....... , ,,,. 136& .. ""' 0 0 0 0 0 0 0 0 0 

meadfd 1934 2030 :,, 4136 HT16 0 105091 ••n 3Da~l • 4Tl 33• TOT& 

a:nertarca■ 0 0 0 0 0 0 0 0 0 0 

men&rllM 30 . ., 0 0 0 0 0 0 0 0 0 0 

mertarrow • .,. 0 0 0 0 0 0 0 0 0 0 0 

row 1836 12123 0 0 0 .. 36 0 0 0 0 0 0 0 
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Thbl.e 7: l'krth Anmcan Expeniture Shares, 1988 
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Table 9: lutercouutry Multipliers, 1988: Multiplier Analysis I" 

(cents per dollar of new demand) 

Sector N2(12) N2(13) N2(21) N 2(23) N2(31) N2(32) 

agricult 0.7 0.4 6.8 9.5 0.2 0.9 

mining 0.8 0.5 17.3 3.5 1.0 0.5 

petrol 6.8 0.2 5.1 3.8 0.5 3.1 

foodproc 0.7 0.3 7.1 4.9 0.2 0.3 

beverags 1.0 0.0 l.5 0.4 0.3 0.6 

tobacco 0.1 0.0 1.3 0.2 0.0 0.1 

textiles 0.9 0.2 26.7 14.6 0.6 0.3 

apparel 0.5 0.1 2.0 10.3 0.1 0.7 

leather 0.2 0.0 13.0 11.5 0.3 1.5 

paper 6.1 2.1 10.3 25.2 0.0 0.3 

chemical 0.4 0.1 25.3 14.8 0.2 0.8 

rubber 1.0 0.5 24.3 35.4 0.1 0.4 

nonmetmn 0.5 0.1 12.5 3.2 0.2 0.0 

ferrous 2.3 1.0 9.8 11.0 0.3 0.5 

nonferrs 4.9 0.8 26.7 24.l 0.3 1.4 

woodmetl 2.8 0.4 13.0 14.9 0.2 0.6 

nnelcmac 2.5 1.9 48.0 57.l 1.0 0.5 

elecmach l.4 0.9 33.8 54.8 1.5 2.2 

tr11seqpt 14.1 3.4 46.0 22.5 0.8 l.3 

othmanuf 1.9 0.2 19.3 7.6 0.5 0.9 

Note: "N2(ij) denotes the additive inter-country multiplier effect of changes in exogenous demand for 

the sector in region j on income of the sector in region i. County codes are l=Canada, 2=United 

States, and 3=Mexico. 
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Table 10: Intercouutry Multipliers, 1988: Multiplier Analysis 11° 

(cents per dollar of new d0 mand) 

Sector N2( 12) N2(13) N2(21) N 2(23) N2(31) N2(32) 

agricult 2.6 1.6 19.8 25.9 1.2 2.5 

mining 1.8 1.1 20.3 5.3 1.2 0.7 

petrol 9.8 1.6 18.9 19.0 1.0 4.2 

foodproc 3.4 1.9 27.4 27.4 1.1 1.9 

beverags 1.5 0.2 4.8 3.8 0.5 1.0 
tobacco 0.2 0.1 3.2 2.0 0.0 0.2 

textile.s 1.5 0.6 33.2 22.2 0.8 0.5 

apparel 1.0 0.4 6.2 16.9 0.2 1.0 

leather 0.2 0.1 13.8 13.3 0.4 1.6 
paper 9.6 4.0 26.0 42.7 0.3 0.7 

chemical 1.9 0.9 40.6 29.0 0.7 1.6 

rubber 1.7 0.9 34.0 46.4 0.3 0.7 

nonmetmn 1.0 0.4 17.9 8.2 0.3 0.2 

ferrous 3.3 1.4 15.5 15.1 0.5 0.9 

nonferrs 5.9 1.4 33.6 30.4 0.5 1.7 

woodmetl 6.1 2.1 35.l 35.5 0.5 1.2 

nnelcmac 4.4 3.3 64.6 72.2 1.4 0.9 

elecmach 3.l 2.l 59.8 84.2 2.1 3.l 

trnseqpt 23.2 7.6 80.6 45.2 1.6 2.2 
othmanuf 2.8 0.7 26.8 14.2 0.6 l.l 

Note: a N2(ij) denotes the additive inter-country mult.iplier effect of changes in exogenous demand for 

the sector in region j on income of the sector in region i. County codes are l=Canada, 2= United 

States, and 3=Mexico. 

31 



WORKING PAPERS 
Economics Department 

Wellesley College 
106 Central Street 

Wellesley, Massachusetts 02181-8260 

The following is a list of working papers by the faculty members of 
Wellesley College. Copies of unpublished papers may be requested from our 
Working Papers Coordinator. Requests should include the working paper number 
and name(s) of the author(s). 

89-01 

89-02 

89-03 

89-04 

89-05 

89-06 

89-07 

89-08 

89-09 

90-01 

"Domestic Violence: A Nonrandom Affair" 
by Helen V. Tauchen, Ann Dryden Witte and 
Sharon K. Long, International Economic Review, 
Vol. 32, No. 2, May 1991 

"Why Economics is Not Enough" 
by Carolyn Shaw Bell, May 1989 

"Survival Analysis: A Survey" 
by Ann D. Witte, Peter Schmidt, and Ching-Fan 
Chung, July 1989 

"Job Displacement Among Female Family Heads" 
by Adam Seitchik, July 1989 

"When Married Men Lose Jobs: Earnings Loss and Income 
Replacement Within the New Family Economy" 

by Adam Seitchik, July 1989 

"Displaced-Worker Policy for the Family" 
by Adam Seitchik, July 1989 

"Deterrence, Work and Crime: Revisiting the Issues with 
Birth Cohort" 

by Ann Dryden Witte, Helen Tauchen, and Harriet 
Griesinger, July 1989, NBER Working Paper #2508 

"Geographic Patterns of Mortgage Lending in Boston, 
1982-1987" 

by Katharine L. Bradbury, Karl E. Case, and Constance 
Dunham, September 1989 

"A Nonlinear Stochastic Trend Model" 
by Katherine T. McClain, September 1989 

"Forecasting Prices and Excess Returns in the Housing 
Market" 

by Karl E. Case and Robert J. Shiller Journal of 
the American Real Estate and Urban Economics 
Association, Vol. 18, No. 4, 1990 



90-02 

90-03 

90-04 

90-05 

90-06 

90-07 

91-01 

91-02 

91-03 

91-04 

91-05 

91-06 

-2-

"Investors, Developers, and Supply-Side Subsidies: How Much 
is Enough?" 

by Karl E. Case, Housing Policy Debate, Vol. 2, No. 2, 
April 1991 

"Export Subsidies with Informational Barriers to Entry" 
by Susan E. Skeath, March 1990 

"A Test for the Long-Run Social Cost of Unemployment" 
by Len M. Nichols and Adam Seitchik, November 1990 

"Some Thoughts on Transfer Pricing" 
by Ann D. Yitte and Tasneem Chipty, September 1990 

"The Real Estate Cycle and the Economy: The Consequences 
of the Massachusetts Boom of 1984-87" 

by Karl E. Case, New England Economic Review, 
Sept./Oct. 1991, revision forthcoming, Urban Studies, 
1992 

"Single Family Home Prices in the United States: 1950-
1990" 

by Karl E. Case, in The Economics of Housing in the 
United States and Japan, James Poterba, ed., 
University of Chicago Press, forthcoming 1992 

"Strategic Product Choice and Equilibrium Traps for LDCs" 
by Susan E. Skeath, February 1991 

"Money, Income and Prices under Fixed Exchange Rates: 
Evidence from Causality Tests and VARs" 

by Linda Kamas and Joseph P. Joyce, December 1991 

"Taxes and Speculative Behavior in Land and Real Estate 
Markets" 

by Karl E. Case, Review of Urban and Regional 
Development Studies, forthcoming, 1992 

"Transfer Pricing and the Value of Intangibles" 
by Ann Dryden Yitte, September 1991 

"A Bayesian Analysis of Trend Determination in Economic 
Time Series" 

by Eric Zivot and Peter C. B. Phillips, October 1991 

"Index Based Futures and Options Trading in Real Estate" 
by Karl E. Case, Robert J. Shiller, and Allan N. 
Yeiss, December 1991 



91-07 

92-01 

92-02 

92-03 

92-04 

-3-

"Examining Labor Force Projections For the 21st Century" 
by Phillip B. Levine, November 1991 

"The Proposed Transfer Pricing Regulations and the Value 
of Intangible Assets" 

by Ann Dryden Witte, April 1992 

"How the Commercial Real Estate Boom Undid the Banlcs" 
by Lynn E. Browne and Karl E. Case, August 1992 

"State and Local Tax Policy and the Telecommunications 
Industry" 

by Karl E. Case, August 1992 

"Social Accounts and the Structure of the North American 
Economy" 

by Kenneth A. Reinert, David W. Roland-Holst and 
Clinton R. Shiells, November 1992 



Outline of 1985 Japan-U.S.-EC(a11re1ated three countri~s) 

International Input-Output Table 

Hirochika OTA 
Chief, Input-Output Table Section 
Statistics Analysis Division 

Research and Statistics Depart ■ ent 
Ministry of International Trade and Industry 

Introduction 

The Ministry of International Trade and Industry (MITI) 

started preparing in 1986 the 1985 International Input-Output 

Table. So far, MITI has prepared and released the 1985 J!\pan

U.S. International Input-Output Table (163 sector classifica

tions, 46 sector classifications, 26 sector classifications), 

1985 Japan-U.K. International Input-Output Table (93 sector 

classifications, 43 sector classifications, 24 sector classifica

tions), 1985 Japan-France International Input-Output Table (86 

sector classifications, 43 sector classifications, 24 sector 

classifications) and 1985 Japan-West Germany International Input

Output Table (55 sector classifications, 43 sector classifica

tions, 24 sector classifications) as bilateral international 

input-output tables. 

As of Nove ■ ber 1992, we are currently engaging in preparing 

and co ■ piling the 1985 Japan-U.S.-EC(integrating three countries) 

International Input-Output Table. As soon as we co ■ plete this, 

we plan to prepare and co ■ pile the 1985 Japan-U.S.-EC(integrating 

three countries)-Asia International Input-Output Table, which 

links the Asia International Input-Output Table integrating eight 

Asian countries and regions. The Asia International Input-Output 

Table was prepared by the Institute of Developing Economies of 

Japan. 



This paper pri ■ ari ly explains the ■ ethod used to co ■ pi le the 

1985 Japan-U.S.-EC(integrating three countries) International 

Input-Output Table. le will prepare and explain so ■ e analytical 

results using the table when we ■ ake progress in preparation of 

the table rhich we are currently (Nove ■ ber) undertaking. 

1. Outline of Co ■ piling the 1985 Japan-U.S.-EC (integrating 

three countries) International Input-Output Table 

The outline of the 1985 Japan-U.S.-EC (integrating three 

countries) International Input-Output Table co ■ piled by NITI is 

as follows: 

(1) covering 1985, 

(2) covering Japan, U.S., EC (integrating three countries: 

U.l., France, lest Ger ■ any), 

(3) providing co ■■ on sectoral classification into 49 

sectors, 

( As bilateral tables break down sectors into ■ ore detail 
than the 1985 Japan-U.S.-EC table, they allow relatively 

■ ore detail inter-sectoral analysis. Bilateral tables 

prepared by MITI are the nu ■ ber of sectors as follows: 

(a) 1985 Japan-U.S. table (163-sector, 46-sector, 26-sector), 

(b) 1985 Japan-U. K. table (93-sector, 43-sector, 24-sector), 

(c) 1985 Japan-France table (86-sector, 43-sector, 24-sector), 

(d) 1985 Japan-West Ger ■ any table ( 55-sector, 43-sector, 

24-sector). 

(4) providing a table non-co ■ petitive i ■ port type, 

(5) providing a table at producers' price 

(except i ■ ports of C. I.F. value fro ■ Rest of the World), 

) 

(6) expressing in dollars by the annual average exchange rate 

for 1985 ( 238.54 yen/dollar 0.7714 pound/dollar 

8.9852 franc/dollar 2.9440 ■ ark/dollar ) 

2 



2. The Procedure for Co ■ pillng_the 1986 Japan-U.S.-EC 
(Integrating three countries) International Input-Output 

Table 

2.1 The Input-Output Tables le Used 

(1) the 1985 input-output table of Japan: 

Basic table bv 11-Ninistries and Agencies of Japan 

( prepared everv 5 years for rears ending with a O or 5 ); 

Publication by Manage ■ ent and Coordination Agency of Japan; 

Co ■■ odity by Co ■■ odity table; 

size: row 529 * colu ■ n 408-sector; 
producer's price 

(2) the 1985 input-output table of U.S.: 

Extended table by Interindustry Econo ■ ic Research Fund Inc. 

of University of Maryland of U.S. on the basis of 1982 Basic 

table (Depart ■ ent of Co ■■ erce of U.S.A. 
( Notice: used the 1985 U.$ I-0 Table based on 1977 for 

the 1985 Japan-U.S. bilateral I-0 Table); 

Co ■■ odity by Co ■■ odity table; 

size: row 540 * colu ■ n 540-sector, 
producer's price 

(3) the 1985 input-output table of U.K.: 

Publication bv Central Statistical Office of U.K.; 

Co ■■ odity by Co ■■ oditv table; 
size: row 102 * column 102-sector, 

producer's price 

(4) the 1985 input-output table of France: 

Publicetion bv INSEE of France; 

Co ■■ odity by Co ■■ oditv table; 
~ 

s i z e : r ow 9 8 t co l u ■ n 9 8 - s e c-t o r , 

purchaser's price 

( table format of balancing is expressed by total de ■ and on 
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the row sector (horizontal direction of the table) equal 

total supply on the colu ■ n sector (vertical direction of 

the table), and i ■ ports showed below value added ite ■ s. ) 

(5) the 1985 input-output table of lest-Ger ■ any: 

Publication by Federal Statistical Office of lest-Ger ■ any; 

Co ■■ odity by Co ■■ odity table; 

size: row 58 * colu ■ n 58-sector, 

producer's price 

(6) bilateral international input-output tables: 

the 1985 Japan-U.S. international input-output table 

(163-sector, 46-sector, 26-sector), 

the 1985 Japan-U.X. international input-output table 

( 93-sector, 43-sector, 24-sector), 

the 1985 Japan-France international 1-0 table 

( 86-sector, 43-sector, 24-sector), 

the 1986 Japan-lest Ger ■ any international 1-0 table 
( 55-sector, 43-sector, 24-sector), 

Publication by MITI of Japan; 

Co ■■ odity by Co ■■ odity table; 

producer's price 

Notice: 

These tables are used as reference for the 1985 Japan

U.S.-EC (integrating three countries) 1-0 table. 

lhen preparing bilateral international input-output tables, 

there is only one objective trading partner. Therefore, it 

was possible to establish the co ■■ on sector classification 

by adjusting Japanese 1-0 table sectors to the sector clas

sification of the trading partner's 1-0 table in order to 

establish as ■ any co ■■ on sector classification as possible. 

On the other hand, ■ ultilateral international input

output table has several tr~ing partners. For this reason, 

the classification of Japanese 1-0 table cannot be ■ atched 

to one specific objective country's sector classification. 
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The fact that there is also_a lack of data and infor ■ ation 

such as production value, input value, output value 

(= breakdo1n of distribution of products and i ■ ports to each 

purchaser) to be used to adjust sector classification of 

the objective country's I-0 tables were taken into consider

ation. 

Accordingly, co ■■ on sector classification for the 1985 

Japan-U.S.-EC (integrating three countries) I-0 table was 

established bv wav of co ■ paring crosswise each objective 

country's 1-0 sector classification as well as properly 
integrated. 

Z.2 Basic lorkfng Procedure 

Z.2.1 Exa ■ lnatlon of Basic Natters 

le had exa ■ ined the basic ■ atters such as schedule, 

working procedure, table for ■ at, how to esti ■ ate, and so on. 

Z.2.Z Co ■ pllatlon of The Co ■■ on 1-0 Sector Classification 

le had established provisional a co ■■ on I-0 sector classifi

cation for the 1985 Japan-U.S.-EC (integrating three countries) 

I-0 table by ■ ainlv integrating sectors. 

After checking the concepts and co ■■ odities of each national I-0 

table's sector, we had adjusted refine tuning within feasible 

li ■ its when we thought we should do so. 

Z.2.3 Previous AdJust ■ ent of Each National 1-0 Table 
( Japan, U.S., U. I,, France, lest-Ger ■ anv ) 

for Standardization of Table For ■ at 

Each country makes its I-0 table according to its policy, 

reflecting its economic structure. There are ■ any differences 
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a ■ ong these tables. Therefore, e~ch country's I-0 table had to be 

adjusted for standardization of table for ■ at beforehand I inking 

Into a ■ ultilateral table. 

These details are shorn in "3. Adjust ■ ent of Each Country's 

I-0 Table to Carry Out Standardization of Table For ■ at". 

2. 2. 4 Estl ■ atlon of the trade sectors 

le esti ■ ated figures of the trade sectors after the above

■ entioned adjust ■ ent in order to I ink each national I-0 table 

into a ■ ultilateral 1-0 table. This esti ■ ation of trade sector is 

essential work for ■ aking clear the industrial interdependence 

a ■ ong countries, which the do ■ estic 1-0 table of each country 

could not do so far. The trade sectors a ■ ong Japan, U.S., EC 

(integrating U.K., France, lest-Ger ■ any) and these country's 

exports to the Rest of the lorld countries (R.0.1) were esti ■ ated 

by producer's price, and these country's i ■ ports fro ■ R.0.1. were 

esti ■ ated by C. I.F. (Cost of Insurance and Freight) price. 

Esti ■ ation of trade sectors is ■ ainly based on the infor ■ a

tion of i ■ ports. le ■ ainly esti ■ ated each objective country's 

i ■ port ■ atrix co ■■ odity by country, which esti ■ ated fro ■ the 

objective country's original i ■ port ■ atrix (CIF price; fro ■ all 

over the world) and fro ■ colu ■ n vector of i ■ ports divided into 

each objective country using the i ■ port country's ratio of i ■ port 

statistics. We also applied within feasible li ■ its for the 

esti ■ ation the results of the special survey of "De ■ and Structure 

of Japanese Exported Goods" and "De ■ and Structure of Japanese 

l ■ ported Goods" on business groups and trading companies in 

Japan. 

As we had to esti ■ ate the i ■ port ■ atrix fro ■ the objective 
countries by original country's producer's price, both of the 

international freight and insurance and the domestic freight 

■ argin within objective country were re ■ oved fro ■ import value. 

The international freight and in~urance were entered into sa ■ e 

na ■ e item as row vector in the Table. Custo ■ duty and other 

import tax were also entered as vector into item of "custom duty 
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and i ■ port tax•. And the do ■ estic freight ■ argin within objective 

country were also entered as a row vector into "do ■ estic freight 

■ argin fro ■ i ■ port country". 

2.2.5 Balancing 

The colu ■ n su ■ and the row su ■ of each sector should balance 

in the 1985 Japan-U.S.-EC (integrating three countries) 1-0 

table. But due to previous adjust ■ ents, it ■ ay lose its balance, 

so we had to again readjust the balance. 

Discrepancy between export country's figures (producer's 

price) and i ■ port country's figures (producer's price) are en

tered into "Adjust ■ ent Ite ■" which includes going on transporting 

export goods to i ■ port country and other discrepancy factors. 

S. AdJust ■ ent of Each Country's 1-0 Table to Carrr Out 

Standardization of Table For ■ at" 

S.1 AdJust ■ ent of Japanese I-0 table 

3.1.1 AdJust ■ ent of Special Sectors Peculiar to Japanese 

I-0 Table 

Unless such previous adjust ■ ents are ■ ade to Japanese I-0 

table, the concept of each colu ■ n sector's production value of 

Japan will conflict with the other objective countries (Note 1). 

In addition, when co ■ paring the " ■ anufacturing industry" with the 

"non- ■ anufacturing industry", for instance, all re ■ aining sectors 

of industries other the ■ anufacturing industry will be counted as 
"non- ■ anufacturing industry" sectors and distort the results of 

co ■ parison. 

[ Note 1: While self-activities sectors are included in each 

column sector of the other objective countries, these sectors are 
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not included in Japan and reported collectively in independent 

sectors.] 

(I) Deletion of colu ■ n/row vector of self-activities. sec 

tors (self-transport, self-education, self-study such as in

house R&D) of endogenous sector, and addition to the endoge

nous sector by, for ■ ing ■ atrix of the ■ entioned sector 
(vector). 

(2) Deletion of colu ■ n/row vector of du ■■ Y sectors (office 

supplies for business use) of endogenous sector, and addi

tion to the endogenous sector by for ■ ing ■ atrix of the 

■ entioned sector (vector). 

(3) Make endogenous the colu ■ n/row vector of the "consu ■ p 

tlon expenditure outside household" (= business consu ■ ption) 

of the exogenous sector in Japanese 1-0 table. 

Make sector endogenous with colu ■ n/ror vectors without 

for ■ ing a ■ atrix. 

The reasons are as follow: 

i) The "consu ■ ption expenditure outside household" 

(= business consu ■ ption) sector is a sector peculiar to 

Japan, 

ii) The weight of corporate entertain ■ ent expenses of the 

broken down ite ■ s is substantial, 

iii) Corporate entertain ■ ent expenses widely fluctuate with 

trends in business conditions, 

iv) If the sector is for ■ ed into a ■ atrix and added to each 

production sector, it beco ■ es ■ isleading when perfor ■ ing an 

international comparison of -production technology structure. 
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3. 1. 2 AdJustlnr Scope of •Goyern ■ ent• Sector 

And Exogenous Processing the Sector 

The ne, SNA (Syste ■ of National Account) treats the govern-

■ ent sector (govern ■ ent affairs, national and public schools and 

hospitals etc.) as "producer of govern ■ ent service activity". 

In Japanese I-0 table, "inter ■ ediate input value + value added 

a ■ ount = production value (= total expenses without operating 

surplus)" is entered on the input side, while on the output side 

the entire re ■ aininc a ■ ount less sale to the household and other 

sectors is entered in "govern ■ ent final expenditure". 

France and lest Ger ■ any also treat the table for ■ at in the sa ■ e 

■ anner. 

However, U.S. 1-0 table does not confor ■ to the new SNA. 

Thus, It treats the "govern ■ ent affairs" sector pri ■ arily as a 

consu ■ ption sector. Nevertheless, it is necessary to enter 

co ■ pensation for govern ■ ent e1Ployees. Therefore, a "govern ■ ent 

affairs" sector is created for convenience in the endogenous 

sector, and "co ■ pensation for e ■ ployees = value added = produc

tion value" is entered on the input side, while on the output 

side the entire a ■ ount is entered in "govern ■ ent purchase" (gov

ern ■ ent final consu ■ ption expenditure + fixed capital formation 
(govern ■ ent)). 

U.K. adopts a table for ■ at si ■ ilar to that of the U.S .. 

But "co ■ pensation for e ■ ployees" as wel I as "corporate inco ■ e" 

(operating surplus+ depreciation of fixed capital) and "indirect 

taxes" are ■ entioned in the colu ■ n vector on the value added 
side. 

For this reason, the table for ■ at of each country's I-0 

table and reporting ■ ethod of the "govern ■ ent affairs" 

■ ust be standardized a ■ ong Japan, U.S., and EC (U.K., 

lest-Ger ■ any), 

sector 

France, 

If not, the production value of the "govern ■ ent affairs" sector 

and its structure of expenses ,rl l re ■ ain in disagreement, thus 
giving rise to inconvenience. In addition, with respect to 

analysis, the structure of the column vector of "government final 
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consu ■ ption expenditure• on the_final de ■ and side for "Japan-EC 

(integrating U.K., France, lest-Ger ■ any)" rill greatly differ 

fro ■ that of the •u.s.". As a result, international co ■ parison 

of the Induced production value by final de ■ and ite ■ s will be 

hindered. 

Exa ■ ples of adjust ■ ent of Japanese I-0 table are presented 

below. U.K., France, and lest Ger ■ any also ■ ade si ■ ilar adjust

■ ents. 

(1) The na ■ e is "govern ■ ent activities" sector, and the 

scope covers only "govern ■ ent affairs" sector. 

The scope of each country's "govern ■ ent affairs" sector is 

in accordance with the scope of definition of each country's 

1-0 tables. 

However, U.K. 1-0 table presents the sector as a 

"govern ■ ent affairs and others" sector which cannot be 

divided. 

(2) The description ■ ethod of the "govern ■ ent activities" 

sector will adopt the U.S. 1-0 table ■ ethod. Each country's 

I-0 tables wi II be adjusted. The inter ■ ediate input column 

vector, however, will be transferred to the "govern ■ ent 

purchase" colu ■ n vector on the final de ■ and side. 

But the colu ■ n vector on the value added side will continue 

using the description ■ ethod of each country's I-0 tables. 

(Reasons) 

(i) Information to ■ ake endogenous the "govern ■ ent activi 

ties" sector of the U.S. I-0 table is unavailable. 

(ii) In order to enable international co ■ parison of induced 

production value by final de ■ and ite ■ s, there is no choice 

but to adjust the table format of the "government activi

ties" sector to U.S. 1-0 table. 

(iii) Regarding the value added portion of government af

fairs, the views of each country I-0 table wi II be given 

serious consideration. 
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(3) A ■ onr the colu ■ n vectors of the "govern ■ ent affairs" 

sector of Japanese 1-0 tables, 

(i) The "inter ■ ediate input value" portion was add_ed and 

reported in the "govern ■ ent purchase" colu ■ n vector ( = 

"rovern ■ ent final consu ■ ption expenditure" + "gross do ■ estic 

fixed capital for ■ ation (rovern ■ ent) ) of final de ■ and by 

parallel displace ■ ent to the final de ■ and side. 

( 0 is assigned to inter ■ ediate input of the govern ■ ent 

affairs sector. ) 

(ii) The value added portion of the "govern ■ ent affairs" 

sector was adjusted so that "co ■ pensation for e ■ ployees", 

"depreciation of fixed capital", "indirect taxes", "total 

value added"= "total do ■ estic products". 

[ Note: The value added portion of govern ■ ent affairs was 

left as described by each country's 1-0 tables. ] 

A ■ ong the row vectors of the "govern ■ ent affairs" sector, 

(i) The "inter ■ ediate de ■ and value" portion was set at 0. 

(ii) The "final de ■ and value" portion was reported in 

"private consumption expenditures" and "govern ■ ent purchase" 

(colu ■ n vector). 

[Note: The final de ■ and portion of govern ■ ent affairs was 

left as described by each country's 1-0 tables.] 

(4) A ■ ong the final de ■ and sectors, 

"govern ■ ent final consu ■ ption expenditure" (column vector) 

and "gross do ■ estic fixed capital for ■ ation (govern ■ ent)" 

(column vector) were integiated and treated as "govern ■ ent 

purchase" (column vector). 
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3. 1.3 AdJust ■ ent of Specific_Sectors of Japanese 1-0 Tables 

to Establish Co ■■ on Sectors 

(1) •copying ■ achine•: 

separated fro ■ "■ achine for business use" sector (3111-01) 
--> transferred to "other optical ■ achine" sector (3711-09). 

(2) •tndustrial transport vehicle": 

separated fro ■ "other transport ■ achinery" sector (3629-09) 
--> transferred to "transport ■ achinery" sector (3012-01). 

(3) •Magnetic tape (blank)": 

separated fro ■ "parts and accessories of electric acoustic 

instru ■ ent" sector (3431-03) 
--> newly established " ■ agnetic tape (blank)". 

3.2 AdJust ■ ent of U.S. 1-0 tables 

3.Z.l AdJust ■ ent of special sectors peculiar to U.S. 1-0 

Table 

(1) Deletion of "Rest of the World Industry" sectors 

(ite ■ s to be balanced with GNP statistics) 

(Z) Make sector endogenous by treating exogenous sector's 

"uni ■ portant industry" sector as "activities not elsewhere 

classified" sector. 

(3) Make sector exogenous by row vector of endogenous 

sector's "royalty" sector, deletion of colu ■ n. 

~ 

(i) Add row vector to "operating surplus" on value added 

side, 
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(ii) Delete colu ■ n vectorL Along with this adjust ■ ent, 

deduct the a ■ ount reported in the intersection point of the 

"royalty" sector (row) and export (colu ■ n) and the ■ entioned 

a ■ ount fro ■ the value added side of the "royaltf" sector. 

(4) Esti ■ ation of "custo ■ duties" colu ■ n vector and deduc 

tion fro ■ "i ■ port" colu ■ n vector. 

(5) Transfer processing of positive value of freight to be 

paid to do ■ estic transit co ■ pany reported in intersection 

point of the row's "water transport" and colu ■ n's "i ■ port" 

to "export" (colu ■ n). 

3.S AdJust ■ ent of U.I. 1-0 table 

3.S.l AdJust ■ ent of special sectors peculiar to U.I. I-0 
Table 

(1) Separate indication of "non-deductible value-added 

tax". 

(2) Separate indication of "custo ■ duties" vector. 

( For esti ■ ation of custo ■ duties on Japan vector and Rest 

of the World custo ■ duties vector. ) 

(3) Reporting of "individual co ■■ odity tax" to production 

sector. 
( Alcoholic drink tax, cigarette tax, oil tax, auto tax, 

ga ■ bling tax, gas tax will be reported to production 

sector. ) 

~ 

(4) Make endogenous the "sale by final de ■ and sector" 

sector on the value added side. 
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3.3.2 AdJust ■ ent of Specific_Sectors Peculiar to U.I. I-0 

Tables to Establish Co ■■ on Sectors 

(1) •coal/coal products" sector: 

divide (esti ■ ate) into "coal" ( ■ ining) and "coal products" 

( ■ anufacturing industry ). 

(2) •co ■■ erce and repair" sector: 

--> divided (esti ■ ate) into "co ■■ erce" (co ■■ erce) and 
•Repair" (service industry). 

(3) "Hotel and restaurant" sector: 

re ■ oval of "trade ■ argins". 

(4) •Private final consu ■ ption" sector: 

--> divide into "final consu ■ ption of households" and "final 

consu ■ ption of non-profit ortanizations". 

3.4 AdJust ■ ent of French 1-0 table 

3.4.1 AdJust ■ ent of Special Sectors Peculiar to French I-0 
Table 

(1) Total de ■ and = convert total supply balance table into 
allocated production value table. 
( To adjust to table for ■ at of the other objective country's 

1-0 tables and enable international co ■ parison. ) 

(2) Convert "input-output table at purchasers' price" into 
"input-output table at producers' price." 

( To adjust to table for ■ at of the other objective country's 
I-0 tables and enable inte~national co ■ parison. ) 
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(3) Collective reporting of "i ■ puted interest" 

--> convert and esti ■ ate into row vector and allocate to 

endogenous sector. 

( In order to adjust to the table for ■ at of Japanese _1-0 

table, "i ■ puted interest" reported collectively in the 

intersection point of the "financial" sector of the row 

and "BUF" sector of the colu ■ n of the French 1-0 table 

(Note 1) will be converted and esti ■ ated into the endoge

nous sector's colu ■ n vector. ) 

[ Note 1: The du ■■ Y sectors have the functions of c) as well 

as the function to convert the do ■ estic concept into a 
national ·concept. ] 

(4) Processing and adjust ■ ent of three "transfer" sectors 

(row vector on value added side): 

(i) Deletion of TRll (transfer of by-product) sector: 

--> convert by-product into description in "negative input 

■ ethod" and report in endogenous sector. 

"By-product ■ atrix" of internal ■ aterials was used and 

convert~d into the negative input ■ ethod by reporting it as 

a negative entry in the intersection point of the generation 

sector colu ■ n and pri ■ ary production sector row. 

(ii) Deletion of TR12 (transfer of research service): 

--> adjust the transfer processing (scalar) of secondary 

research service (Note 2) to the "education/research service 

(industry)" sector -- a processing ■ ethod unique to French 

1-0 tables -- to the description ■ ethod of activity base of 

Japanese l-0 table, and convert into a for ■ where it is 

transferred to the "education/research service (industry)" 

sector by colu ■ n vectors. In esti ■ ating the colu ■ n vectors, 

the input coefficient the "education/research service 

(industry)" sector was used. 

The colu ■ n vectors corresponding to the transfer value 
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(scalar) transferred fro ■ e~ch colu ■ n sector which undertook 

sale of the ■ entioned service were re ■ oved and added to the 

colu ■ n vector of the "education/research service (industry)" 

sector. 

['Note 2: lnco ■ e derived fro ■ sale of a portion of in-house 

research services included in each industr1 sector to 

other industry sectors. ] 

(iii) Deletion of TR13 ( transfer of existing sale of general 

govern ■ ent and private non-profit organizations): 

--> In French 1-0 table, the general govern ■ ent and private 

non-profit organizations sell to other sectors goods and 

services re ■ aining, besides production of non- ■ arket serv

ices. But it treats these services as secondary products 

and transfer (scalar) the ■ to colu ■ n sectors, whose pri ■ arv 

products are goods and services. 

In order to adjust this transfer processing (scalar) to 

the activity-based description ■ ethod of Japanese I-0 

tables, the colu ■ n vector was esti ■ ated by using the input 

coefficient of the place of transfer as in ii) above

■ entioned and added to each production sector of the place 
of transfer. 

[ Reference: 

The three row vector sect~rs for transferring the 
exogenous sector on the value added side of French I-O 

table ai ■ at transferring by-products and secondary products 

fro ■ the generating sector to the sector whose pri ■ ary 

products are the above- ■ entioned products. These sectors 

are reported in the generating sector as a negative ite ■ and 

in the transfer sector as a positive ite ■. ] 

1 6 



(5) Deletion of PCHTR sector and BUF sector (Note 2) of 

du ■■ r sectors 

[ Du ■■ Y sectors to convert "consu ■ ption of households" fro ■ 

a do ■ estic concept into a national concept J 

(6) Net input-output table 

--> preparation of adjusted net input-output table. 

(Reason): 

French I-0 tables are published in net input-output 

tables ( table for ■ at where non-deductible value-added taxes 

are included in each cell ). 

International co ■ parison in the tables without tax is taken 

into consideration, and tables without tax of internal 

■ aterials are used and deducted fro ■ net input-output tables 

to prepare non-deductible value added tax ■ atrix. 

The row vector for ■ ed by the colu ■ n su ■ of this ■ atrix is 
r 

treated as" non-deductible value added tax" and reported in 

the value added sector of the table without tax. 

3.4.2 Adjust ■ ent of specific sectors of French I-0 table 

(I) "Auto sale and repair" sector: 

--> divide into "auto sale" (co ■■ erce) and "repair (service 

industry). 

(2) "Collection industry" sector: 

--> newly establish and transfer "activities not else 

where classified" sector. 

(Reason): 

Japanese 1-0 tables handle scrap and by-products with 

the negative input method. But French I-0 tables deal with 

1 7 



these products by creating_a "collection industry" sector 

( processing to collect and recycle scrap ). 

Thus, it is difficult to take the sa ■ e ■ easures as this 

sector. 

(3) Make exogenous "govern ■ ent affairs" sector. 

3.6 AdJust ■ ent of lest Ger ■ an 1-0 table 

I 

3.6.1 AdJust ■ ent of Specific lest Ger ■ an I-0 Tables 

to Establish Co ■■ on Sectors 

(1) Allocation and esti ■ ation of "i ■ puted interest" 

to endogenous sector. 

(2) Allocation and esti ■ ation of "coal" ( ■ ining) anc "coal 

products" ( ■ anufacturing industry) fro ■ the "coal/coal 

products" sector. 

(3) Make exogenous "govern ■ ent affairs" sector. 

18 
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NATIONAL ACCOUNTS, SAMs AND SESAME 

Abatract 

The revised, 1993 System of National Accounts (SNA) will contain a 

chapter on Social Accounting Matrices (SAMs), demonstrating that the 

Input-Output approach can be extended to a matrix presentation of a 

wider set of national accounts. This paper elaborates on some of the 

themes in that chapter and describes its application to the case of 

Indonesia. 

First, some general principles of matrix accounting are set out. It 

appears that a matrix is typically more flexible than other formats for 

presentation; in each account, a unit and a classification of units can 

be selected that are most relevant to the set of economic flows under 

consideration. 

Secondly, the essence of the SAM-approach is that it shows the entire 

circular flow of income at a meso-level. For that purpose, special 

attention should be paid to the classifications in each account. In this 

paper, some general principles are discussed and illustrated with the 

help of a SAM for Indonesia. 

Finally, the linkage of a SAM to all kinds of supplementary (non

monetary) data sets is outlined. This should yield a System of Economic 

and Social Accounting Matrices and Extensions (SESAME), that is, a 

consistent meso-level information system from which a set of main 

economic and social macro-indicators can be derived. By way of example, 

detailed employment figures that belong to a SESAME for Indonesia are 

presented. 
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1. Introduction 

This paper serves to provide a general introduction to the Social 

Accounting Matrix (SAK) and its elaboration to a somewhat broader System 

of Economic and Social Accounting Matrices and Extensions (SESAKE).1 Our 

point of departure is the theory and practice of national economic and 

social accounting. Parts of this paper can also be found in the 

provisional version of the revised System of National Accounts (SNA) 

[United Nations, 1992: chapter XX]. 2 Other parts of that SAK-chapter 

have been amended or deleted here as this text is meant to be self

contained and focuses on an application to the case of lndonesia. 3 

A SAK is defined here as: 

A presentation of economic accounts in a matrix that adopts in each 

account a unit and a classification of units which are most relevant 

to the set of economic flows (or stocks) under consideration. 

Evidently, this relevance also depends on the intended uses of the SAK. 

To date, most SAKs have been oriented towards an analysis of 

interrelations between structural features of an economy and the 

distribution of incomes and expenditures among household groups. A 

distinguishing characteristic of all SAKs, except the very aggregate 

ones, is that they show the entire circular flow of income at a meso

level. 4 

This is illustrated for the case of a closed economy in figure 1. The 

interdependence between production, income generation and distribution, 

and consumption expenditure is well-known, but figure 1 recalls that in 

1. The oriaina oft.be SAH li• with Pyatt and Tborbeck• [1978) and Pyatt and Roe [1977), tlbo built 

on earlier work by St.one. More inforaetioa oa SAMa cen alao be found in•·•· Pyatt and l.ound 

[1988) and Alarcon, van Be-t, Keunina, de RuiJter and Voa [1991). 

2. In turn, the SAM-chapter oft.be revised SIIA •tarted fr- Keunina [llllla); He •Lao Pyatt [1911a: 

foot note 3). That chapter areatly benefited fr- c-ta provided by 81-, ■-oa, Pyatt, ven 

Tonaeren, Vanoli and amy ot.bera. ~tati• Dltandia, the a- t.hu• appliH to tha preamt tat.. 

3. Thia papar fit• in a broader atudy by tha author concemina t.b• application of the SIA'• SAM-

chapter to the ca•• of Indoneaia [Keunina, 1993 (forthc-1na)J. That atudy ••rv•• to d_.trat.a 

that the campilation and analyaia of two comparable SESAME■ apannina a five-year period ..,. yield 

n- inaiaht• in the cauaH and conaequenc•• of aocial and econcaic developaent. 

4. Obvioualy, a SAH alao ha• varioua feature• in ccmaon wit.b the 1988 SKA'• tablet.bat illuatrat•• 

the camplet• •Y•t• [United lat.ion■, 1968: table 2.1). Contrary to that table, a SAH contain• row 

and col1am tot.ala and aubdiviaiona of e.g. compenaation of employ••• and the bouaehold ■act.or. On 

the other hand, a SAH typically ahowa l••• detail on type• of tranaactiona. 
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these processes different types of economic agents are involved: 

production in business units (in SNA terms: establishments) generates 

value added payable to primary inputs, that is employed persona and 

various types of productive assets (land, financial assets, etc.). In 

turn, these incomes generated in production are handed over to 

institutional units such as households, corporations and the government. 

After a re-distribution process, the incomes are used for final 

consumption expenditure of products or saved. The circle is closed when 

the consumption of products again leads to production in business units. 

Figure 1: Flow chart of the econaaic cyclH for a closed econcay, u repr...,.ted In a SAN 

Final Consulpt I on 
Expenditure 

by Proc:t,ct Groups 

Proc:t,ctlon 
by lnclatrlH 

? '\, 

Generation of lnccae 
by Prl•ry 11'11Ut Categorl" 
(Eaployed Persons, Aaaeta) 

' ✓ 
(Re•)Olatrlbutlon of lnccae 

by Institutional Sectors 
Clloweholdl, Corporationa, Gove,.,_,t> 

➔ 

CUrrent Econaaic Cycle 

~ Fixed capital Foraatlon 
by Proc:t,ct Groups 

t 

IIWN'-'t 
by lnclatrl" 

t 

Srtl~ by 
Institutional 
Seeton 

A correct representation of this simple economy requires the 

distinction of four types of statistical 'units': 1. products, 2. 

establishments, 3. primary input units (employed persons, cultivated 

hectares of agricultural land, etc.) and 4. institutional units (e.g. 

households, corporations and government units). It is clear that 

individual units cannot be presented in a nation-wide statistic. 

Instead, units should be classified in categories so that the 

interrelations between these subgroups can be shown and analyzed. This 

is done in a SAM. In fact, it can only be done in a matrix fraaework, 

since that allows for multiple actoring, that is, distinguishing more 

than one type of unit within a single accounting system, and multiple 

sectoring, that is distinguishing more than one classification of units 

within a single accounting system. 

It stands to reason that most SAMs start from the conventions and 

definitions as laid down in the SNA. In fact, it is very well possible 

and perhaps even desirable to estimate the internationally standard 

national accounts on the basis of a SAM. In addition, there are 
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applications of the SAM-format whereby these rules are more or less 

amended, for instance because more stress is laid on the role of people 

in the economy. 5 

Before an attempt is made to sketch a SAM and its elaboration to a 

SESAME, it seems appropriate to provide an elementary explanation of 

accounting matrices and their properties. To this end, section 2 

highlights the uses of a matrix presentation for national accounts. 

Section 3 then introduces the SAM-concept by explaining the structure of 

the SAM for Indonesia. Section 4 dwells on the important topic of 

classifications for use in a SAM. Again, the Indonesian case serves to 

illuatrate this point. How this works out in more detailed SAKa for 

Indonesia is shown in section 5. Finally, section 6 describes how a SAM 

can be linked to all kinds of monetary and non-monetary satellite 

tables, to arrive at a broader System of Economic and Social Accounting 

Matrices and Extensions (SESAME). A SESAME is meant to provide a 

flexible and comprehensive, yet fully consistent data fraaework for 

socio-economic analyses. 

2. Presenting national accounts in a matrix 

This section elaborates on the general purposes that can be served by an 

accounting matrix. A crucial feature is the wide range of possibilities 

for expanding or condensing such a matrix in accordance with specific 

circumstances and needs. 

Table 1 presents a number of consolidated transactions and balancing 

items for the Indonesian economy in 1980. Five types of accounts are 

distinguished: supply and use of goods and services, production, 

generation of income, distribution and use of income, and capital 

transactions. In the last account, all these transactions with the rest 

of the world (ROW) have been combined. The code numbers behind and below 

each account heading serve to facilitate the linkage of all tables in 

5. Recent exaple• ot SAHa in which acme ot th• concept■ explicitly deviete troa the central 

tr-rt ot the reviaed SKA are given in Pyatt 11992) and Boa, Hollander• and le\Dlin& (1992). 
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this paper. 5 In each of these tables, the boxes containing a balancing 

item have been framed with bold lines. 

As is well-known, a matrix presentation permits each transaction to 

be represented by a single entry and the nature of the transaction to be 

inferred from its position. Each account is represented by a row and 

column pair and the convention is followed that incomings are shown in 

the rows and outgoings are stown in the co!wana. For instance, Gross 

Domestic Product (49 trillion Rupiah) is payable by the economy's 

producers and received by employed persona and other primary input 

categories. Table 1 shows this in cell (3,2), that is, in row 3 and 

colwm 2. Since this table distinguishes transactions with the rest of 

the world in a separate account, the diagonal cells (4&5&6,4&5&6) and 

(7,7) only contain transactions among national institutional units. The 

meaning of all individual transaction categories and balancing items in 

this table will be set out in section 3 below. 

The row and column totals have not been named. Their main function in 

matrix accounting is to ensure that all accounts indeed represent 

complete balances, in the sense that total incomings (row swu) equal 

total outgoings (colWlln sums). In turn, meaningful balancing items, 

which connect successive accounts, can only be derived if this condition 

is fulfilled. In general, a balancing item appears in the column of an 

account and is computed as the row total minus the sum of the other 

items in the colWlln. 

Each entry in an aggregate matrix like table 1 can be considered as 

the grand total of a submatrlx in which the categories of transactors 

involved at either end of the transactions under consideration are 

presented. A very useful option in a matrix presentation of accounts ls 

that different types of transactors and groupings thereof can be 

selected in each account, without giving up the coherence and the 

integrated presentation of a complete accounting system. In principle, 

each account can be broken down in two rather different ways: 

6. Aa latar tabla• will diatinauiah more account■, thi■ objective entaila that the coding in thia 

table .. y ■e- rather odd. 
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(1) by subdividing the total economy into groups of units; 

and 

(2) by assigning the categories of transactions shown in an 

account to various sub-accounts. 

It is discussed next how these two options are applied when 

developing the aggregate table 1 into a more articulated matrix 

presentation of the national flow accounts, that is, including both a 

Supply and Use Table and institutional sector accounts. 

First, a subdivision of the total economy in each of the accounts 

could run as follows: 

(1) Distinguish products in the Goods and Services Account and 

classify these by product groups. 

(2) Distinguish establishments in the Production Account and 

classify these by industries. 

(3) Distinguish primary inputs in the Generation of Income 

Account and classify these by subgroups of employed persons 

and of productive assets (jointly called: primary input 

categories). 

(4) Distinguish institutional units in the Distribution and Use 

of Income Account and classify these by institutional 

sectors, including a breakdown by subsector for non

financial corporations, general government and households. 

(5) Distinguish institutional units in the Capital Account and 

classify these by institutional sectors, including a 

breakdown by subsector for non-financial corporations, 

financial corporations and households. 

and 
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(6) If desired, introduce a geographical breakdown in the Rest 

of the World Account. 

These subdivisions have two major consequences. First, for all 

categories of transactions distinguished in a single cell of table 1 it 

becomes clear which group of paying units has exchanged what with which 

group of receiving units. Secondly, the interrelations among various 

economic flows are revealed through detailed cross-classifications: 

mappings of one classification to another. For instance, in the example 

given above, the simple circular flow of income depicted in figure 1 

above is then presented, at a meso-level, through the following 

mappings: 

(1) Submatrix (2,1) shows the value of production by industries 

for each product group. 

(2) Submatrix (3,2) shows the generation of income by primary 

input categories in each industry. 

(3) Submatrix (4&5&6,3) shows the distribution of income to 

institutional sectors for each category of primary inputs. 

(4) Submatrix (1,4&5&6) shows the final consumption expenditure 

of groups of products in each institutional sector. 

In this enumeration, the submatrices are identified by means of their 

location (row and column number, respectively) in table 1. The above 

sequence represents a closed loop because all account numbers appear in 

more than one cell and just as frequently in the rows as in the columns. 

This demonstrates the circularity of the flows described. 

The second option for expanding table 1 refers to a distinction of 

subaccounts. For example, table 2 presents an aggregated 1980 SAM for 

Indonesia, whereby the Distribution and Use of Income Account is broken 

down in three subaccounts: an Allocation of Primary Income Account, a 



t 

TA
BL

E 
2:

 A
n 

ag
gr

eg
at

e 
SO

CI
AL

 A
CC

OU
NT

IN
G 

M
AT

RI
X 

fo
r 

In
do

ne
si

a,
 

19
80

 (
b

il
li

o
n

s 
of

 R
up

ia
h)

 

AC
CO

UN
T 

(C
la

ss
if

ic
at

io
n

) 
G

oo
ds

 a
nd

 
S

er
vi

ce
s 

(P
ro

du
ct

 
G

ro
up

s)
 

P
ro

du
ct

io
n 

(I
n

d
u

st
ri

es
) 

G
en

er
at

io
n 

A
ll

oc
at

io
n 

of
 

Se
co

nd
ar

y 
In

co
m

e 
U

se
 o

f 
of

 
In

co
m

e 
P

ri
m

ar
y 

In
co

m
e 

D
is

tr
ib

u
ti

o
n

 
ln

cO
N

 (
In

· 
(P

ri
m

ar
y 

In
pu

t 
(I

n
st

it
u

ti
o

n
al

 
(I

n
st

it
u

ti
o

n
al

 
st

lt
u

ti
o

n
al

 
C

at
eg

or
ie

s)
 

S
ec

to
rs

) 
S

ec
to

rs
) 

S
ec

to
rs

) 

C
ap

it
al

 

(I
n

st
it

u
ti

o
n

al
 

S
ec

to
rs

) 

Fi
xe

d 
C

ap
it

al
 

F
on

M
tl

on
 

(I
n

d
u

st
ri

es
) 

R
es

t 
of

 
th

e 
W

or
ld

 
C

ur
re

nt
 

R
es

t 
of

 
th

e 
W

or
ld

 
C

ap
it

al
 

co
de

s 
I 

2 
I 

3 
I 

4 
I 

5 
I 

6 
I 

7 
I 

8 
I 

10
 

I 
11

 
--

--
--

--
--

--
--

--
--

--
-·

··
··

~
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
G

oo
ds

 
an

d 
S

er
vi

ce
s 

(P
ro

du
ct

 G
ro

up
s)

 

P
ro

du
ct

io
n 

(I
n

d
u

st
ri

es
) 

--
--

-·
--

·-
--

--
G

en
er

at
io

n 
of

 
In

co
m

e 
(P

ri
m

ar
y 

In
pu

t 
C

at
eg

or
ie

s)
 

A
ll

oc
at

io
n 

of
 P

ri
m

ar
y 

In
co

m
e 

(I
n

st
it

u
ti

o
n

al
 

S
ec

to
ra

) 
--

--
--

--
--

--
--

--
--

--
-

S
ec

on
da

ry
 D

la
tr

lb
u

tl
o

n
 

of
 

In
co

m
e 

(I
n

st
it

u
ti

o
n

al
 S

ec
to

rs
) 

...
...

...
...

...
...

...
.. 

U
se

 
of

 
I n

c0
11

11
1 

C
ln

st
l t

u
tl

o
n

al
 

S
ec

to
rs

) 
....

....
....

....
....

....
....

. 
C

ap
it

al
 

(I
n

st
it

u
ti

on
al

 
S

ec
to

rs
) 

1 
I T

ra
de

 a
nd

 
T

ra
ns

po
rt

 
M

ar
gi

ns
 0 

In
te

rm
ed

ia
te

 
C

o
n

s~
ti

o
n

 

29
96

7 

F
in

al
 

C
o

n
s~

ti
o

n
 

E
xp

en
di

tu
re

 
31

21
0 

C
ha

ng
es

 
in

 
G

ro
ss

 
Fi

xe
d 

I 
E

xp
or

ts
 

S
to

ck
s 

C
ap

it
al

 
Fo

rm
at

io
n 

14
19

 
10

47
6 

I 
16

16
1 

--
1-

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

···
···

···
·-

--
--

--
--

--
--

···
···

···
· .. 

··
··

··
 ...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

. ... 
2 

0u;
ro:8

 I 
I 

I 
I 

I 
I 

I 
I 

I 
--1

---
.. ·

··
··

 .. -
--

--
--

--
--

--
--

-·
··

··
··

··
·-

· .
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

 .. 
3 

GR
OS

S 
DO

M
ES

TI
C 

PR
OO

UC
T,

 
at

 
fa

ct
o

r 
co

at
 

49
08

1 

C
~

a
tl

o
n

 
of

 E
~

lo
ye

es
 

fr
o

a 
RO

W 
0 

--
1-

--
--

--
--

-
··

··
··

··
-·

··
··

·-
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

41
 T

ax
es

 o
n 

P
ro

du
ct

io
n 

-S
lb

al
d

le
s 

29
8 

NE
T 

GE
NE

RA
TE

D 
IN

CO
IE

, 
at

 
fa

ct
o

r 
co

at
 

46
12

5 

P
ro

pe
rt

y 
In

co
m

e 26
71

 

P
ro

pe
rt

y 
ln

cc
.e

 
fr

oa
 R

OW
 75

 
--

•-
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

-

I 
I 

NE
T 

NA
TI

ON
AL

 I C
ur

re
nt

 T
ax

es
 
I 

<
 -
I 

I 
I Curr

en
t 

T
r
-
·,

 
IN

CO
M

E 
an

d 
T

ra
ns

fe
rs

 
fe

rs
 f

ro
a 

RO
W 

43
49

9 
10

20
2 

30
 

5 

1 

I 
lc

o
n

a
~

tl
~

 o
f'

 
NE

T 
DI

SP
OS

AB
LE

 
··

··
··

··
··

··
1·

··
··

··
··

··
··

··
·,

··
··

··
·-

··
··

-,
··

··
··

··
··

··
··

·,
··

··
··

-·
··

-·
··

 
Fi

xe
d 

C
ap

it
al

 
IN

C
O

I: 
29

56
 

43
52

9 

6 

I 
I 

I ····
······

····,·
···-··

·-····
·, 

GR
OS

S 
···

·~
;;

;;
i·

···
·,·

···
···

···
···

,··
···

···
···

···
·,~

;;
;;

i·
;;

~
: 

SA
VI

NG
 

T
ra

rw
fe

ra
 

fe
rs

 f
ro

a
 R

OW
 

15
27

5 
12

36
 

12
19

 

7 

F
ix

ed
 C

ap
it

al
 

F
or

aa
tl

on
l 

8 
C

ln
ci

a
tr

lu
) 

I 
I 

. .. 
·,···

·····
·····

··,··
·····

·····
···,·

·····
·····

·····
, 

,~;;
,;;·;

;;;;.
·~:·

,····
·····

····,
·····

·····
·····

,····
·····

·····
 

p
lt

al
 Fo

~O
:i:"

 

TO
TA

L 

89
23

1 

79
04

8 

49
08

1 

49
16

9 

53
73

1 

46
48

5 

,m
o 

10
47

6 

F
in

an
ci

al
 B

al
an

ce
 

9 
I 

I 
.. 

·,····
······

·····,
······

······
···,··

······
······

···,··
······

··· 
NE

T 
LE

ll>
IN

G
 

··
··

··
··

··
··

·,
··

··
··

··
··

··
··

 
••

••
..

. 
of

 t
he

 N
a
!!

: 
NE

T 
LE

ll>
IN

G
 

of
 R

OW
 

·4
60

0 
0 

··
··

··
··

··
··

··
··

··
··

··
·•

··
•·

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
··

··
· .. -

---
---

..
..

..
..

..
..

..
..

..
..

..
..

..
..

. __
___

___
 ....

..
 . 

R
es

t 
of

 t
he

 W
or

ld
 

C
ur

re
nt

 

R
es

t 
of

 t
he

 W
or

ld
 

C
ap

it
al

 

10
 I 

l1
1p

0r
ts

 

98
86

 

C
O

lll
pl

nH
tlo

n 
of

 E
91

1p
lo

ye
n 

to
 R

OW
 

0 

P
ro

pe
rt

y 
ln

cc
.e

 
to

 R
OW

 29
99

 

C
ur

re
nt

 T
ax

es
 

an
d 

T
ra

rw
fe

ra
 

to
 R

OW
 

0 

11
 

.. .. 
• •

 
I 

I 
I 

I 
I 

'C
ap

it
al

 T
r
-
•
 I 

' 
fe

ra
 t

o
 R

OW
 0 

CU
RR

EN
T 

EX
TE

R·
 

NA
L 

D
EF

IC
IT

 
·3

38
1 

12
88

5 

-3
38

1 
··

··
··

··
··

··
··

··
··

··
··

··
••

L
..

..
.-

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

..
.j

..
..

.-
..

..
..

1
 

89
23

1 
I 

79
04

8 
I 

49
08

1 
I 

49
16

9 
I 

5
3

m
 
I 

46
48

5 
I 

T
 O

 T
 A

 L
 

1m
o 

I 
10

47
6 

1 
12

aa
5 

I 
-3

38
1 



- 9 -

Secondary Distribution of Income Account and a Use of Income Account. 7 

This means, for instance, that the diagonal item (4&5&6,4&5&6) in table 

1 is split into property income flows on the one hand (cell 4,4), and 

current taxes on income, wealth, etc. plus all current transfers on the 

other (cell 5,5). The sum of the values in these two cells of table 2 is 

indeed equal to 12.9 trillion Rp., the corresponding figure on the 

diagonal of the previous table. 

Analogously, property income from and to the rest of the world is now 

separated from current taxes on income, wealth, etc. and current 

transfers from and to the rest of the world. Finally, the original 

balancing item in column 3 is split into two parts, the consumption of 

fixed capital, which is placed on the Use of Income Account, and a new 

residual, Net Generated Income, which is put on the subsequent account, 

namely the one describing the allocation of primary income. 

Another consequence of introducing subaccounts is that new balancing 

items, Net National Income (NNI) and Net National Disposable Income 

(NNDI) appear as closures of the first two subaccounts (allocation of 

primary income and secondary distribution of income, respectively). The 

balancing item of the last subaccount (use of income) is typically the 

same as the balancing item of the aggregate account; here this refers to 

Gross Saving. 

It goes without saying that accounts need not always be broken down 

but that a further consolidation is also possible. 'For instance, in 

table 1 the Generation of Income Account could have been combined with 

the Distribution and Use of Income Account. As a result, the balancing 

item Gross Domestic Product (GDP) would have disappeared. 

The processes of subdivision (or aggregation) of categories of units 

and (de)consolidation of accounts are closely linked. In practice, a 

7. Some time ago, a 1980 SAM for Indonesia was published by th• Indonesian Central Bureau of 

Statistics {Biro Puaat Statiatik, 1986). Thia SAH, an earlier publiahad 1975 SAM [Biro Puaat 

Statiatik, 1982) and a 1975 integrated accounting •Y•t- compilad by Dolmey [1984) have ba9D used 

by th• author of this paper as a point of departure to build n-, more comparable SESAME■ for 

th••• years. Among other things, this impliad that th• plausibility of all kind■ of growth rate■, 

in currant prices as wall as in constant price■, was taken into account (cf. Iauning [1993, 

forthcoming]). Moreover, a closer connection with the revised SHA'• SAH-ch■ptar wa■ a■tabli■had. 
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subaccount for one or a few transaction categories is inserted either 

because a separate classification is required for these categories, or 

because groups of receiving and paying units should be presented 

separately for the transactions in these categories. Naturally, an 

important criterion for maintaining or introducing a separate account is 

also that it yields a relevant balancing item. 

When compiling such a matrix, it is convenient to start with the 

design of an accounting structure which is relevant to the applications 

envisaged. 8 Subsequently, in each account the most appropriate units and 

classifications of units are selected. However, in practice it will be 

an interactive process. Suppose, for instance, that there is a 

transaction category for which only total receipts and payments of 

transactors (the row and column totals of a submatrix) are known, and 

not who paid whom (the interior structure of the submatrix). This 

problem can be solved by the insertion of an undivided, dummy account. 

In the Indonesian SAM, the financial account performs this function. 

This will be elaborated in the next section (see also the Revised SNA's 

SAM-chapter, para.s 21-22 and Table XX.3). 

The possibility to distinguish dummy accounts entails that there is 

no need to consolidate the matrix to a very aggregated level if for some 

transaction categories detailed information is not available. 

Conversely, if on some transaction category abundant information is 

available and considered relevant for the purposes of the matrix, then a 

separate account for this category can also be introduced, showing not 

less but more details. Finally, if, for instance, the Capital Account 

can only be compiled for two major sectors, this does not imply that the 

other accounts must also be limited to that number. Summarizing: the 

matrix format is particularly advantageous if it is not possible or 

desirable to show an equally detailed classification in all accounts. 

At this stage, some general properties of a matrix presentation of 

accounts can be listed: 

8. It ia referred to Keuning and de Ruijter [1988) !or more extenaive guideline• to the 

conatruction of a SAM. 



- 11 -

(1) An aggregate matrix (like table 2) presents a bird's eye 

view of an economy as a whole; i.e. one page is sufficient 

to show the interrelations between main transaction 

categories leading to a set of domestic and national 

balancing items. 

(2) A detailed matrix presentation is very general: only a 

matrix presentation allows for a selection of the most 

relevant unit and classification of units in each account. 

In other words, both multiple actoring and multiple 

sectoring can be applied in a matrix. This enables the 

integration of a detailed supply and use table and 

institutional sector accounts in a single format for 

presentation. In turn, this improves the transparency of 

the complete set of national accounts. 

(3) A detailed matrix presentation is suitable for mathematical 

treatment using matrix algebra; this feature is also quite 

expedient in the compilation and balancing of national 

accounts. 

(4) A detailed matrix presents a simultaneous breakdown of 

interrelated transactions by paying and receiving units; as 

a consequence, it is an appropriate format to reveal, at a 

meso-level, interrelations among economic flows; this 

includes those flows which involve two different types of 

units (e.g., final consumption expenditure of various 

product groups by a number of household subsectors). 

(5) An accounting matrix must always describe a complete 

economy, however small or large it may be. This implies 

that a matrix is not the most appropriate format for 

presenting transactions for an isolated institutional 

sector, that is, without distinguishing an outside world. 

The same applies if one wants to obtain time-series for one 

or a few (aggregate) variables without being interested in 

their inter-relations at a meso-level. 
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(6) If one wants to present all flow accounts as well as 

balance sheets by institutional sector, a matrix is more 

cumbersome to read than e.g. T-accounts. 

(7) For a set of accounts giving a breakdown of transactions by 

paying and receiving units, a matrix presentation is more 

concise than other methods of presentation; the payment of 

one unit and the receipt of another unit involved in each 

transaction are represented by a single entry. 

and 

(8) A detailed matrix is quite suited to experiments with 

alternative representations of transactions in accounts; in 

principle, transactions can be paid from one account and 

received by any other without upsetting the transparency of 

the system. It must be realized, however, that this 

reshuffle generally leads to differently defined balancing 

items. 

After this introduction to the general principles of matrix 

accounting it is perhaps useful to demonstrate how these are applied in 

the case of the Indonesian SAMs. 9 

3. An Aggregate Social Accounting Matrix for Indonesia 

Table 2 above exemplifies the design of a SAM which records all 

transactions distinguished in the national accounts (that is, all flows 

excluding 'other changes in assets'). 10 This framework resulted from a 

9. In fact, all pre■ently available national account■ can ■a■ily be tran■formed into a lational 

Accounting Matrix (RAH). Thi ■ i ■ illustrated for th■ Netherland■ in K■unina and de Gijt [1992). 

Th■ Dutch RAH contain■ a complete ■•t of tran■action account■, that i■, includina both Supply and 

U■• Tabla■ and account■ for institutional ■actor■ and account■ for financial a■■et■ • Thi■ 

integrated pr■■■ntation appear■ to b■ particularly ill\&inatina to tho■• u■er■ lfho are f■-iliar 

with Input-Output table■. 
10. In vi- of data limitation■, the account for financial tran■action■ ha■ been replaced by a 

financial balance account in thi ■ ca■■ <••• ■ub■ection 3.4 below). Moreover, the revi■ed SIA' ■ 

Redi ■tribution of Income in Kind Account and U■• of Adju■ted Di■po■abl• Income Account are not 

included in the SAH proper C••• ■action 6 and foot note 35 balow). 
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trade-off between analytic usefulness and the available data. The 

concepts applied are generally the same as those in the central 

framework of the revised SNA. The most important deviation refers to a 

different meaning which is attached to the Generation of Income Account, 

in order to facilitate a linkage of detailed labour market analyses and 

the national accounts. This and some other novelties are elaborated 

below. 

This table reflects an extension and a slight re-arrangement of table 

l. Apart from the subdivision of the Distribution and Use of Income 

Account discussed above, the differences are: a Fixed Capital Formation 

Account and a Financial Balance Account have been added (accounts 8 and 

9, respectively), while for the rest of the world separate current and 

capital accounts have been distinguished (cf. accounts 10 and 11). The 

addition of one or more accounts entails that some flows are recorded on 

another account. Possible types of classifications in each account are 

indicated in parentheses in the row and column headings. 

3.1 Supply and Use Table as a SAK building-block 

The first two rows and columns of table 2 contain an aggregated Supply 

and Use Table, here explicitly linked up with the other national 

accounts. 11 

Column 1 presents the supply of goods and services. Although trade 

and transport margins do not need to be added to output at an aggregate 

level, they are registered in the top left-hand corner of this table 

because they are non-zero in a more detailed SAK (e.g., table 3 below), 

and because the structure of the aggregate matrix and the more detailed 

tables should be the same, to facilitate cross-references. Output (79048 

bill.Rp.) is shown in row 2 and valued at factor cost. This means that 

all taxes on production less subsidies (298) are not included in the 

output value, but directly booked on the Allocation of Primary Income 

11. The aubmetrix contained in cell (2,1) can be seen•• a transposed malte--trix. 
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Account for the government (row 4). 12 Note that the total value of these 

'indirect' taxes is very small (only 0.6% of GDP at market prices!). 

Below we will see that this is mainly caused by substantial subsidies on 

some products. Imports, c.i.f. (9886) originate from the current account 

for the rest of the world (row 10). 

The elements in column 1 add up to total supply of goods and 

services, at purchasers' prices (89231). Row 1 shows the uses of goods 

and services, at purchasers' prices (also totalling 89231, of course): 

intermediate consumption (29967) in column 2, final consumption 

expenditure (31210) in column 6, changes in stocks (1419) in column 7, 

gross fixed capital formation (10476) in column 8 and exports, f.o.b. 

(16161) in column 10. It can be computed that roughly 201 of the output 

value was exported. Notice that Indonesia had a very favourable balance 

of trade in 1980 (16161-9886-6275 bill.Rp., or +13% of GDP!). 

Row 2 shows output, at factor cost. Because of this valuation, the 

sum of row 2 (79048), and the concomitant sum of column 2, are exclusive 

of all taxes minus subsidies on production. In turn, this means that 

this amount is not included in value added either, see cell (3,2). As a 

consequence, total value added or GDP (49081) is also valued at factor 

cost. 

3.2 Focus on income generation 

The third account records the generation of income and plays an 

important role. It introduces an intermediate unit in between the 

establishment unit, see account 2, and the institutional unit, see 

account 4. In particular, this refers to employed persons, which are 

considered as the units who receive compensation of employees in the 

Generation of Income Account and distribute this income to their 

household in the Allocation of Primary Income Account. These units are 

subsequently classified into groups of (self-)employed persons (see 

12. Ideally, only tu:ea minua aubaidias on products should have been recorded here, in order to 

value output, Domestic Product, ate. at basic prices (cf. Keuning [1991b) and United lationa 

(1992: aection XX.DJ). However, in this caaa it was not poaaible to aeparat• th••• leviea fraa 

the other tu:ea minus aubaidias on production. 



- 15 -

section 4 below) and these groups are then a subset of the primary input 

categories distinguished in this account. This representation serves to 

integrate labour market analyses and the national accounts. 

The central framework of the SNA does not distinguish the employed 

person as a separate entity (i.e. as a separate unit). This implies that 

compensation of employees is directly paid from the employer to the 

household. This treatment overlooks the fact that in many households 

more than one individual earns an income. The SAK-approach entails that 

more detailed information is provided on the sources of income of each 

household group and therefore it throws more light on the linkages 

between production and income distribution. In addition, this approach 

allows for a connection of the national accounts to detailed data on 

employment and to an aggregate (un)employment indicator. This is 

elaborated in section 6 below. 

In fact, separating employed persons from the households to which 

they belong is an operation which does not fundamentally differ from 

separating establishments from the institutional units (enterprises) to 

which they belong. In both cases, the smaller unit is more homogeneous 

and also fairly autonomous with respect to the economic process in which 

it is involved (income generation and production, respectively). These 

units thus serve to obtain a more accurate description of a specific 

economic process. It may be noted that an employed person as a unit can 

receive a compensation from more than one job (refer also to chapter 

XVII, Population and Employment, of the revised SNA). 

A definition and classification of the other primary input units, 

namely productive assets, meets with considerable practical problems. 

Even in theory, the factors which generate value added are often not 

carefully identified. For instance, it occurs that output or value added 

of an industry is assumed to depend on the 'volume' of fixed capital 

stock in use with the large corporations. There are several flaws in 

this line of reasoning. First, in many industries a substantial part of 

operating surplus is earned not by corporations but by the self

employed. This income should partly, but certainly not wholly be seen as 

a remuneration for labour input (see e.g Keuning (1985)). The revised 
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SNA recognizes this essential difference and sets apart the operating 

surplus of unincorporated enterprises that involves some labour input. 

This is then called 'mixed income'. In our SAM, we go one step further 

and explicitly split mixed income into an imputed remuneration for 

actual labour inputs and a residual generated by asset inputs (see 

section 5 below). 

Secondly, it is not the capital stock used in an industry that should 

be considered as an input but the capital stock owned by that industry. 

All rental of capital goods is to be registered as an intermediate input 

of business services. Like all other intermediate inputs this service is 

'used up' in the current production process. A distinguishing 

characteristic of renting capital goods is its inherent flexibility. The 

asset in question may be hired intermittently, that is only when the 

need arises, and even if it is rented on a more or less permanent basis, 

the lessee can cancel this arrangement at any time. 13 Summarizing, 

rented capital goods are an input in the production of the lessor and 

not in that of the lessee. 

Thirdly, it is not the stock of fixed capital that serves as an 

input, but the flow of services derived from this stock. In view of 

substantial differences in the length-of-life of various produced fixed 

assets, this implies that long-lived capital goods like buildings, etc. 

often obtain too high a weight in the capital aggregation function. In 

our SAK, we use the constant price value of the flow of services, that 

is, the stock of a certain item divided by its expected length-of

life.14 These services are then seen as delivered by one or more 

categories of fixed assets as subset of the primary inputs. For some 

purposes, however, it is actually preferable to recognize that the 

function of the services from fixed capital stock is very similar to 

that of intermediate inputs and to record them accordingly (cf. Keuning 

[1992b]). 

13. Thia ao-called operating laaaing ia to ba diatinguished frma financial laaaing, which ahould ba 

recorded Juat like financial intat'llladiation services in production account• and input-output 

tabla• [Kauning, 1990). 

14. Evan thi• can only ••rv• aa a rough approximation of the actual quality of th• aarvicaa derived 

frma fixed capital stock (cf. Ward [1992]). 
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Fourthly, the services of non-produced assets contribute 

substantially to output and value added in most firms. Non-produced 

assets consist of 1) land, 2) subsoil assets and other natural 

resources, 3) all kinds of financial assets and 4) various non-financial 

intangible assets such as patents, copyright, goodwill, trademark, 

company organization and culture, monopoly power, legal and 

administrative environment, a network of relations, etc. It goes without 

saying that particularly tha last-mentioned category is hardly 

identifiable; in some cases, its value or even its 'volume' can perhaps 

be approximated by means of qualitative criteria. 

Concerning financial assets, their input volume is roughly equal to 

the services derived from a) one year's use of the market value of the 

s~ock of all non-financial productive assets owned by the enterprise 

plus b) the annual costs of all other inputs including own-account 

labour and fixed capital consumption. In theory, the data for part a) 

should be obtained from balance sheets by industry while those for part 

b) are available from the column of the production account in the SAM. 

Evidently, not all financial assets fetch the same 'price', so that 

various types of financial asset units must be distinguished. 15 The 

classification of primary input units is elaborated in section 4. 

If one wants to record domestic net value added as a balancing item 

in cell (3,2), the primary input categories must encompass all persons 

employed in resident enterprises. In column 3, compensation of non

resident persons employed in resident enterprises is then handed over to 

the rest of the world (cell 10,3). This implies that a meaningful, 

national balancing item is only obtained in account 3 if compensation of 

resident persons employed in non-resident enterprises is added first. 

This is done in row 3 (cell 3,10). 

Analogous to compensation of employees from abroad, other value added 

received from and paid to abroad should be registered in this table, in 

cell (3,10) and cell (10,3) respectively. For example: mixed income of a 

15. A useful subdivision i ■ given in the revi ■ ed SNA [United Nation■, 1992: Annex IV, Part I]. An 

intricate statistical probl- i ■ that th••• a■■•t• are typically owned by enterpri••• but used 

by establishments. 
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resident market-vendor in a neighbouring country where he sets up_his 

stall one day a week. Notice, however, that cell (3,10) only contains 

value added generated abroad by resident institutional units. According 

to the revised SNA, this implies that value added created in any 

substantial amount of production in another country over long, or 

indefinite, periods of time is excluded; that should have led to the 

creation of a (quasi-corporate) unit in that country. An alternative 

approach would be to change the border-line between resident and non

resident units a bit, so that, for instance, direct investment income 

from abroad is registered in the Generation of Income Account, while 

other investment income from abroad is booked in the Allocation of 

Primary Income Account. 16 

As the consumption of fixed capital is to be considered as a cost 

item, that is, not as income, it is directly booked on the Use of Income 

account (#6) in our SAK. The result of all this is that the Generation 

of Income Account is closed with a new balancing item (46125), in 

between GDP and NNI. This balancing item, named Net National Generated 

Income (NNGI), at factor cost, gives total value added earned by 

resident institutional units. 17 

3.3 Distribution and Use of Income Accounts 

The Allocation of Primary Income Account of a detailed SAK presents 

household labour income(s) as a contribution by one or more (self-) 

employed household members. In addition, value added from the input of 

asset services that accrues directly to households is shown separately. 

Among other things, this indicates to what extent each household group 

16. In fact, thia alternative booking ia baaed on th• aa1umption that 1ubaidiariaa abroad are 

rather dependant on th• parent ccapany. Thia vi- ii con1iltent with• convention to record all 

profit• of 1ub1idiari••• that i1, including retained aaminga, aa incaaa accruina to the parent 

company. On th• other hand, if an accounting 1y■t- craatH an independent. unit. for a 

aubaidiary abroad, it 1tanda to reaaon that only actually distributed profit• are trmafarred 

to the parent company. In thia ra1pect, the revised SMA ••- not fully conaiatent by creatiq 

aeparat• unit• for 1ub1idiarie1 abroad and yet treating all their profit• u incaaa of th• 

parent company. 
17. If on• vi-• the -,unt of indirect tu•••• additional income generated in production, they 

ahould be recorded in call (3,1) in1taad of (4,1). In that caaa, NMGI ia autamat.ically valued 

at market price■. 
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depends on multiple sources of income from production. This linkage 

between incomes of household subsectors and their supply of various 

types of labour and productive assets is one of the distinguishing 

features of a SAM. Apart from this, the transaction categories shown in 

the Distribution and Use of Income Accounts of a SAM are typically about 

the same as in the central framework of the SNA. 

In the row of the Allocation of Primary Income Account (account 4), 

net generated income is augmented with taxes less subsidies on 

production, and with property income from the rest of the world (75). 18 

The latter item is recorded in cell (4,10), which also includes taxes on 

production and imports less subsidies collected abroad and then handed 

over to the national government. National, intersectoral property income 

flows (2671) are recorded on the diagonal (row 4 and column 4), for they 

change only the distribution, not the total of national income. To get 

NNI, this diagonal item, as well as property income and such paid to ~~e 

rest of the world (2999), must be subtracted from the total of column 4, 

which is derived from the identical total of row 4. 

NNI, at market prices (43499) appears on the credit side of the 

Secondary Distribution of Income Account (account 5). Current taxes on 

income, wealth, etc. and all current transfers from abroad (30) are also 

shown here. National, intersectoral current taxes on income, wealth, 

etc., social contributions and benefits and other current transfers 

(10202) are recorded on the diagonal (row 5 and column 5). Current 

transfers and the like to the rest of the world (0) are recorded on the 

debit side as is the balancing item, Net National Disposable Income 

(43529), which is put on the Use of Income Account. 

In table 2, the Use of Income Account (account 6) records spending of 

gross disposable income: final consumption expenditure on goods and 

services and Gross Saving (15275), which is put on the Capital Account. 

The gross saving rate in Indonesia in 1980 was estimated at 331.). 

18. In accordance with th• revised SNA'a prescriptions, property incaue frau and to abroad in the 

Indoneaian SAHs includes reinvested earnings on direct foreign investment. Th• coWJterbalancing 

direct foreign investment itself is not shown as our SAHs do not distinguish aeparate 

categoriea of tranaactiona in financial instruments (aee the next subsection). 
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3.4 Capital, Fixed Capital Formation and Financial Balance Accounts 

In the design of a SAM, it might be considered to include a Capital 

Account that is classified by institutional sector and a Financial 

Account that is classified by type of financial asset. As a consequence, 

a disaggregation of such a SAM would show, by institutional subsector, 

both acquisitions less disposals of various financial assets and 

incurrence less repayment of various liabilities. In the SAMs presented 

here, not enough information on these flows was available, particularly 

for 1975. 19 This implied that only the financial balance is shown by 

institutional sector and for the rest of the world. 

Row 7 presents gross saving, capital transfers receivable from the 

rest of the world (1219) and the diagonal item, national intersectoral 

capital transfers receivable (1236). 2 ° Column 7 records how these funds 

have been allocated: changes in stocks, national intersectoral capital 

transfers payable, gross fixed capital formation (10476) and capital 

transfers payable to the rest of the world (0). The balancing item is 

Net Lending of the Nation (4600). Interestingly, this balance is quite 

positive and even much larger than the development assistance received 

by Indonesia in 1980 (see cell 7,11). 

The main part of total volume changes in net worth probably consists 

of increases in fixed assets. If one is particularly interested in the 

dynamics of an economy, it is important to show in which industries 

production capacity has been expanded. This is the aim of the Fixed 

Capital Formation Account (account 8) inserted in this SAM. A more 

detailed table, such as table 3 below, then presents: 

(1) who invests where in the rows of this account - cell (8,7); 

and 

19. Refer to Thorbecke and essociates [1992] for a 1980 Indonesian SAH including financial flowa. 

20. In principle, purchases of land and othar non-produced assets are also recorded in cell• (7,7), 

(7,11) and (11,7). If only the balance of P'~rcbasas and sal•• of th••• assets is known by 

sector, this may ba shown in an extra d..-y row which than adds up to zero (so that no extra 

column is required); cf. Keunin& and de Gijt [1992]. 
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(2) where does one invest in what in the columns - cell (1,8). 

In this case, the who refers to an institutional subsector, the where 

refers to an industry, and the what refers to a product group. Note that 

through this Fixed Capital Formation Account the SAM shows at a meso

level the linkages which exist between fixed capital formation by 

institutional sector, as presented in the Capital Account, and fixed 

capital formation by category of goods and services, as contained in the 

Supply and Use Table. In other words, a second economic cycle, shown at 

the right-hand side of Figure 1 above, is now closed as well. 

The Financial Balance Account (#9) records the financial balances of 

institutional subsectors (cell 9,7) and of the rest of the world (cell 

11,7). Naturally, Net Lending of the Rest of the World (-4600) is the 

mirror image of the nation's financial balance, so that this account 

always adds up to zero. For that reason, the column of this account is 

empty and has been deleted. 

3.5 External transactions accounts 

The elements in the current and capital account for the rest of the 

world (accounts 10 and 11) have all been discussed above, except the 

Current External Deficit (-3381) shown in row 11 and column 10. It is 

obvious that the oil boom has led to a sizeable surplus for Indonesia in 

1980. If one wants to consider this balance from the perspective of the 

national economy, it should be put in row 10 and column 11 and the sign 

reversed. 

4. Classifications in a More Detailed SAM 

4.1 Some considerations regarding the definition of classifications 

It stands to reason that SAMs for different countries select a common 

type of classification in each account, but that the actual (detailed) 

classifications are based on local conditions. Defining these taxonomies 

1 
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is a vital phase in the construction of a SAM, as its uses depend very 

much on the categories distinguished. 

When it comes to the design of classifications, a broad distinction 

could be made between two types of SAMs: 

(1) SAMs principally used for monitoring; 

and 

(2) SAMs principally used for analysis. 

The taxonomies in the first type of SAMs should be determined by what 

one wants to monitor, or by the taxonomies in the object of comparison 

(e.g., a SAM for an earlier period or another economy). For the rest, 

not many general remarks can be made. The remaining part of this section 

will thus focus on classifications in a more 'analytical' SAM. 

As transactions in a SAM are shown simultaneously as a receipt of one 

(sub)account and an outlay of another, they are usually cross

classified. The usefulness and feasibility of such cross-classifications 

should thus be considered when designing the taxonomies for each 

account. In an 'analytical' SAM this implies that a well-balanced number 

of categories must be distinguished in each ('endogenous') account. For 

example, in an analysis of the circular flow of income on the basis of 

200 products, 50 industries, 2 labour categories and 3 household groups, 

a bottleneck will appear in between the primary income and final 

expenditure flows. In other words, such an analysis requires that the 

number of labour and household categories is about the same as the 

number of products and industries. 

The following considerations may serve to guide in defining a 

classification: 

(1) The homogeneity of the categories distinguished, regarding 

the transactions recorded in the account under 

consideration; ideally, all units in a single category 
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operate on the same markets, both on the supply (input) and 

on the use (output) side of the economic process concerned. 

(2) The recognizability of the subgroups and their relevance to 

economic analyses and to policy preparation and monitoring 

(including e.g., key industries, regional aspects and 

identifiable target groups). 

(3) The stability and measurableness of the characteristic(s) 

on which the classification is based, and the fewness of 

survey questions which are needed to establish the 

classification. 

and 

(4) The degree to which the (cross-)classification(s) can be 

derived from (a combination of) existing data sources. 

The classification of households is particularly crucial. Conclusions 

regarding (changes in) inequality, and perhaps even poverty, may have to 

be based on subgroup averages, and thus depend very much on how the 

population has been subdivided. On the one hand, any feasible number of 

household groups may lead to categories containing over a million 

people, say, and this must imply that average figures conceal 

considerable within-group disparities. On the other hand, integrating 

distributional statistics into a SAK considerably increases their 

reliability as well as their relevance. Summarizing, this heterogeneity 

should not be a problem if a proper classification is selected, that is, 

if the shapes of the underlying within-subgroup distributions are fairly 

similar, or if the spread mainly concerns incidental or less relevant 

differences (e.g., life-cycle effects). 

In the light of these considerations, main income source seems a more 

adequate criterion than income size when it comes to classifying 

households. This principle has also been applied in the design of the 

standard SNA-subsectors: employers, own-account workers, employees and 

recipients of transfer or property income [United Nations, 1992: section 



- 24 -

IV.G.3]. These categories may however still be too heterogeneous, so 

that additional breakdowns are needed. In this regard, location 

(urban/rural or distinguishing several regions), possession of assets 

(e.g., agricultural land) and size and composition (with/without 

children) of the household appear to be relevant criteria. A further 

breakdown could then be based on main economic activity of the household 

and main subsector of employment, occupation, educational attainment, 

etc. of the reference person. 

Even in a 'monitoring' SAM, classifying households by income size or 

expenditure bracket may be problematic, since income and expenditure are 

neither easily measurable nor stable while they require a lot of survey 

questions - so that the information contained in e.g., household and 

population surveys which do not ask these questions cannot be linked up 

with such a SAM. 

The classification of households need not be the same in each type of 

account. For instance, a breakdown of the category of economically 

inactive households may be more useful in the Secondary Distribution of 

Income Account than in the Allocation of Primary Income Account. 

The classifications of other institutional units typically resemble 

those in the central framework of the revised SNA. In addition, some or 

all accounts for the rest of the world may be geographically subdivided, 

especially if the SAM-economy (country or region) belongs to a larger 

community where special (trade) regulations apply, or if its functioning 

is closely linked to a particular part of the outside world (e.g., 

through a tied currency). 

If the SAM is to serve as a bridge between conventional national 

accounts information and an employment indicator (see section 6 below), 

the classification of employed persons has to fulfil two minimum 

requirements: 

(1) employees and self-employed persons must be separated; 

and 
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(2) resident persons employed in non-resident enterprises and non

resident persons employed in resident enterprises must be singled 

out. 

For the rest, the classification of (self-)employed persons may be 

based on a combination of background and (main) job characteristics, 

like sex, schooling, age, ethnicity and place of residence on the one 

hand, and occupation, type of job contract (full-time/part-time, 

permanent/ temporary), region and subsector of employment on the other 

hand. Another consideration should be that within-group variations in 

relative wage rate changes are smaller than between-group variations. In 

common with the household taxonomy, an inverted tree-structure may be 

built. A classification by industry of employment is less relevant, 

because this is already shown in the SAM by the cross-classification of 

value added. If, for example, employees in establishments belonging to a 

corporate enterprise are separated from those working in unincorporated 

firms, and the industries are tabulated by !SIC-class, the primary input 

submatrix would show labour income in plantations separately from labour 

income in small-holdings growing fruit, nuts, beverage or spice crops. 

In practice, non-produced asset units can only be distinguished in 

the SAM-framework if such a (volume) unit is in fact observable, that 

is, if price and volume changes can be disentangled. In addition, 

sufficient data on the own-account input of this asset should be 

available and as well a reasonable imputation for the price (changes) 

thereof. For instance, if a well-developed market exists for the rental 

of farm-land of various qualities and if the (own-account) input of 

these types of land is regularly surveyed, part of agricultural mixed 

income and operating surplus could in fact be assigned to the services 

derived from using land. A similar procedure may be followed for some 

subsoil assets, for R&D assets like patents, etc. 

In this way, several categories of property income payable, including 

an imputation for self-earned property incomes, would be distinguished 

as sub-components of mixed income and operating surplus by industry. 

This serves to yield more insights into (1) which (primary) inputs have 

produced the outputs of a certain industry and (2) which subsectors have 
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provided these inputs. For the time being, a complete enumeration is not 

feasible; a remuneration for the use of some assets, like the 

organization of production or the external environment, cannot usually 

be isolated. The 'unexplained' value added may then be classified by 

subsector to which the establishments in each industry belong. The 

rationale for this is that the relative use of these unidentifiable 

inputs may be more homogeneous by subsector than by any other 

operational classification criterion. Notice that this principle implies 

that (part of) operating surplus is cross-classified by industries and 

institutional (sub)sectors in the SAM (cf. table XV.7 in the revised 

SNA's chapter on Supply and Use Tables and Input-Output). 

Products may be distinguished by type, adapting the Central Product 

Classification (CPC) [United Nations, 1991] to specific circumstances 

and needs, followed by a subdivision of some of these categories into 

domestic products and imports. Sometimes, products which are apparently 

very much alike ought not to be grouped in a single category because 

they are traded in totally different markets, at very different prices. 

As a rule, an important consideration in a taxonomy of products should 

be that within-group variations in relative price changes are smaller 

than between-group variations. 

For industries, it is sometimes useful to supplement a local 

variation of the ISIC by a classification by institutional subsector of 

the enterprise to which the establishment belongs; there may be informal 

household firms and foreign-controlled corporations which produce 

similar products, like clothing, but these establishments do not operate 

on the same output or input markets. In addition, key industries could 

be set apart. In the Fixed Capital Formation Account, a different (more 

aggregated) taxonomy of industries can be applied. 

4.2 Classifications in the Indonesian SAMs 

Obviously, in practice only a few classification criteria can be applied 

simultaneously. It is therefore expedient to start from an inverted 

tree-structure. Figure 2 exemplifies this process of successive 
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subdivisions in the case of the household taxonomy in the Indonesian 

SAMs. 21 This classification was designed by Downey [1984, 1985], 

following the provisional guidelines as published by the United Nations 

[1977): 

(1) all non-institutional households are split into 

agricultural, rural non-agricultural and urban non

agricultural; 

(2) agricultural households are split into agricultural 

employees and farmers (own-account workers and employers 

combined); 

(3) rural and urban non-agricultural households are split into 

i) 'lower' level (defined in step (7) below), ii) 

economically inactive (that is, recipients of transfer or 

property income) and iii) 'higher' level (defined in step 

(9) below); 

(4) agricultural labourers are not further broken down; 

(5) farmers are split into small farmers, medium farmers and 

large farmers, depending on the size of land owned; 

(6) small, medium and large farmers are further partitioned, in 

six, two and five subgroups, respectively, depending on the 

size of land owned (see figure 2); 

(7) 'lower' level rural and urban non-agricultural households 

are split into three subgroups: i) own-account workers, 

excluding professionals and technicians and own-account 

workers in 'modern' service industries (ISIC: 61,64,81-83), 

ii) 'lower' level clerical, sales and service employees 

21. Originally, t.h• classifications in t.h• 1975 and 1980 SAHa were not ezactly the•-· Tb• aoat 

serious devietion• hev• been repaired<••• Keunina (1993: forthc«-inal) while the r-ininc, 

... 11 differences typicelly occur at th• most detailed level of the clasaificetion which have 

not been used in the final reconciliation of both SAHa. 
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(ISCO 36,37,45,49,52-56,58,59) and iii) manual employees; 22 

(8) economically inactive rural and urban non-agricultural 

households are subdivided in accordance with the age of the 

head of the household: i) <25 years, ii) 26-50 years and 

iii) >50 years; in addition, these households include the 

(insignificant) subgroup of unclassified households; 

and 

(9) 'higher' level rural and urban non-agricultural households 

are split into i) employers, ii) own-account professionals 

and technicians and own-account workers in 'modern' service 

industries (ISIC, Rev.2: 61,64,81-83), iii) managing and 

supervising employees, iv) professional and technical 

employees, v) 'higher' level clerical, sales and service 

employees (ISCO 32-35,38,39,42-44,57) and vi) military 

employees. 

All in all, this yields 40 subgroups (14 agricultural, 13 rural non

agricultural and 13 urban non-agricultural). When constructing the SAMs, 

this classification has mostly been used. However, the final 

reconciliation of blocks of the SAM has been done at a higher level of 

aggregation. This agrees with the 10 groups indicated with Roman 

numerals in figure 2. 

In addition to the household subgroups, only two sectors have been 

distinguished in the Indonesian SAMs: corporations and the government. A 

breakdown of the corporate sector will not be shown in this paper, 

although it was used when compiling some parts of the SAMs (this 

concerns: private national, public oil and non-oil, foreign oil and non

oil corporations, respectively). Besides, some computations have been 

carried out for four levels of government: central, provincial, district 

and municipality level. 

22. ISIC stands for Internetional Standard Industrial Classification of all aconOlllic activitiaa, 

Revision 2 [United Nations, 1968b) and ISCO means International Standard Claaaification of 

Occupation■ [International Labour Office, 1957). In both casa■, an updated var■ion ha■ appeared 

after the completion of tha (ra-)tabulations of basic data which underly the Indoneaian SAMa. 
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Data limitations necessitated that only two sectors are distinguished 

in the Capital Account, namely a private sector (households and 

corporations) and a public sector (government). However, in our matrix 

format such data limitations in the field of capital expenditures do not 

have any repercussions on the classification that is applied in the 

current accounts. Here we see one of the advantages of the multiple 

sectoring property of accounting matrices. 

The most extensive classification of labour in the Indonesian SAKs 

encompasses 40 categories: rural/urban x paid/unpaid x male/female x 

five occupations (i) agricultural worker, ii) manual worker, iii) 

clerical, sales or service worker, iv) professional or technician and v) 

manager or supervisor). Obviously, paid labourers are employees, while 

unpaid labourers consist of employers, own-account workers and unpaid 

family members. As commuting from and to a neighbouring country is 

negligible in the case of Indonesia (cf. cells (3,10) and (10,3) in 

table 2), there was no need to distinguish separate categories for 

resident persons employed in non-resident enterprises and non-resident 

persons employed in resident enterprises. In the most detailed tables 

that will be presented in this paper, a somewhat less detailed 

classification is mostly applied: 16 categories, whereby the last 

dichotomy of the above list is dropped and occupational categories iv) 

and v) are combined. 

Asset income has first been subdivided into produced capital income 

and non-produced capital income. The former equals the consumption of 

fixed capital. Subsequently, the latter is classified by institutional 

sector of ownership: i) unincorporated, ii) corporate private national, 

iii) public, and iv) foreign. In principle, the income accruing to joint 

ventures has been split in accordance with the shares held by both 

parties. Next, unincorporated net operating surplus has been singled 

out. This only refers to net income from owner-occupied housing and has 

therefore been labelled: unincorporated net housing income. The part of 

mixed income that is generated by non-produced capital input is then 

subdivided by type of activity in which it is generated: agricultural 

versus non-agricultural. Obviously agricultural land input is an 

important determinant of the former category, but it also includes e.g. 



- 31 -

a remuneration for the use of financial capital in agriculture. Finally, 

non-housing unincorporated non-produced capital income generated outside 

agriculture is subdivided by two household subsectors of ownership: 

rural versus urban households. All in all, this yields eight categories 

of non-labour primary inputs. 23 

As an Input-Output Table instead of Supply and Use Tables was used in 

the construction of the Indonesian SAMs, the classification of products 

and industries is essentially the same. In the most detailed SAMs, this 

classification is a somewhat aggregated version of the two-digit ISIC

taxonomy (Rev.2). A conversion of the 1975 and 1980 Input-Output 

classifications into !SIC and SAM-classification is presented in the 

Appendix to Keuning [1993, forthcoming]. Apart from this, all products 

have been distinguished into domestically made and imported. This is 

thus also shown in the Use Table, by intermediate and final demand 

categories and by product group. In addition, tables on household 

consumption have been compiled for a more detailed taxonomy of products 

which results from a combination of the categories distinguished in the 

most detailed Input-Output table and the household budget survey (see 

Downey (1988] and Sutomo (1989]). 

5. More detailed SAMs for Indonesia 

5.1 A somewhat elaborated SAM 

The aggregate SAM for Indonesia (table 2) serves as a reference table 

for subsequent, more detailed tables. The 1968 SNA expressed this 

procedure as follows: "By following a concise, economical notation, a 

good notation as mathematicians would say, we can see the wood and at 

the same time retain the trees." [United Nations, 1968a: paragraph 

1.24]. In the more extensive presentation of the Indonesian economy 

(supply and use table, sector accounts etc.), the linkage between the 

detailed submatrices and the aggregate SAM is established through a 

23. In the 1975 SAM, th• income eccruing to egricultural land baa bem singled out and aubdivided 

by quality of th• land (wat land/dry land) and by aiza of tha land holding (14 aubgroupa); 

rafar to Downey (1984) and Kauning (1984). 
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system of codes. 

An intermediate stage towards a full-fledged SAK is represented in 

table 3. This matrix mainly serves a didactic purpose. On the one hand, 

it represents about the largest SAK that can still be printed on a 

single page, which may facilitate its reading by an outsider. On the 

other hand, almost all accounts are sufficiently broken down to 

demonstrate some of the distinguishing features of such a SAK-framework. 

Among other things, it shows: 

The circular flow of income, including a subdivision of 

labour income by eight categories of employed persons; this 

enables a more detailed analysis of the linkage between 

value added of industries and primary income of household 

subgroups. 

The interdependence between the distribution of income and 

the structure of production; among other things, this is 

related to diverging demand patterns of various (six) 

household groups. 

The subsectoral allocation of saving, including a 

subdivision of fixed capital formation by investing 

industry; this enables a more detailed analysis of the 

linkage between fixed capital formation of subsectors and 

fixed capital formation by category of goods and services. 

In this table, the distribution and use of income accounts (nr.s 4, 5 

and 6 in table 1) have been combined. If necessary, the previous table 

might again be consulted for the meaning of each non-empty block. 

Rows lA-lJ give the upper part of a Use Table. The destination of 

imported and domestically made products is shown for five product 

groups. It is obvious that households consume relatively few imported 

products; cf. the numbers in submatrix (lF-lJ, 4_6A-4_6F) and in 

submatrix (lA-lE, 4_6A-4_6F). Mining and manufactured products make up 

811 of the purchasers' value of imported products; cf. the total of rows 
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lF-lJ. Kost of these imports are used as intermediate inputs or as fixed 

capital goods in the domestic mining, manufacturing and construction 

industry; cf. the figures in row 11. Notice that only in this industry 

the acquisition of capital goods of foreign origin surpasses that of 

domestic manufacture; cf. row vectors (lC, 8) and (11, 8). More details 

on demand patterns by household subgroup, inter-industry deliveries, 

exports and investment by capital good and industry of destination will 

be discussed elsewhere (Keuning (1993: forthcoming]). 

Columns lA-lJ have the format of a Supply Table with rows and columns 

transposed. 24 However, the Kake Matrix (2A-2E, lA-lE) is not fully 

articulated in this case; it is a diagonal matrix as the Indonesian 

Input-Output Table was converted into the present format. The row vector 

in the top left-hand corner (lK, lA-lJ) contains a specification of the 

trade and transport margins. It shows the relevant margins on domestic 

and imported products, and records the sum of these as a negative entry 

in the column for trade and transport services (cell lK,1D), such that 

the figures in this block add up, row-wise, to zero; cf. the total of 

row lK. Consequently, column lK is empty and has been deleted. This way 

of recording ensures that the total of columns lA-lJ (total supply) is 

valued at purchasers' prices, just like total uses of these product 

groups; the totals of rows and columns lA-lJ are thus the same. 25 

The row vector (4-6H, 1) gives 'indirect' taxes minus subsidies. It 

is obvious that none of the product groups distinguished in this table 

is heavily taxed. In fact, imports are even subsidized, on balance. 

Imports, at c.i.f. prices, are recorded in vector (10, lF-lJ). Notice 

that the trade balance for food and food products and for services is 

negative; cf. vectors (1, 10) and (10, 1). 26 

24. In.., view, a preaentation of the Supply and Uae Tahl• liker-. and colmma 1 and 2 in thia 

table ia clearer than ita presentation in the SKA (United Nations, 1992: chapter XV), whereby 

only the Uaa Table record■ raaourcaa in tha r-. and u••• in the coliama; thia ia reveraed in 

the SIIA'a Supply Tabla. 

25. For aome purpo•••• an alternative way of recordina trada and transport margin•..,. be 

prafarabla; a.g., racordina th••• margin• on all u••• aeparately, that ia, in (UC, 2·10), and 

allocatina th-•• a production of the trade and tranaport industry in the colmm for th••• 

margin• (cell 20,lK); the figure in cell (20,10) is then reduced by tbia -,wit. However, thia 

implies that uses of other product groups are no longer valued at purcbaaera' price■. 

26. Th• figure in cell (ll,10) agr••• with domestic trade margin• on gooda in tranait; ••• cell 

(lK,lI). Th••• unspecified products had to ba claaaified with personal and houaehold aervicea. 
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Rows 2A-2E record output by industry and columns 2A-2E contain 

various kinds of inputs by industry. The intersection between these 

columns and rows 3A-3K presents a decomposition of Gross Domestic 

Product, at factor cost, by primary input category and by industry. In 

this submatrix, compensation of employees is shown for four occupational 

categories and separately for paid and unpaid labourers. In the latter 

case, this obviously concerns an imputed compensation. These imputations 

have been calculated at a very disaggregated level (1368 labour 

categories), based on hours worked of the self-employed and the average 

wage rate of employees with the same background and job characteristics. 

It is clear that for agricultural workers and clerical, sales and 

service workers the imputed remuneration for the labour of the self

employed largely surpassed the actually paid wages and salaries, while 

for manual workers and professionals, technicians, managers and 

supervisors the reverse applies; cf. the total of rows 3A, 3C, 3E and 3G 

with that of rows 3B, 3D, 3F and 3H, respectively. Below, these val•1es 

will be decomposed into a volume (full-time equivalent employment) and a 

price (average wage rates). 

The remuneration for the input of assets in production is split into 

a remuneration for the use of produced fixed assets (row 3K), that is, 

depreciation costs, and a residual, which has been assigned to two 

categories of owners by production activity: private national and 

public/foreign proprietors. The latter receive even more net non-labour 

income than the former; cf. the total of rows 31 and 3J. This is largely 

due to the enormous profits in (oil) mining; see cell (3J,2C) and table 

4 below. 

Rows 3A-3K register the receipts of national primary input units. The 

allocation of primary income to institutional subsectors is presented in 

columns 3A-3K. 27 As all elements of both the vectors (3, 10) and (10, 3) 

are zero, domestically generated income equals nationally generated 

income in this case. The figures in submatrix (4-6, 3) demonstrate that 

all household subgroups have multiple sources of income generated in 

27. Bouaehold receipt• of unincorporated non-produced capital income generated in agriculture 

include receipt• minua inter-houaahold payment• of land rent in thia c•••· Data limitationa 

prevented a more correct recording of th••• flowa, n-ly in block (4_6, 4_6). 
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production. For instance, the households of agricultural labourers 

acquire only half of their generated income from wages and salaries of 

agricultural workers. Apart from this subgroup, wages and salaries also 

account for a large share of generated income in the subgroups of higher 

level non-agricultural households. 

The rows 4-6 contain not only generated income but also other current 

receipts of the institutional subsectors: property income, taxes on 

income, wealth, etc. and current transfers. In the Indonesian SAKs, 

interest, dividend, rent, etc. are recorded on a net basis, that is, as 

receipts minus payments. 28 Dividends and part of the interest flow from 

corporations, including public corporations, to households and to other 

corporations. In fact, these receipts mainly accrue to higher level 

urban households; see vector (4_6A-4_6G, 4_6G). Property income 

attributed to insurance policy holders was considered negligible. 

Current taxes on income, wealth, etc. are recorded in the vector 

(4_6H, 4_6A-4_6G). It is obvious that the lion's share of these levies 

is borne by (oil) corporations. This vector also includes a small part 

of land rent, paid by households to the government. Social assistance 

benefits are paid by the government and received by households. These 

grants are not very substantial; cf. vector (4_6A-4_6F, 4_6H). Transfers 

between different layers of general government are given in cell 

(4_6H,4_6H). 

The rest of the intersectoral current transfers (social 

contributions, other social benefits that are not in kind, non-life 

insurance premiums and claims, and other transfers) have been 

consolidated or considered negligible, in so far as they did not involve 

a household as one of the transactors. 29 For the household subsectors, 

28. Only part of th• interest is recorded here, since indirectly paid bank service■ were already 

allocated to th• supposed users in the Indonesian Input-OUtput tables. In contrut with 

reality, only th• borrowers of money and not the depositor• have been conaidared u users of 

th••• bank services when compiling the Input-Output tabl••· Thia way of racordina baa -t bean 
changed here, in order to maintain consistency between the SAHa and the Input-Output table■, 

although another approach is to be preferred (Xeuning, 1990]. 

29. Thia excludes social transfer• in kind such as household benefits of public expenditures on 

education and health. It 1a preferable to record auch transfer• in a auppl-tary table; refer 

to section 6 and foot note 35 below. 
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they have been recorded on a net basis, and directly from the paying 

subsector to the receiving one. In other words, intermediaries like 

social security funds, pension funds, insurance corporations, etc. have 

been skipped, except for their service charges that were recorded as 

household consumption. There are two reasons for this short-cut. First, 

data on these transfers were virtually lacking, and secondly, the social 

security system was still very much in its infancy in Indonesia in the 

second half of the seventies. 30 Regarding non-life insurance, it has 

been assumed that in each household group the claims equalled the 

premiums minus the service charges accruing to the insurance 

corporations. In other words, receipts minus payments of these current 

transfers was nil in all cases. This implies that submatrix (4_6A-4 6F, 

4_6A-4_6F) records receipts (row-wise) and payments (column-wise) of 

social benefits and contributions, pension fund benefits and premiums 

excluding service charges, and miscellaneous current transfers. The only 

recipients are the economically inactive households (e.g. students, 

households headed by a jobless female whose husband lives and earns an 

income in another location, unemployed and old-aged, in so far as all 

such household heads live on their own). 

Property income and transfer receipts from the rest of the world are 

registered in vector (4_6, 10). For households, this concerned 

remittances of emigrant workers. Corporations received interest and 

dividend from abroad. Finally, the 1980 receipts of unrequited official 

·, transfers as recorded in the balance of payments should be partly seen 

as current transfers according to an official publication on Indonesia's 

government accounts [Biro Pusat Statistik, 1985]; cf. cell (4-6H,10). 

Columns 4-6 record for all institutional subsectors: final 

consumption expenditures (rows lA-lJ), intersectoral payments of 

property income and current transfers (rows 4_6A-4_6H), gross saving 

(rows 7A-7B) and payments of property income and current transfers to 

abroad (row 10). It is obvious that profit outflows by foreign-owned 

Indonesian subsidiaries were substantial (cell 10,4_6G). The bulk of 

cell (10,4_6H) refers to interest payments on government debt. 

JO. ~at more articulated account• !or 1987 and 1988 are presented in Snel [1991). 
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Data limitations necessitated a more condensed classification of 

institutional sectors in the capital account (#7). The mapping from the 

more elaborate sector classification in the income distribution and use 

account to the more aggregate taxonomy in the capital account is shown 

in the submatrix (7A-7B, 4_6A-4_6H). This submatrix contains the 

balancing item of the income distribution and use account, whereby gross 

saving of the first seven subsectors is allocated to their combined 

capital account. Only government saving is shown in a separate row (cell 

7B,4_6H). 

For the rest, the rows of the capital account record capital 

transfers received from other sectors (submatrix 7A-7B, 7A-7B) and from 

abroad (7A-7B, 11). Transfers from the government to the combined 

corporations and household sector (cell 7A,7B) mainly concerned 

investment grants allocated to public enterprises. 31 Intersectoral 

acquisition less disposals of non-produced, non-financial assets (land, 

intangible non-produced assets, etc.) has been considered negligible. 

An allocation of these funds is specified in columns 7A-7B. First, 

changes in stocks are recorded in the submatrix (lA-lJ, 7A-7B). Special 

attention should be paid to sectoral differences in the allocation of 

gross fixed capital formation to industries (see submatrix 8A-8E, 7A-

7B). It is obvious that the contribution of the government sector to 

total investment was quite substantial, particularly in agriculture and 

(government) services. 

The financial balance of the combined corporations+households sector 

and the government sector is given in the row vector (9, 7A-7B). This 

balance is positive, even for the government, which is probably due to 

the particularly favourable economic conditions in this year ('oil 

boom'). 

The elements in rows and columns SA-11 have already been discussed 

above. 

31. Th••• •r• unrequited tran•f•r•. Direct participation of the govertaent in the corporate ••ctor 

i• to b• •hewn in a financi•l •ccount, which 1• conaolidated in thi• SAM. 
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A more detailed SAM cannot usually be presented on a single page. 

Even if this is technically feasible, it would entail that much empty 

space is shown on one, very large sheet of paper. In turn, that may not 

lead to an optimal absorption of information by the reader. Instead, the 

labelling system described above could be used to present one non-empty 

block (or a few small, adjacent blocks) at the time. This idea is 

illustrated in the next section. 

5.2 A detailed value-added submatrix 

Table 4 unveils part of the information contained in the full-fledged 

SAMs for Indonesia. It looks at 1980 GDP, i.e., cell (3,2) of the 

aggregate table 2, through a magnifying glass. This submatrix is part of 

the (13lxl28) SAM that will be presented in Keuning [1993: forthcoming]. 

The industry classification is a somewhat aggregated version of the 

Indonesian variant of two-digit !SIC (Rev.2). Cross-reference with the 

five production activities distinguished in the previous table is 

possible through the coding system. Furthermore, each group of employed 

persons in Table 3 is broken down by their residence; rural or urban. 

Concerning net non-labour income, receipts from the input of seven 

categories of non-produced capital have been distinguished here: 

unincorporated capital in agriculture (e.g. farm land used by small

holders), unincorporated capital in owner-occupied housing (e.g. 

financial capital), unincorporated capital in other rural production 

activities and in other urban production activities, corporate private 

domestic capital, public capital and foreign capital (cf. subsection 4.2 

above). 

In addition, some interesting subtotals are provided: e.g. male and 

female labour income, gross mixed income and gross operating surplus. 

The new SNA utilizes the term mixed income for unincorporated operating 

surplus, excluding the operating surplus from owner-occupied housing. 

Note that in this table both labour income and mixed income include 

'unpaid' labour income, that is an imputed remuneration for the labour 

of the self-employed (employers, own-account workers and unpaid family 

workers). The imputed compensation of a self-employed person unit has 
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been estimated as hours worked times the hourly wage of an employee with 

similar background and job characteristics in the same industry. 

From this table the following illustrative conclusions can be drawn: 

The share of 'pure' capital income, that is, excluding 

imputed labour income of the self-employed, in GDP was very 

high: 641. This was mainly due to the huge windfall profits 

in (oil) mining, which accounted for about a quarter of 

GDP. However, unincorporated capital income was certainly 

not negligible; for instance, in food crops cultivation 

half of value added accrued to this category and this 

mainly reflected a remuneration for the input of 

agricultural land. 

The share of total labour income varied sharply by 

industry: from 11 in mining to 971 in personal and 

household services. Even within agriculture and within 

manufacturing this proportion was far from uniform; e.g. 

171 in forestry vs. 511 in food crops cultivation and 191 

in chemicals, basic metals and non-metallic minerals 

manufacturing vs. 60% in wood and wood products 

manufacturing and construction. 

Overall, 90% of capital income concerned a remuneration for 

the input of non-produced capital; however, in utilities, 

transport and communication and real estate and business 

services the costs of the consumption of fixed capital made 

up more than 20% of gross value added. 

Female labour income accounted for 201 of total labour 

income. This share was particularly low in transport and 

communication, fishery, and wood and wood products 

manufacturing and construction. Only in restaurants, 

textile manufacturing, and trade and transport services 

women earned more than 301 of total labour income. Three 

industries - trade and transport services, government, 
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social, cultural and recreational services and food crops 

cultivation - generated 681 of total female labour income 

and 541 of total male labour income. 

Labour income was fairly equally spread over the four 

occupational categories distinguished here, whereby 

clerical, sales and service workers obtained somewhat more 

than a quarter (311) and professionals, technicians, 

managers and supervisors somewhat less (191). Clerical, 

sales and service workers obtained the highest share in 

mining and in all service industries, except transport and 

government, social, cultural and recreational services. The 

latter industry was the only one were professionals, 

technicians, managers and supervisors dominated the wage 

bill. In fact, these workers received almost three quarters 

of their income in that activity. 

581 of labour income accrued to rural households; apart 

from agriculture, more than half of labour income also went 

to rural areas in quarrying, wood and wood products 

manufacturing and construction and food processing. 

Imputed labour income to the self-employed accounted for 

451 of the total; almost two thirds of this income was 

earned in two industries: trade and transport services and 

food crops cultivation. 

Unincorporated capital income accounted for slightly over 

one third of total non-labour income; excluding the 

windfall profits in (oil) mining, this proportion rises to 

581. Gross mixed income surpassed gross operating surplus 

in agriculture and food processing, quarrying, textile 

manufacturing, and the services in group 2D except other 

transport and communication. 

More than half of corporate capital income accrued to 

foreign share-holders. This was mainly due to their 
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dominant role in the very lucrative oil business. However, 

as these proceeds were subject to a special tax, the 

proportion of after-tax capital income appropriated by 

foreign investors was much smaller. 

Many branches of industry were dominated by public 

enterprise: chemicals, basic metals and non-metallic 

minerals manufacturing, utilities, other transport and 

communication and banking and insurance. 

The above list illustrates that this part of a full-fledged SAM 

yields all kinds of insights into the distribution of value added by 

industry. However, this is not the full story. The essence of the SAM is 

that table 4 has not been constructed in isolation, but is fully 

integrated with the Supply and Use Tables (accounts 1 and 2 in the SAM) 

on the one hand and with disaggregated sectoral accounts (accounts 4-7 

in the SAM) on the other. 32 The detailed information in table 4 can 

therefore be linked to meso information on other economic processes. 

In particular, this enables all kinds of meso-level analyses that 

focus on the linkages between processes of production and generation of 

income on the one hand and processes of (re)distribution and use of 

income on the other hand. An example of such an analysis is provided in 

Keuning [1992b]. 

Both labour statistics and the national accounts do not only deal 

with labour incomes. Perhaps even more important is a decomposition of 

these values into a volume and a price component by labour type and 

industry: full-time equivalent employment and (weighted, full-time 

equivalent) wage rates, respectively. The advantages of linking such 

detailed volume and price information to the SAM-values are evident. 

This is but one example of the extensions that are needed to arrive at 

an optimal meso-level information system for monitoring and analyzing an 

economy. A more systematic review is provided in the next section. 

32. In addition, labour income and .uploymant have bean estimated jointly (sea below) and the 

plausibility of the 1975-1980 growth rates of all caaponants has bean checked. 



- 44 -

6. Towards a System of Economic and Social Accounting Matrices and 

Extensions (SESAME) 

6.1 General principles 

In many cases, it is expedient to reconcile the SAM-figures and related 

data which are available from all kinds of dispersed sources. This leads 

to supplementary tables which show: 

(1) Various stocks underlying the SAM-flows, such as size and 

composition of the population by household group (including 

the potential labour force), production capacity by 

industry and the possession of assets (e.g., agricultural 

land, consumer durables and financial assets) and 

liabilities (e.g., external debts) by subsector. 33 

(2) A decomposition of (changes in) values into (changes in) 

volumes and prices; this refers not only to products but 

also to various categories of labour services, and to fixed 

capital formation by industry. 34 

(3) Related non-monetary socio-economic indicators, such as 

life expectancy, infant mortality, adult literacy, nutrient 

intake, access to (public) health and education facilities, 

and housing situation by household group; cf. the United 

Nations (1975] publication on a System of Social and 

Demographic Statistics (SSDS). In addition, environmental 

data and summary indicators should be included. 

(4) Some imputations and re-routings; it may not be opportune 

or feasible to insert in the SAM all imputations and re

routings prescribed by the revised SNA, but in that case 

33. An altarnative is to incorporate balance aheets in the SAM (cf. Pyatt [1991b: table 10) 1111d 

table XX.7 in the reviaed SNA). 

34. If all fixed capital formation ia regiatered when the aaaet ia ready for uae, th• 'vol\ae

effect' is the capacity increase of the investing industry expresaed in term■ of ita 11111Xiaa 

output volime(a), and the 'price-effect' ia the price per volime unit of capital formation, 

that is, the inveatment value divided by the inveatment volume. Aa a result, the capacity 

effect■ of investment are conceptually integrated in a national accounts fr-rk. 
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satellite tables can serve to bridge the gap between a SAM 

and accounts that are supplied to international 

organizations; this concerns, for example, final 

consumption by household group paid for by government and 

private non-profit institutions. 35 

(5) A breakdown of several transactions shown in the SAM 

according to a third criterion. Examples of such three

dimensional tables are: (1) property incomes by type (rent, 

dividend, interest, etc.) as well as by paying and 

receiving subsector, (2) financial transactions both by 

type of financial asset and by creditor and debtor sector, 

and (3) generated income by primary input categories and 

as well by paying industry and by receiving subsector. 

Such an extended set of tables (i.e., a 'core' SAM and its various 

satellite tables) may be called: a System of Economic and Social 

Accounting Matrices and Extensions (SESAME). 

Key features of a SESAME are: integration and multiple 

classifications; in other words, a conceptual and numerical linkage of 

all kinds of related monetary and non-monetary phenomena, which are 

expressed in different measurement units. A SESAME registers for all 

variables both the national total value and its distribution among 

socio-economic household groups, categories of employed persons, etc. As 

a next step, a whole range of summary indicators can be derived from 

such a data set, including indices that cover distributional aspects 

(e.g. GDP, NNI, population size, (un)employment, inflation, balance on 

current account of the balance of payments, income inequality, 

35. For monitoring purposes, the tertiary income distribution could also be shown in the SAM 

proper. However, th••• imputation■ should be ■et aside in an analysis that makes use of average 

or marginal expenditure propensities.,.. redistributed income in kind i ■ by definition fully 

spent on certain good■ and service■, it■ size influence■ neither saving nor the final 

consumption of other product■. Incorporating such imputation■ in the SAM proper would thus 

distort an evaluation of household expenditure decisions. Note, though, that the•- applies 

to income imputed when valuing output for own final consumption at equivalent market prices 

(subsistence production, service■ of owner-occupied dwelling■, etc.) and to wages in kind. 
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environmental indicator(s), daily calorie intake of the poorest 

subgroup, average number of years of schooling, etc.). Whatever set of 

aggregates is preferred, they would all share one crucial feature: every 

indicator is computed from a single, fully consistent statistical 

system. 311 

A SESAME opens the door to a more general insight into the state of 

human development without giving up a system's approach. The advantage 

of such an approach are in terms of increasing relevance, reliability 

and efficiency. Relevance is increased because the derivation of main 

economic and social indicators from a single meso-level information 

system means that linkages among their values can be analyzed. For 

instance, formal models may then include feed-backs from non-monetary to 

monetary variables. 37 Besides, a conceptual anchoring of (more) 

aggregate indicators within a single accounting system may lead to more 

uniformity and more stability of definitions; if only, because in this 

way any adjustment should be weighed against its repercussions on the 

rest of the system. 

Reliability is enhanced because the more data are confronted at a 

meso-level, the more logical identities can be checked. As the SSDS 

(United Nations, 1975) puts it: "components must add to totals; accounts 

must balance; prices and quantities must multiply out to values." (p.3). 

An obvious example concerns labour statistics. Confronting these with 

the national accounts will facilitate the detection and correction of 

inconsistencies and weaknesses in both sources: on the one hand, trends 

in employment and wage rates by economic activity must be plausible in 

the light of concomitant value-added estimates, and on the other hand, 

311. Thia explicit reference to the derivetion of• core ••t of economic and social indicators can 

in fact be ••en aa a distinguishing feature of a SESAME. In this respect. the central 

fr-rk of th• revised SRA i• somewhat more limited aa it do•• not provide tb• -ao-data tbat 

underlie indicator• for e.g. (un)employment and educational attai-t. Th• scope of th• SSDS 

ia generally much broader, but its linkage to aggregate economic and envircnaantal indicators 

ia l••• explicit. 

37. An ex.apl• may ■ •rv• to illustrate this point. If one ai-d at maximising a policy objective 

operationalized by an isolated indicator (e.g. a Buman Developaent Index or a Cona\aer Price 

Indax tbat ta baaed on a consumption concept which ( ■ lightly) deviatH frca tb• one used in tb• 

national accounts), one might come up with -••urea that supposedly lead to a better value of 

thi ■ indicator. However, it would be impo■■ ibl• to•••••• th• repercuaaiona of another value of 

this indicetor on other aocio·aconomic objectives, •• operationalized by other aggregate 

indicators. 
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the national accounts' assessment of changes in the wage bill by 

industry must agree with the sum of credible changes in related 

employment and wage rates by labour category. A similar argument applies 

to the supply side of the labour market. 

Efficiency is served as this system may promote the usage of uniform 

units, classifications, concepts, etc. throughout a statistical system. 

One of the advantages of such a harmonization is that the matching of 

results from different surveys becomes much easier. In turn, that may 

imply that less questions per survey and perhaps even smaller samples 

are required. This will concomitantly reduce the respondent burden. It 

stands to reason that some groups of specialized users will then prefer 

a different classification or concept for a specific field of their 

interest. Evidently, such figures have less characteristics of a pure 

public good than an integrated data system and therefore the compilation 

of data according to such special purpose classifications, concepts, 

etc. may receive a somewhat lower priority in official statistics. 

An important social concern is the level and composition of 

(un)employment. A SESAME commonly provides additional information on 

this issue, via a subdivision of total employment by type of person 

employed and industry of employment on the one hand and by household 

group and type of person employed on the other. These tables should then 

be classified in the same way as the concomitant labour income 

submatrices in the SAM proper; refer to the submatrices (3A-3H, 2A-2E) 

and (4_6A-4_6F, 3A-3H), respectively, of table 3. Besides, these 

detailed employment figures and the concomitant labour income figures in 

the SAM should be consistent; in other words, dividing the latter by the 

former should yield plausible average wage rates in all cases. 

Evidently, an estimate of total employment requires that the self

employed are also distinguished in the classification of employed 

persons; cf. tables 3 and 4. 

As a next step, one may confront (1) the allocation of (imputed) 

labour incomes by category of employed persons to household subgroups as 

shown in the SAM; cf. submatrix (4_6A-4_6F, 3A-3H) in table 3, (2) a 

decomposition of these incomes into full-time equivalent employment and 
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average wage rates and (3) the potential labour force by household group 

and type of person (expressed in 'full-time' equivalents). This yields 

detailed information on the composition of unemployment and an aggregate 

indicator ('full-time equivalent unemployment') which is consistent with 

the other macro-economic indicators in the SESAME. Moreover, a basic 

unit in the Generation of Income Account (#3) is the employed person. In 

so far as these units are resident, their total number agrees with 

employment in terms of person units and subtracting this from the 

potential labour force yields unemployment as it is conventionally 

defined. 

Another example concerns the integration of data on literacy. If, for 

instance, employed persons are classified by education obtained, 

including a group which is supposedly illiterate (completed less than 

three years of primary school, say), and the same is done for the non

employed potential labour force by socio-economic subgroup, a SAK plus 

concomitant population and employment matrices would reveal, e.g.: 

Adult literacy by socio-economic subgroup. 

Labour force participation rates of literate and illiterate 

citizens, by socio-economic subgroup. 

Employment, average wage rate and labour income by socio

economic background and by education obtained of the 

employed persons, the illiterate being a separate category. 

Employment, average wage rate and labour income by 

education obtained (including the illiterate as a separate 

subgroup) and by industry in which these employed persons 

are engaged. 

National aggregates for these variables which are 

consistent with the more detailed data. 

Such a data system would encompass more than a simple calculation of the 

literacy rate: it would enable analyses into the causes and consequences 
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of this phenomenon and into the macro-economic trade-offs of policies 

which aim at improving the situation. A similar argument applies to the 

incorporation of environmental issues in a SAM-framework (see Keuning 

[1992a)). 38 

6.2 Linkage of labour income and employment data in the SESAMEs for 

Indonesia 

In order to illustrate the linkage of labour income data and employment 

figures in a SESAME, table 5 shows 1980 employment by labour category 

and industry in Indonesia, whereby the classifications are the same as 

in the previous table. The lower right-hand corner contains an estimate 

of aggregate 1980 employment in Indonesia, namely 57.1 million full-time 

worker equivalents. A similar table for 1975 registers 46.3 million 

worker equivalents [Keuning, 1993 (forthcoming)). This implies an 

average growth rate of 4.21 per year. Juxtaposing this with the average 

annual growth rate of GDP at constant 1980 prices, estimated at 7.71, 

shows that employment growth was lagging behind, or, to put it more 

positively, that average labour productivity has increased substantially 

in Indonesia between 1975 and 1980. 

These estimates of changes in real GDP and employment have been 

derived from SESAMEs for 1975 and 1980 that are both comparable and 

internally consistent. This applies not only to the macro-level, but 

also to a meso-level. Consequently, it can be analyzed which types of 

employment were not keeping pace with overall economic growth, or in 

which industries labour productivity grew so fast. In addition, it can 

be attempted to detect the causes of such developments, using e.g. 

multiplier analysis [Droog, 1992), or their consequences, e.g. for the 

income distribution [Keuning, 1992b). Related economic and social 

indicators which can be derived from these SESAMEs are, among others: 

population growth, the change in the overall Consumer Price Index, the 

38. Thu• far tha SESAME concept ha• bean applied in various ■atallita fr-rta, aucb aa a 

National Accounting Matrix including Environmental Account• (NAHEA) Ida Boo, Boacb, Gorter and 

Kauning, 1991; Kauning, 1992a) and a framework incorporating tha production of unpaid domaatic 

and paraonal aarvicaa for own cona.aaption within hou■ahold• [Kazamiar and Exel, 1992). In th••• 
information ay■t-, non-monetary data hava a crucial rola to play. 
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growth rate of real per capita Disposable Income, the reversal in the 

balance on current account of the Balance of Payments, shifts in overall 

income inequality, the increase in the average number of years of 

schooling of the potential labour force, the rise of per capita daily 

calorie intake in the poorest household subgroup, the increase in the 

fixed capital stock, etc. [Keuning, 1993 (forthcoming)]. 39 

Apart from a comparison with the concomitant 1975 data set, it might 

also be interesting to juxt~pose the figures in this table and the 

previous one. For instance, average wage rates by type of employed 

person and industry can thus be obtained. It can be concluded that: 

- The share of agricultural labour, rural labour, unpaid labour and 

female labour in total employment is considerably higher than the 

share of these categories in total labour income; related to this, 

their average wage rate is only 0.52, 0.76, 0.73 and 0.68, 

respectively, of the national mean. 

- The share of food crops cultivation, textile manufacturing and 

personal and household services in total employment is considerably 

higher than the share of these industries in total labour income; 

related to this, the average wage rate in these industries is only 

0.45, 0.62 and 0.66, respectively of the national mean. 

- The share of mining, finance and utilities in total employment is 

considerably lower than the share of these industries in total 

labour income; related to this, the average wage rate in these 

industries is 7.21, 7.07 and 3.50, respectively of the national 

mean. 

- The labour input of women was higher than that of men in 

restaurants and textile manufacturing. Female labour input was 

negligible in transport and fishery. In all industries except 

livestock and hotels, average wage rates of males were higher than 

those of females. The difference was particularly pronounced in 

39. Th• most important indicator which ia still lacking from these SESAME• ia an enviroraental 

policy indicator. The conceptual embedding of such an indicator in a SESAME-framework is set 

out in Keuning [1992a]. 
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wood and wood products manufacturing and construction, quarrying 

and food processing. The divergence in wage rates by industry was 

more pronounced for women - varying between 0.50 and 10.37 times 

the national female average, than for men - varying between 0.43 

and 6.57 times the national male average. 

In a wide range of industries most employment was in rural areas. 

This applied not only to agriculture, but also to all manufacturing 

industries except paper, metal products and other manufacturing, 

and to all services except hotels, other transport and 

communication, finance, and real estate and business services. Yet, 

half of all employment in rural areas is in food crops cultivation. 

In all industries except finance average wages were higher in urban 

areas. The divergence in wage rates by industry was more pronounced 

in rural areas - varying between 0.58 and 9.55 times the national 

rural average, than in urban areas - varying between 0.40 and 4.49 

times the national urban average. 

- The proportion of the labour force that is self-employed varied 

enormously by industry: 1% or less in mining, finance, utilities 

and government, social, cultural and recreational services, and 

more than 75% in trade and transport services, restaurants, 

livestock and food processing. Converted to full-time equivalents, 

seven out of ten self-employed worked in two industries: food crops 

cultivation and trade and transport services. At the most detailed 

level of our computations, the average wage rates imputed to the 

self-employed are the same as those earned by their salaried 

colleagues. Nevertheless, at a more aggregate level their wage rate 

was much lower as they were over-represented in low paying labour 

categories and industries. 

- The employment of each occupational category was very much 

concentrated in one or a few industries: 81% of the agricultural 

workers was employed in food crops cultivation, 66% of the manual 

workers in wood and wood products manufacturing and construction, 

personal and household services, land transport and food 

processing, 61% of the clerical, sales and services workers in 
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trade and transport services and 76% of the professionals, 

technicians, managers and supervisors in government, social, 

cultural and recreational services. At the same time, table 5 

shows that the employment in virtually all industries was dominated 

by one occupational category. Not surprisingly, the group of 

professionals, managers, etc. had the highest average wage rate in 

all industries, while agricultural and manual workers typically 

earned the least per hour. At the national level, the average wage 

of the former category was 7.1 times that of the agricultural 

workers. The variation across industries of average wage rates by 

occupational category was also substantial: e.g. for 

professionals, managers, etc. ranging from 0.28 to 4.87 times their 

national average. 

This table may shed some light on the size and distribution of the 

demand for labour of various types. The full-fledged SESAME for 

Indonesia also contains tables on the supply side of the labour market. 

Using the same classification of employed persons as in tables 4 and 5, 

the allocation of labour income and employment to various household 

groups is shown. Confrontation with the potential male and female labour 

force then yielded labour force participation rates by sex and household 

group. In fact, the outcomes of this confrontation were originally not 

all plausible. As a consequence, the underlying sources have again been 

studied and corrected. In this way, we think that the construction of a 

consistent SESAME for Indonesia may have increased not only the 

relevance of both the national accounts and the labour data but also 

their reliability. 

In conclusion of this paper, the usefulness of this kind of tables 

to an analysis of the current economic situation in Indonesia may be 

reviewed. For, as the tables relate to a situation of more than a decade 

ago, one might remark that we are dealing with economic history in this 

case. While acknowledging that for the time being SESAMEs will always 

become available with a delay, some comfort may be derived from the 

experience with the Input-Output approach. In the beginning, these 

tables were also rather out of date before they were published. 

Nowadays, such matrices are a basic tool in the compilation of national 
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accounts in many countries. Eventually, SESAMEs may also serve to 

organize the annual compilation process of integrated statistics. For 

the time being, it is most expedient to compile SESAMEs for benchmark 

years only. More recent annual figures may then be revised such that the 

rates of change with respect to the benchmark year(s) are plausible. 

In the Indonesian case, a SAM for 1985 has already been published 

[Biro Pusat Statistik, 1991] and another one for 1990 is in preparation. 

The 1985 SAM may need some adjustment in order to make it more 

comparable with the new 1975 and 1980 data sets. All in all, it stands 

to reason that in a few years time four SESAMEs are available, 

stretching 20 years through 1990. This enables all kinds of analyses in 

the causes and consequences of the structural adjustments which have 

occurred during this period. Such analyses may still be relevant to the 

economic and social policy-making of today. 
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Introduction 

The following contribution is based on considerations 
which have been developed by the author within the 
scope of a Eurostat project on environment-related 

extensions of input-output tables (contract no. 

0880005). The results of this study had been used for 
elaborating Chapter VI (Input-output applications) of 
the SNA Handbook on Integrated Environmental and 
Economic Accounting (see United Nations, 1992b). The 
concepts of the System for Integrated Environmental and 
Economic Accounting (SEEA) which are described in this 
Handbook are strongly influenced by considerations 
which concepts could provide a useful data basis for 
input-output applications. Extended input-output tables 
seem to be the most suitable framework for analysing 
environmental-economic interrelationships within a 

country and on an international level (see also Beutel, 
1983; Cumberland, 1971; Cumberland, Stram, 1974; 
F~rsund, Str~m, 1972; Franz, 1988, 1989, 1991; 
Hetteling et al., 1985; Isard et al., 1968; Isard, 

1969; Isard et al., 1972; Leontief, 1970, 1973; 

Leontief, Ford, 1971; Lehbert, 1972; Rose, Miernyk, 

1989, paragraph 5.5; Schafer, Stahmer, 1989). The 
following presentation of the concepts of input-output 
tables with environment-related extensions (part 1) and 

of possible applications (part 2 of the paper) aims at 
showing the usefulness of extended input-output tables 
for environmental-economic analysis. Further 
explanations of the concepts applied are given in the 

mentioned Handbook. 
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1 Concepts of input-output tables with environment

related extensions 

1.1 Overview 

Environment-related extensions of input-output tables 

can be accomplished in three steps which 

represent three different levels of information: 

- The first information level (A) comprises the 

t r a d i t i o n a 1 m o n e t a r y d a t a 

of input-output tables with further environment

related disaggregation. In this context, special 

attention can be given to the identification of 

monetary data connected with environmental protection 

activities. These activities could be treated as 

production activities independent of whether they are 

producing for third parties or for own purposes o~ 

the respective economic unit. 

- The second information level (A+ B) consists of the 

monetary data of level A and, in addition, contains 

information in physic a 1 terms on different 

types of economic uses of the 

n at u r a 1 environment (B-data). 

Examples of such uses are especially the depletion of 

raw materials and the discharge of residuals of 

economic activitiee into the natural environment. For 

achieving a comprehensive analysis of energy and 

material flows, additional physical information on 

the flows of goods and on the economic treatment 

(recycling) of residuals should be taken into 

account. 

The third information level (A+ B + C) comprises, in 

addition to information level A+ B, imputed 

costs of depleting and degrading the natural 

environment by economic activities (C data). These 

data reflect a valuation of parts of the physical 
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flows recorded on the information level A+ B. 

Table 1 shows an input-output table with environment

related extensions according to the information level 

A+ B + C which contains the other information levels 

as well. The elements of the table indicate 

monetary data of the traditional national accounts 

(Aij), additional information in physical terms on the 

economic-environmental interrelationships (Bij) and 
imputed costs of depleting or degrading the natural 

environment (Cij, i = 1, ... , 15; j = 1, ... , 11). Table 

1 describes physical (Bij) and monetary data (Aij or 
Cij) in a combined presentation. For each element of 
the table, physical data are shown together with the 

corresponding monetary values. Of course, some elements 

are represented only by monetary or physical 
information. The elements Aij, Bij and Cij can 
represent one figure only, a row or a column with 

figures or a complete matrix with several rows and 

columns. Further disaggration of the elements is of 

course possible (see United Nations, 1992b, especially 

section 3.4, pp. 160 - 164, and Table 3.8). 

Rows 1 to 4, 14, 18 and 19 of Table 1 correspond 

to items which are shown also in traditional input
output tables. In addition, the economic uses of 

natural assets are described in rows 5 to 13. If 
imputed environmental costs are recorded, the impacts 
on value added are indicated in rows 15 to 17. The 

c o 1 u m n classification of Table 1 is very similar 

to the traditional input-output classification. 

Extensions have been necessary only in the case of 

capital accumulation: In addition to the capital 

formation of produced assets, the capital accumulation 

of non-produced natural assets has been shown (column 

9). In the following, the different environment-related 

extensions are described in more detail. 
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1.2 Environment-related disaggregation of traditional 

input-output tables 

(information level A) 

The uses of the products of branches are shown in rows 

1 to 4. The product classification has been 

disaggregated with regard to two aspects1 

- identification of the services of environmental 

protection activities (including recycling), 

- disaggregation of product flows according to their 

origin (domestic, foreign). The data on imported 

(exported) products could be further subdivided by 

specific countries of origin (destination) if the 

international trade should be analysed in detail. 

E n v i r o n m e n t a l p r o t e c t i o n 

activities comprise two types of 

environmental protection: 

prevention of negative impacts of economic activities 

on the natural environment, 

- restoration of economically caused deterioration of 

the natural environment. 

Furthermore, recycling activities could be shown 

explicitly. 

The production activities in the field of environmental 

protection comprise, differing from the SNA concepts 

(see United Nations, 1992a), not only external services 

for third parties, but also internal services for own 

purposes of the respective economic unit. In the 

conventional framework, these services are not treated 

as separate production activities. If they are 

"extern a 1 i zed" , they obtain a value of 

gross output which can be estimated by summarizing 
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their costs (intermediate costs, depreciation, 
compensation of employees). The "externalized" services 
are delivered, in row 1 of Table 1, together with the 

marketed external environmental services, to the 
branches which have used them for their own purposes. 

In the context of information level A, the traditional 
column classification of input-output tables has been 
further disaggregated with regard to environmental 
protection activities. Thus, domestic production and 
capital formation have been shown in a breakdown by 
branches producing environmental protection 
services and other branches. A further subdivision of 
final consumption is not necessary because the 
necessary information on environmental protection 
expenditures is already achieved by a separate record 
of environmental protection services in the product 

classification (rows 1 and 3 of Table 1). 

1.3 Environment-related extensions in physical terms 
(information level A+ B) 

In a second step, physic a 1 data on 
environmental-economic interrelationships are linked 

with the monetary data of traditional input-output 
tables (with disaggregated information on environmental 
protection activities). Physical data comprise 
information on supply and uses of products (rows 1 to 4 

of Table 1), on the depletion of raw materials (rows 5 
and 6) and on the discharge or the economic treatment 
of residuals (rows 8 and 9, 12 and 13). The physical 
information on product, raw material and residual flows 

is shown in a breakdown by origin (domestic production, 

imports). 

It is not proposed that the p r o d u c t flows be 

recorded in physical terms as complete as possible. 

Special attention should be given to those products 

which are especially important for analysing the uses 
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of raw materials and the disposal of residuals. Such 
products are e.g. heavy metals, types of energy and 
chemical products. The uses of recycled products are 
shown in Table 1 explicitly (see row 1). 

The de p 1 et ion of natural assets comprises 
the uses of biological, mineral and fossil raw 
materials for production and final consumption purposes 
(see rows 5 and 6, columns 1 to 3). These uses are 
connected with a decrease of the stocks of depletable 
natural assets in the country (row S, column 9) or 
abroad (row 6). The depletion of raw materials of 
foreign origin does not compriae the imports of 
products within the scope of international trade but 
only the extraction of raw materials in 
extraterritorial regions (e.g. catching fish in the 
ocean). The record of raw materials depleted describes 
the immediate extraction within the natural 
environment. Further uses of marketed raw materials are 
shown as uses of products. Thus, the depleted raw 
materials are only recorded as inputs of the primary 
production sector (agriculture, forestry, mining, 
energy) and, in exceptional cases, as inputs of 
household consumption. It has to be stressed that the 
depletion of biological resources not only comprises 
depletion of non-produced natural assets .(like wild 
plants and animals) but also depletion of living biota 
which are "products" of the branches of agriculture, 
forestry, etc. In this case, depletion is recorded as 
the decrease of stocks of products (row 2, column 8). 

The residua 1 s of economic activities can be 
discharged directly into the natural environment (Table 
1, rows 7 and 8) or can be further treated or stored in 
environmental protection or recycling facilities (rows 
12 and 13). It has to be stressed that the record of 
residuals within an input-output framework will be 
incomplete. The main emphasis should be laid on types 

of residuals which could ir.1ply dangerous impacts on the 
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natural environment. The outcome of residuals can be 
caused by production activities (columns 1 and 2) or by 
household consumption activities (column 3). 
Furthermore, all produced assets become residuals when 
they have not been further used economically (column 5 

to 8). Uncontrolled landfills are treated as part of 
the natural environment. As far as residuals are 
discharged into the domestic natural environment (or 
stored uncontrolled), they are transferred from the 
discharging economic activities (columns 1 to 3, 5 to 
8) to the non-produced natural assets (column 9). In 
the case of economic treatment or controlled storage, 
they are transferred to the environmental protection 
branches (column 1). 

Residuals which originate from the rest of 
the world, are explicitly recorded. As f~r 
as residuals are transported by economic units from the 
rest of the world to the country and, without further 
treatment or controlled storage, discharged into the 
domestic natural environment, the respective flows are 
shown in row 9 of Table 1. If residuals of foreign 
origin are treated or stored (in a controlled manner), 
they are recorded in row 8. 

Only the i mm e di ate transition of residuals 
from the responsible economic activities to the natural 
media is shown. The final destination of residuals is 
not recorded. A comprehensive analysis of 
transformation, assimilation and transport processes 
within the natural environment seems to be beyond the 
possibilities of an extended input-output framework. 
Such an analysis could be undertaken in ecological 
models which may be linked with input-output models in 
a second step. 

Such a limitation of the presented input-output 

framework implies that the record of 
t r a n s b o u n d a r y f 1 0 w s of 
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r e s i d u a l s remains incomplete. Only if 
residuals are transported by produced vehicles to the 
rest of the world (e.g. by ship to parts of the ocean 
outside the country) or from the rest of the world to 
the respective country, such flows are recorded 
("exports" of residuals, rows 8 and 12, column 10, 
"imports", rows 9 and 13, column 11). 

1.4 Imputed costs of economic uses of the natural 
environment 
(information level A+ B + C) 

The third level of extending input-output tables 
contains additional information on the 
e c o n o m i c 
m o n e t a r y 

u s e of the natural environment in 
terms (C-data). Thia monetary 

information can be achieved by valuing physical data on 
the environmental-economic interrelationships (B-data). 
The different types of uses comprise the depletion of 
natural assets (raw materials), the economic use of 
land and the degradation of environmental media by the 
residuals of economic activities. 

The economic uses of the different functions of the 
natural environment are valued only as far as they are 
connected with a quantitative or qualitative 
deter i oration of the natural environment. 
The value of such a deterioration is estimated with the 
costs which would have occurred if the deteriorating 
impacts of economic activities (version IV.2 of the 
SEEA, see United Nations, 1992b, subsection 4.2.3) had 
been prevented. 

Such a valuation concept is used for both extending the 
cost accounts of deteriorating economic 
activities and correcting the asset 
accounts of the different types of natural 
capital affected. The additional environmental costs 
have a positive sign, the corresponding decrease of the 
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value of natural assets a negative sign. In Table 1, 
the value of the economic uses of natural assets is 

recorded in rows 5 to 11. The economic uses comprise 
the depletion of natural assets (row 5 and 6), the use 
of land (row 7) and the discharge of residuals into the 
natural environment (row 8 and 9). Columns 1 to 7 
record the costs of the different types of uses, 
columns 8 and 9 the corresponding decrease of the value 
of natural assets. Small differences between 
environmental costs and the value changes of natural 
assets occur because of transboundary environmental 
impacts of economic activities: Residuals can be 

transported from one country to another (see row 8, 
column 10; row 9, column 11), raw materials can be 
extracted in one part of the world and can, without 
entering the market as imported (exported) products, be 
transferred to another part of the world (e.g. fish of 
the ocean) (see row 6, column 11). 

The calculation of prevention costs refers to both 
produced and non-produced natural assets. In the case 
of produced n at u r a 1 assets 
which comprise only produced biological assets, 
environmental costs are estimated only as far as the 
market valuation of produced biota differs from the 
values according to the prevention cost approach (see 
row 5, column 8). 

The quantitative and qualitative level of the natural 
environment can not only be decreased but also 
increased by economic activities. In this case which 

comprises especially economic activities aiming at the 
r e s t o r a t i o n of natural assets economically 
affected, the corresponding costs are treated as 
(positive) gross capital accumulation of the respective 
natural assets. Thus, cost items are recorded with 
negative sign, capital accumulation items with positive 

sign (see row 10 of Table 1). 
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In the case of environmental costs connected with the 
residuals of produced assets, it is recommended to 
shift the environmental coats from the asset 
accounts to the cost accounts of those branches which 
have used the respective natural assets (see row 11 of 
Table 1). 

The method for valuing economic uses of natural assets 
corresponds to the v a 1 u at ion method applied 
in the case of produced a as et s . In 
both cases, coats are estimated which would have 
occurred for maintaining the qualitative and 
quantitative level of the respective assets. In the 
extended input-output table, the depreciation of 
produced assets is recorded twice, as (positive) cost 
item (see row 14, column 1 and 2) and as (negative) 
change of asset values (see row 14, columns 5, 6 
and 8). 

It has been discussed controversially whether the 
additional imputations of environmental deterioration 
costs should imply modifications of the value added of 
responsible branches and of the asset accounts. The 
extended input-output framework presented in this 
contribution permits three different concepts for 
treating imputed environmental costs: 

1. Environmental costs at maintenance values (based on 
the costs of prevention activities) could be 
subtracted from (net) value added. The diminished 
values are called eco value added (total: eco 
domestic product, EDP). The eco value added is shown 
in row 15 of Table 1 (columns 1 and 2), together 
with the corresponding modifications of capital 
accumulation (columns 8 and 9). Environmental costs 
of household consumption activities (column 3) could 
be treated as additional item for modifying the net 
domestic product (row 15, column 3). 
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2. The eco value added (eco domestic product) at market 
values could be calculated which can be derived from 
net value added (net domestic product) by 
subtracting only environmental costs at market 
values (see United Nations, 1992b, section 4.2.2). 
These costs comprise volume changes of natural 
assets only if they are caused by economic uses and 
if they are connected with market value changes of 
the non-produced natural assets. Such changes are 
presently recorded as other volume changes in the 
asset accounts of the conventional SNA (see United 
Nations, 1992a). The transition from maintenance to 
market valuation is shown in row 16 of Table 1. 

3. If environmental costs neither at maintenance values 
nor at market values should be subtracted from net 
value added, a further balancing item can be 
introduced which is called eco margin (see row 17). 
The totals of rows 16 and 17 which reflect imputed 
environmental costs with negative sign, could be 
interpreted in this case as subsidies of the natural 
environment. 

A numerical example of the extended input-output table 
described in this contribution is given in Chapter VI 
(table 6.2) of the mentioned Handbook (see United 
Nations, 1992b). 
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2 Environment-related input-output analysis 

In the following, some relatively simple types of 

input-output models are presented. These types of 
models have a more or less 
illustrative ch a r act er only. 

Completeness is not the objective. Special attention is 

given to input-output models which link different data 

sets, especially physical data with monetary data and 
different types of physical data. Further work has to 
be done to develop models which might be more 
comprehensive without being too complicated. The 
abbreviations of the matrices and vectors used are 
explained in an Annex. 

An overview on the different types of environment
related input-output analysis described in this 
contribution is given in Table 2. After an introductory 
section (2.1) which gives some general explanations of 
input-output analysis, four types of input -
output models are presented: 

- Analysis of monetary flows of 

e n v i r o n m e n t a 1 p r o t e c t i o n 
activities, including an extension of the 

production boundary in the case of internal 

environmental protection activities, (section 2.2). 
The analysis aims at determining the economic 
importance of environmental protection activities and 

to identify the specific burden of environmental 
protection costs directly and indirectly associated 
with the production of specific branches or product 

groups. 

- Analysis of p h y s i c a l f 1 0 w s of 
natural raw materials, produced goods and residuals 

(section 2.3). These physical flows are linked to 

monetary data without introducing imputed 

environmental costs. The analysis especially aims at 



Analysis of environmental 
protection activities 

in monetary units 

(section 2.2) 

Table 2: Envlror.tnent-related Input-output analpla 

General 
explanatlonS 

(section 2.1) 

' 
Physical flow analysis 

natural raw materials, 
produced goods residuals 

(section 2.3) 

+ 
Analysis of the impacts of activtties 

for maintaining natural assets 

(section 2.5) 

AnSJysia of Imputed 
environmental costs 

in monetary units 

(section 2.4) 
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studying the international interrelationships with 
regard to the depletion of natural assets, the 
production of goods and the destination of residuals. 
Furthermore, data on the economic use of raw 
materials and on the output of residuals are linked 
with the flows of produced goods. These linkages 
allow applications of the concepts of material/energy 
balances. 

- Analysis of i m p u t e d 

e n v i r o n m e n t a 1 C O S t S of 
maintenance values (section 2.4). The analysis 
especially aims at determining indirect imputed 
environmental costs connected with international 
trade. 

Analysis of the impacts of changes in tnn 

structure of inputs and in the structure of final 
uses connected with activities for 
m a i n t a i n i n g n a t u r a 1 a s s e t s 
(section 2.5). In a first step, the immediate impacts 
of maintenance activities on economic structures are 

introduced as exogeneous changes. In a second step, 
the indirect effects of these structural changes on 

the use of raw materials and on the output of 
residuals are analyzed. Such models are, of course, 

based on the simple assumption of input-output 
analysis and could be used only for achiving some 
preliminary insight into the economic and 
environmental implications of strategies for 

maintaining natural assets. 

2.1 General explanations of input-output analysis 

The basic data of input-output analysis are the 
monetary figures of the 

tradition a 1 input-output table (information 

level A). As previously explained, these data have been 

slightly modified by externalizing internal 
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environmental protection activities. These data are 
shown as elements Aij, aij, (i • 1, .•. 19; j • 1, ... , 
11) in Table 1. The capital letters denote matrices 
(with normally more than one row or column); the small 
letters denote vectors (row vectors one row, column 
vectors one column). For analysing these elements, it 
is useful to define matrices which comprise not one 
element of the table but a set of elements: 

( 1) 

• [A3.1 AJ.2] 
( 2) Ximp 

A4 .1 A4 .2 

( 3) Ydom -
= [A1.3 A1.4 

A2.3 A2.4 

( 4) Yimp ... 

( 5 ) 

( 6 ) 

z 

q 

0 

0 

0 0 0 0 

A2.S A2.6 A2.7 A2.8 

0 0 0 0 

A4.s A4.6 A4.7 A4.e 

= 

0 

A2.9 

0 

0 

A/10] 



( 7 ) X = 

( 8 ) y = 
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Xd + om 

yd + om 

x. imp 

Yimp 

X indicates the data of the first quadrant of the 

input-output table showing the intermediate use of 
products. X comprises the submatrices Xdom 
(intermediate use of domestic products} and Ximp 
(intermediate use of imported products). Y denotes the 
data of the second quadrant which describes the final 

uses of products (Ydom= domestic products, Yimp= 
imported products). Matrix Z indicates the data of the 
third quadrant of the input-output table which 
comprises, according to the traditional concepts, the 
use of produced fixed assets (depreciation) and net 
value added. q denotes the gross output of the 
branches. 

The matrices Aij normally consist of more than one 

vector and the vectors contain more than one element. 
Row vectors are described as transposed column vectors, 

for example q is a column vector and q' a row vector 

(with the same elements). The models also use diagonal 
matrices which have the elements of a row or column 
vector in the diagonal. All other elements are zero. 
These diagonal matrices are described different from 
the denotation of the other matrices with the small 
letters of the vector shown in the diagonal with an 
additional subscript~, e.g. 

a 
[

a01 a
0

2 
°0 ] = with a = 

0 0 a 3 
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Inverse matrices are specified by the subscript - 1 , 
e.g. A-1 is the inverse (matrix) of A: 

I = 

The identity matrix I denotes a diagonal matrix with 
the unit vector e in the diagonal, e.g. 

I == e = DJ 
The following calculations require some 

C 0 e f f i C i e n t m a t r i c e s 

( 9 ) q 
xdom 

"'-1 
xdom = q 

(10) x.q X. "'-1 = q imp imp 

(11) xq = X "'-1 q 

( 12) zq = z "'-1 q 

These matrices show the relations between inputs 

(intermediate inputs, gross value added) and gross 
output. q"'-l denotes a diagonal matrix with the 

reciprocal elements of vector q in the diagonal. 

The different matrices are 

following manner: 

(13) q = X q q + 
dom 

c o n n e c t e d in the 

Xqdom q indicates the row totals of the matrix of 

intermediate uses of products; Ydom e denotes those of 

the matrix of final uses (e: unit vector, see above). 
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The row totals of the matrices of final uses are 
described in the following manner: 

(l 4 ) Ydom = Ydom e 

(15) Yimp = Yimp e 

(l 6 ) Y = Ydom + Yimp 

Equation (13) could be used for deriving a 
f u n d a m e n t a 1 r e 1 a t i o n s h i p 
between final uses of products and gross output which 
is directly and indirectly necessary to produce these 
final products: 

( 17) q X q 
dom q = Ydom 

(18) [I - X q ] 
dom q = Ydom 

(19) [I X q ]-l 
dom [I X q ] q = dom 

= (I X q ]-1 
Ydom dom 

( 20) q = [I X q ]-1 
Ydom dom 

The meaning of equation (20) could be clarified by 

using another type of presentation of the inverse 

coefficients: 

(21) q = [I+ X q + q X q + . . . ] Ydom = dom xdom dom 

= Ydom + X q + q q 
Ydom + 

dom Ydom xdom xdom 

The gross output of the branches comprises domestic 

final products (Ydom), direct intermediate inputs for 

producing final products (Xqdom Ydom), the intermediate 

inputs for producing the mentioned direct intermediate 

inputs (Xqdom Xqdom Ydom), and so forth. 
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If it is intended to show the gross output directly and 
indirectly required to produce the products of the 
different categories of fin a 1 

uses, the inverse coefficients are not multiplied 

by the row totals of the second quadrant but by the 

complete matrix Ydom= 

* ( 22) Oy (dom) = [ I - X q ]-l Y 
dom dom 

o*y(dom) indicates a matrix showing the gross output 

necessary to produce the final products of the 
different categories of final uses in the columns, the 
rows describe the values of the different product 
groups required. 

If gross output is associated with the different 
groups of fin a 1 products , 
diagonal matrix Y~dom has to be used: 

(23) = [ I - X q ]-l 
dom 

For associating components of g 
added (use of produced fixed 
added in Table 1, rows 14 and 18) 

~ 

r o s s v a 1 u e 

assets and net value 

and of 
i m p o r t e d 

p r o d u c t s 
i n t e r m e d i a t e 
(Table 1, rows 3 and 4) with final 

domestic products, gross output shown in equations (21) 

to (23) is multiplied by the respective input 

coefficients: 

(24) x. = q q = imp ximp 

= x.q [I q -1 
Ydom imp xdoml 

* q * (25) Xy (irnp,dir) = ximp Oy ( dorn) = 



(26) 

(27) 

(28) 

(29) 
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= 

* XY (imp,dir) = 

z = 

z; (dom) = zq [I 

z; (dom) = zq [I 

= 

X q ]-1 y 
dom dom 

xd~ml-l Ydom 

Ximp and z are column vectors containing the row totals 

of matrices Ximp and z. 

On the assumption that domestic and imported products 
are produced with the same input structure, that amount 
of gross output can be calculated which is directly and 
indirectly necessary to produce 
imported intermediate and final 
products . The total amount of gross output 

necessary in the home country and abroad comprises the 
following elements: 

* Xq]-1 (30) Oy = [ I y = 

= [I X q ]-1 yd + dom om 

+ [I - Xq]-1 Y. + imp 

+ [I - Xq]-1 x.q 
imp [I - X q ]-1 

dom Ydom 

In equation (30), (I-Xq)-1 denotes the inverse 

coefficients derived from the total intermediate inputs 

for producing q (see equation (11)). Y indicates the 
total final uses of products (in a classification by 

product group and category of final uses). The first 

term of the right side of equation (30) denotes 

domestic gross output o*y(dom), the second term, gross 
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output necessary to produce imported final products 

abroad. The third term indicates gross output directly 

and indirectly necessary to produce imported 

intermediate products. These products are related -

according to equation (25) - to final products Y. 

To show the interrelationship between total gross 

output and the different groups of fin a 1 

p r o d u c t s , 

used: 

the following equation could be 

* (31) ~ = [I = 

= [I X q ]-1 A + 
dom Ydom 

+ [I - Xq]-1 Yimp + 

+ [I - Xq]-l X q [I X q ]-l 
imp - dom 

If further information on foreign input structures for 

producing imports is available, equation (30) could be 

extended: 

* X q ]-1 (32) Oy = (I - Ydom + dom 

+ ([I - Xq(l)]-l yimp(l) + 

+ + [I - Xq(n) ]-l Yimp(n) ) + 

+ ( [ I - Xq ( 1) ] -l Xi~p(l) 

[I - X q ]-1 
dom Ydom + + 

+ q -1 (I - X (n)] xi~p(n) ) 

[I - X q ]-1 
dom Ydom> 
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Xq(k) (K = 1, ... , n) denotes input structure in 

country k; Y1mp(k) (k = 1, ... , n) indicates final 
products imported from country k and Xqimp(k) denotes 
input coefficients of intermediate products imported 
from country k. In implementing the models described 
above, it may be sufficient to use the input structures 
of one or two countries which have produced imported 
products and could represent the other countries of 
origin of imports. For simplifying the equations in the 
following subsections, it will be assumed that the 
domestic input structures are also representative of 

the production abroad. 

2.2 Input-output analysis of environmental 

protection activities 

For purposes of environmental policy, the 
economic importance of 
e n v i r o n m e n t a l p r o t e c t i o n 
activities has been questioned. In this 

context, attention has been focussed on not only 

aggregates but also on further disaggregation of the 
types of environmental protection activities and on the 
development of these activities over time. In many 

cases, monetary data on environ.~ental protection 
activities have been related to macro-economic 
aggregates like gross domestic product. These studies 
require that the concepts of the aggregates compared 

are really comparable. Besides macro-economic 

considerations, it appears important to identify the 

specific burden of environmental protection costs which 

could be directly and indirectly associated with 

specific branches or product groups. 

Both types of studies could be implemented by using 

i n p u t - o u t p u t mode 1 s similar to the 
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models presented in the preceding subsection (see also 

Sch!fer, Stahmer 1989). By applying input-output 
analysis, it is possible to identify an aggregate of 

environmental protection costs which does not contain 

double counting. This aggregate is comparable to the 

domestic product or to other macro-economic aggregates. 
Furthermore, input-output models can reveal costs which 

are indirectly induced by producing specific products. 

As a starting point for analyzing environmental 
protection activities, the total amount of 
environmental protection costs could be 
estimated. This total would contain the gross output of 

(external or externalized) environmental protection 

activities (in Table 1: a19.1 = a1.11) and imports of 
environmental protection services (a3.11)• Gross 
capital formation with regard to environmental 

protection activities (A2.s and J4.s) has not been 
taken into account because these costs have already 

been periodized as depreciation (use of fixed produced 
capital) in the cost accounts of environmental 

protection activities (A14,1)• 

If interest is expressed in estimating environmental 
protection expenditures. as well as 
environmental protection costs, the aggregate based on 

expenditures could be derived by exchanging the values 

of depreciation and gross capital formation: 

Gross output of environmental protection 

services (a19.1) 
+ imported environmental protection services (a3.11) 
= total environmental protection costs 

depreciation of fixed produced assets used for 

environmental protection purposes (A14.1) 
+ gross capital formation for environmental protection 

purposes (A2.s and A4,5) 
= total environmental protection expenditures. 
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The total environmental protection costs could be 

related to the tot a 1 supp 1 y of products: 

It seems to be more important to calculate the 

relationship of environmental protection costs to 

nation a 1 income or domestic 

product defined on a net basis. This concept 

implies that products produced and used for the 

production of other products (domestic intermediate 

products) in the same country are not taken into 

account. For purposes of suitable comparisons, 

environmental protection costs are also calculated on a 

net basis. 

It seems preferable to achieve this aggregate in 

two steps : First, the aggregate of 

environmental protection costs is modified to obtain 

comparability with the total of final uses of products 

(Y). In a second step, comparability with the domestic 

product is achieved. 

The aggregate of environmental protection costs 

comparable with the tot a 1 fin a 1 uses 

of products comprises the following terms: 

X q ]-l • X q (u) • 
dorn dorn 
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. [I - Xd~m (nu)]-1 Ydom (nu)+ 

+ [~ii~-(~] [I - Xd~m (nu) J-l Ydom (nu) 

Equation (33) is derived from disaggregating the data 

on final uses (equations (3) and (4)) and the 

coefficient matrices of intermediate inputs (equations 

(9) and (10)). This disaggregation aims at separately 

identifying intermediate and final uses of 

environmental protection services (index: u). The 

necessary matrices can be derived from Table 1: 

(34) Ydom (u) = 

= [\3 Al.4 0 0 0 0 0 Al.10 ] 0 0 0 0 0 0 0 

( 35 ) Ydom (nu) = 

[A2~3 
0 0 0 0 0 0 

A2~10] = 

A2.4 A2.5 A2.6 A2. 7 A2.8 A2 .9 

(36) Yimp (u) = 

= e\3 A3.4 0 0 0 0 0 0 ] 0 0 0 0 0 0 0 

(37) Y. (nu) = imp 

[A4~3 
0 0 0 0 0 0 

A4~10] = 

A4.4 A4.5 A4.6 A4.7 A4.8 0 
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with 

(38) y = Ydom (u) + Yd (nu) + Y. (u) + Y. (nu) om imp imp 

(39) X q 
dom (u) = [\l \2] q-1 

(40) xd~m(nu) = [A2~1 Ai~2] 
"-1 q 

(41) x.q (u) = [A3/ A\2] "-1 
imp q 

(42) x.q (nu) = [A4~1 A4~2] "-1 
imp q 

The four terms on the right side of equation (33) mean: 

Term one indicates all primary inputs (imported 

intermediate products, components of gross value 

added) which are directly or indirectly required to 

produce domestic environmental protection services 

for final uses. The total of this term corresponds to 

the total value of domestic final environmental 

protection services Ydom (u). 

- Term two denotes imported environmental protection 

services for final uses. These services are treated 

as primary inputs in the same way as imported 

environmental protection services for intermediate 

uses. 

- Term three cc~:a~~s the primary inputs which are 

directly and ~~~~=ectly necessary to produce 

envirorunenta: ~=::ection services used as 

intermediate .:.:-.~-..::s for producing products not 
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directly or indirectly connected with the production 

of environmental protection services. 

- Term four denotes imported environmental protection 

services used as intermediate inputs for producing 

directly or indirectly the products mentioned which 

are not connected with environmental protection 

activities. 

* It can be shown that u y is s ma 1 1 er than the 

tot a 1 supp 1 y of environmental protection 

services U (= d19.1 + a3.11) to an amount which 

comprises all intermediate environmental protection 

services directly or indirectly used for the production 

of environmental protection services. 

The row c 1 a s s i f i c a t i o n of m trix 

u*y in equation (33) combines the row classification of 

imported products (see Table 1, rows 3 and 4) with the 

components of gross value added (use of produced fixed 

assets, net value added, see rows 14 and 17). The 

co 1 um n c 1 ass if i cation comprises 

the categories of final uses (with possible further 

disaggregations, see columns 3 to 10 in Table 1). 

For separately analysing imported intermediate 

products, depreciation and net value added connected 

with environmental protection services, it seems 

appropriate to define three submatrices which have the 

same column classification as u*y but which specify the 

impacts on imports (imp), depreciation (dep) and net 

value added (nva): 

(43) = * Uy (imp) + * Uy (dep) + * Uy (nva) 

This separation facilitates the comparison with 

aggregates describing the whole economy. u*y contains 

all environmental protection services comparable with 
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the total amount of final uses of products. If imported 

environmental protection services are neglected, a 

comparison of [U*y (dep) + u*y (nva)] with the 

gross domestic product is 

possible. If only data of u*y (nva) were taken into 

account, the corresponding aggregate would be net 

d o m e s t i c p r o d u c t . 

If the environmental protection services should not be 

associated with the categories but with specific 

product groups of final uses, the 

following equation could be used instead of equation 

(33): 

(44) = [~f] (I -
X q ]-1 " ( ) + 

dam Ydom u 

+ [ii~~-(~)j + 

[
X q J im -1 + - _p_ [I - X q] 

zq dom 
X q (u) • 

dom 

u*y differs from u*y in the matrices of final uses of 

products: Instead of matrices Y which are classified 

rowwise by product groups and columnwise by category of 

final use, diagonal matrices y" are used which contain 

the row totals of the corresponding Y-matrices as 
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elements in the diagonal. Thus, the following 

definitions hold (with the unit vector e): 

(45) Ydom {u) = Ydom (u) e 

(46) Ydom (nu)• Ydom (nu) e 

(47) Yimp (u) = Yimp (u) e 

(48) yimp (nu)= Yimp (nu) e 

with 

(49) y =Ye= Ydom (u) + Ydom (nu)+ 

+ y. (u) + y. (nu) imp imp 

2.3 Input-output analysis of the physical good, raw 

material and residual flow accounts 

Physical and monetary data of the extended input-output 

table could be linked in manifold ways. In the 

following, the presentation of analytical models is 

limited to two examples: 

- i n t e r n a t i o n a 1 

i n t e r r e 1 a t i o n s h i p with regard to 

the depletion of natural assets, the production of 

goods and the destination of residuals, 

- 1 i n k a g e of data on the economic use of 

depletable natural assets (raw materials) and on the 

output of the residuals of production and final 

consumption activities with the flows of produced 

goods. 

The structure of the input-output models presented here 

has been developed to be as s imp 1 y as 

poss i b 1 e. More complex input-output models 
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which for example treat final uses as endogenous 
variables and take into account stock data, are not 

described. Further simplifications are necessary with 
respect to the "production" and destination of 
residuals (discharge into the natural environment, 

treatment, storage etc.). 

The following three subsections deal with produced 
goods models (2.3.1), with their linkage with raw 
material flows (2.3.2), and with linked goods and 

residual models (2.3.3). 

2.3.1 Produced goods models 

The following equations denote the matrices of physical 
data on goods used in an extended input-output tab 1 e 
and their linkage with monetary data on gross output: 

with 

(51) = 

G q 
xdom -----

G q 
xdom 

= 

= 



= 
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Bl.J O O O O O O 0 
8 2.3 O 8 2.S 8 2.6 82.7 82.8 O 8 2.10 
B3~3--o-~---o------o------o------o-----o------o---
a4.3 O 8 4.S B4.6 8 4.7 8 4.8 O 84.10 

It should be stressed that matrices Gx, Gxq and Gy do, 
of course, also denote flows of services as long as a 
physical equivalent is associated with them. In the 
following, it is assumed that the use of products in 
physical terms is limited to goods only. Furthermore, 
it has to be emphasized that the matrices of physical 
data on the use of goods do not have to be 
c o m p 1 e t e with regard to the different types of 
goods used in the home economy. In most cases, input

output analysis will concentrate on the use of specific 
types of goods which are important from the point of 
view of environmental analysis. 

Gx indicates the intermediate use of goods in physical 

terms (domestic goods: Gxdom, imported goods: Gximp), 
Gy denotes the final use of goods in physical terms. Gx 
and Gy comprise two classifications of goods (domestic 

resp. imported goods ). The column classification of Gx 
refers to branches, that of Gy to categories of final 
uses (with possible further subdivisions according to 
purpose, types of assets, using branches, cquntries 
receiving the export goods, etc.). The coefficients Gxq 

link the physical data on flow of goods with the 
monetary data on gross output. 

For analyzing the i n t e r n a t i o n a 1 

interrelationships of producing and using goods, the 

linkage between physical and monetary flows of goods 

are described by extending equation (30). The total 

amount of goods in physical terms directly and 

indirectly required, in the country as well as in the 

rest of the world, to produce the products for final 
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uses Y could be calculated by using the following 

equation: 

(53) = 

G q 
xdom -----

G q 
ximp 

The first term on the right side of the equation (53) 

denotes total intermediate goods required; the second 

term indicates physical data on final goods. 

If the intermediate goods are differentiated with 

regard to their origin (domestic production, 

imports), equation (53) could be split up into further 

elements: 

(54) 

. <[1 Jl q X q 
Ydom + dom ximp 

~- J-1 
xd~m Ydom + xq [I - Xq]-l 

xi~p ~ - xd~m]-l Ydom + Y. + imp 

+ xq [I - Xq]-1 Yimp) + 
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It is assumed that countries producing imported 
products and the home country have the same 

input structures. Furthermore, it should 

be mentioned that the goods required from abroad may be 

directly or indirectly produced with goods which have 

been exported to the respective countries. 

In comparison to the analysis of gross output in 

equation (30), the description has been shifted to a 

preceding stage of 
production. Instead of gross output which 

is directly or indirectly required to produce domestic 

final products [(I - Xqdom)-1 Ydoml, the physical flows 

of goods are described which have been necessary to 

produce these values of gross output (see F2.1 and 

F3.1)• This shift was obtained by multiplying the 
monetary data on gross output by the coefficients 
showing the relationship between physical goods inputs 

and monetary product outputs. 

Similar to the procedure described in equation (54), 

the flows of physical goods could also be related to 

the various product groups of 

f i n a 1 

(55) = 

+ 

u s e s : 

G q 
xdom -----

G q x. imp 

g 
Yctom -----A 

+ 
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gYdom and gYimp indicate the row totals of matrices 
Gydom and Gyimp: 

(56) 

(57) 

= 

= 

(e: unit vector) 

Gy e 
dom 

Gy e 
imp 

These data on goods directly and indirectly used for 
producing other goods could be used not only for 
analyzing linkages between depleted raw materials, 

flows of goods and residuals but also for modelling the 
constituents of goods which might directly affect the 
health of living beings by consuming these goods. In 
the case of health affection, an important example 

could be the analysis of possibly poisonous chemicals 
contained in goods. 

2.3.2 Raw materials models 

In the following, models are described that link 
de p 1 et ion of n at u r a 1 assets 
(raw materials) and its economic use with the monetary 
flows described in section 2.1. Special emphasis has 

been placed on the connections between the extraction 
of raw materials and flows of goods in physical terms 
and on the direct and indirect transboundary flows of 

raw materials. Again it has to be stressed that these 

models are also limited to specific raw materials and 

are not comprehensive and complete with regard to all 
types of raw materials. 

The depletion and use of biological, fossil, mineral 

and other natural assets (such as water) comprise two 

s t e p s 
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- In a first step, depleted raw materials are shown as 
intermediate inputs of the 

depleting economic branches (such as agriculture, 
forestry, mining) or as immediate final consumption 
of households. The physical data on raw materials 
reflect the physical characteristics of the raw 
materials at the moment of 
d e p 1 e t i o n (e.g. weight of minerals 
extracted, weight of fish caught or timber cut). 
These data are shown in rows 5 (depletion of domestic 

natural assets) and 6 (depletion of foreign natural 

assets) of Table 1 (elements Bs.1 to Bs.3, B6.1 and 
8 6.2)· 

- As long as the raw materials are not immediately 
consumed (e.g. as final consumption of households), 

they become - often after a first stage of treat~ent 
- part of gross output of the 
depleting primary sector. Losses due to treatment and 
transportation often diminish the physical quantities 

of raw materials before they are marketable and thus 
reduce the quantities of goods which are part of 
gross output and available for further economic use. 

The quantities of marketable raw materials used as 
intermediate inputs are shown in rows 2 (domestic 

production) and 4 (imports) of Table 1. 

To link physical data on depletion of natural assets 
with the amount of marketable raw materials (which are 

part of gross output of the primary sector), a 
breakdown of the depletion of natural assets 

is necessary to distinguish the part 

i m m e d i a t e 1 y c o n s u m e d and the part 

becoming - after more or fewer quantitative 

modifications - market ab 1 e goods . A 

further breakdown is made with regard to whether raw 

materials are depleted by domestic economic units in 

the home country or in the rest of the world, e.g. fish 

in the ocean. The raw materials depleted by :)ranches 
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could be disaggregated in the following manner: 

(58) RX = [:~~~~] = [ 85.l 8
s.2] 

xfor B6.1 B6.2 

with 

(59) RX (q) = [ ~~~~~-~=;] RX (q 
for 

(60) RX (g) = [~~~~-~=:] RX (9) 
for 

( 61) RX = Rx ( q ) + Rx ( g ) 

Rx(q) denotes raw materials which are immediately 
consumed by the depleting branches. They have the usual 
characteristics of inputs and, therefore, are linked 

only with gross output q in monetary terms, not with 
physical data on marketable raw materials which are 

part of the physical flows of goods (g). Rx(9) 
indicates raw materials depleted by the primary sector 

which become - with quantities often reduced - part of 
the output of this sector. A further breakdown has been 
made with regard to the origin of raw materials 

(domestic: Rxdom, foreign: Rxfor)· 

Raw materials i m m e d i a t e 1 y c o n s u m e d 

by households are comparable with the materials of 

matrix Rx(q). It is assumed that these raw materials 

are depleted only in the home country: 
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[B~.3 0 0 0 0 0 0 :] (62) Ry = 0 0 0 0 0 0 

= [~~~] 
In a second step the data on depleted raw materials 

which have become part of gross output (in the home 

country or abroad), are 1 inked with the 

domestic use of goods described in the 

preceding subsection: The linkage can be made by 

establishing relationships between the depleted 

quar'.tities of raw materials and the quantities of raw 

materials used as economic goods for intermediate or 

final purposes: 

* ( 6 3 ) R ( g, dir) = 

+ 

G q 
xdom -----

G q 
ximp 

,. 
q + 

R*(g, dir) denotes the quantities of depleted raw 

materials which are direct 1 y needed in the 

home country or in the rest of the world to deliver 

marketable raw materials as goods for intermediate or 

= 
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final uses. The linkage between the use of depleted raw 

materials and their use as goods is obtained by 

introducing coefficient matrix Rxg(g): 

= 

= 

The coefficients described in (64) are normally larger 

than one, in exception al cases equa~ to one. For 

analyzing transboundary flows of raw materials, +he 

possibility of different 

co e ff i c i en ts for imported and 

d o m e s t i c raw materials has been taken into 

account. Because of transportation losses, the 

coefficients of imported raw materials could be 

substantially higher than the coefficients of the raw 

materials of domestic origin. The row classification of 

Rx9(g) reflects the two classifications by type of raw 

materials in Table 1, rows 5 and 6; the column 

classification of Rxg(g) reflects the twofold product 

classification of Table 1, rows 2 and 4. 

The physical quantities of raw materials which are 

depleted and i mm e di ate 1 y consumed 

as intermediate inputs are related to the monetary 

gross output of the branches: 

R q ( q) 

( 65) Rq ( q) = 
xdom ---------X R q ( q) 
xfor 
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Coefficient matrix Rxq(q) has a row classification by 

type of raw materials and a column classification by 

branch. 

The different types of coefficient matrices of raw 

materials (see equations (64) and (65)] could be used 

to link the goods models described in the last section 

with depletion of natural assets which is directly and 

indirectly required, in the home 

country as well as abroad, to produce 

the final products of a country. It is assumed again 

that the input structures for producing domestic and 

imported products are the same. The only 

differentiation refers to the coefficients of the 

quantities of depleted raw materials and to the raw 

materials used as goods: 

( 66) = ( + 

R g ( g) G q 
xdom xdom 

+ --------- ----- ) 
R g (g) G q 
xfor x. imp 

[I - Xq]-l y + 

R g ( g) [::~~~] xdom 
+ --------- + 

R g (9) Yimp xfor 

+ [~:~~~] 
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A more detailed analysis of the use of raw materials is 

possible if (I-Xq)-1Y is further subdivided. The use of 

raw materials of domestic origin is 

limited to the following matrix: 

(67) ~ (dom) = ( [ ~~:~-~~:] + [~~~½-~=:] 
[~~~~} . 

+ 

+ 

[ ~~~~] + [ ~~~½-~=:] . 
[~=~~~] 

In the following equation, raw materials depleted in 

the rest of the w or 1 d and not 

imported but d i r e c t 1 y t r a n s p o r t e d 

by domestic economic units to the domestic country are 

described: 

+ [----~----] RX g (g) 
for 
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+ [----~----] • [Gydom] R g -----X (g) 0 
for 

A third type of raw materials depleted in the rest of 

the world are imported as goods without 

major modifications: 

R g ( g) 

[G-~--J * xdom 
(69) Ry (imp,dir) = ---------R g ( g) 

xfor ximp 

. [I - X q ]-1 
Ydom + dom 

R g ( g) [Gi~--] xdom 
+ ---------R g ( g) 

xfor imp 

Other raw materials have been used directly or 

indirectly to produce imported 

products. 

To link raw materials directly or indirectly required 

for the different product groups of 

final uses, the following matrix could be applied: 

with 

R q ( q) R g { g) 
* xdom xdom 

(71) R (g) = ( --------- + ---------y R q ( q) R g ( g) 
xfor xfor 



+ 

* (72) Ry (ng) = 
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G q 
xdom ----- ) . 

G q 
ximp 

R g 
xdom (g) 

---------R g (g) 
xfor 

,. 

gydom and gYimp are defined in (56) and (57). rydom is 
a similar column vector with the row totals of Rydom as 
elements: 

( 7 3) r = R e 
Ydom Ydom 

2.3.3 Residuals models 

The residual models presented in this section focus on 

how residual flows could be 1 inked with 

production or consumption activities and on the extent 

to which domestic use of goods indirectly induces an 

output of residuals in the rest of the world. The 

quantities of residuals are taken into account even if 

they are treated or stored by environmental protection 

activities. This concept allows to compare the amount 

of residuals treated or stored by environmental 

protection activities, with the remaining residuals 

which enter the natural environment after being 

transformed or stored within environmental protection 

facilities. Residuals stored in controlled landfills 

are shown as "intermediate" inputs of branches 



- 42 -

producing environmental protection services (column 1 

of Table 1). This treatment facilitates an input-output 
analysis of the stored residuals. The description of 

the impacts of environmental protection activities has 

to be limited to the analysis of "end-of-pipe" 
technologies. The impacts of integrated environmental 
protection facilities could only be analysed by 

comparing different production and consumption 
processes. Some simple models which take into account 
such substitution activities are presented in section 
2.5. Again, it should be emphasized that the matrices 
of residuals do not have to be complete with regard to 
type of residuals. 

The t o t a 1 0 U t p U t of residuals caused by 
domestic production or consumption activities comprises 

three components (see Table 1): 

= 

= 0 ] 

0 ] 

(76) simp 

Sx denotes the total amount of residuals of production 

activities; Sy indicates the residuals connected with 

the final uses of products. Both matrices contain 

substances which are discharged into the natural 

environment (Table 1, row 8) and are further treated or 

stored (Table 1, row 12). The residuals are shifted 
from their origin with a negative sign(-) and to their 

destination with a positive sign(+). Therefore, the B

elements defining Sx and Sy in the equation (74) and 
(75) have a negative sign. For defining Sx and Sy with 

positive elements, a change of signs was necessary. In 
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equation (76), residuals originating in the rest of the 
world and transported to the home country have been 

described. These materials have - with or without 

permission - been stored in uncontrolled landfills 
(b9.11) or have been imported for further treatment. In 
the latter case, the quantities of imported residuals 
shown in row 9 of Table 1 correspond with the monetary 
value of exported environmental protection services 

(see element A1.10 in Table 1). 

The t r e a t m e n t or s t o r a g e of 

residuals comprises domestic treatment or storage of 

domestic (B12.1) or imported (B13.1) residuals, 
uncontrolled discharge into the natural environment of 

the rest of the world (Bs.10), and export of residuals 
for further treatment or storage in foreign 

environmental protection facilities (B12.10): 

( 77) w = wx + wx. = 
X dom imp 

= [B12.1 0 ] + [B13.1 0 ] 

{ 7 8) WY = 0 0 0 0 0 0 0 B8.10 ] + 
dom 

+ [ 0 0 0 0 0 0 0 B12.10 ] 

The residuals discharged into the domestic 

natural environment (Table 1, Ba.9 and B9.9) can be 
calculated as the difference between the total amount 
of residuals and the residuals treated or stored: 

withe= unit vector. 

A 1 ink age of the output of residuals with the 

goods mode 1 s described could be achieved 



again by using c o e f f i c i e n t 

matrices which relate the residuals, first, 
with the monetary data on gross output or, second, with 

the physical quantities of goods used. In the first 
case, residuals linked with the production of specific 
products have to be identified. In the second case, 
residuals caused by the consumption of certain goods 

have to be determined (e.g. residuals of energy 
consumption). In linking residuals with quantities of 
goods, a further disaggregation of the use of physical 

quantities of goods with regard to specific types of 
use seems to be necessary because the type and amount 
of residuals depend heavily on the specific use of the 
goods causing the residuals. 

The residuals of production activities could be the 
result of a transformation process of residuals treated 

in environmental protection facilities (W). They are 

included in Table 1 as part of Be.1• Other residuals 
can be related to the monetary output of the respective 

branch or with physical inputs of goods in the 

following way: 

G q (erw) 
q g xdom ~ 

(80) sx (nw) = (SX(q) + SX(g) ----------- q 
G q (erw) x. imp 

The residuals caused by final uses are: 

Sy(ng) contains the residuals which originate in the 

withdrawal of produced assets and the transition of 
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residuals stored in controlled landfill in the natural 

environment (Table 1: Be.s to Be.a and B12.s to B12.e>• 

The amount of residuals which are treated or stored 

(B12.1 and B13.1) could be related to the monetary 
value of gross output of the different environmental 
protection services: 

[w q + w q] ,.. 
(82) wx = q 

xdom ximp 

with 

(83) w q = [B12.1 0 1 
"-1 

xdom 
q 

(84) w q 
[B13.1 0 1 "-1 = q x. imp 

In (83) and (84), treated or stored residuals are 
subdivided with respect to their origin from domestic 
activities or from the rest of the world. 

It is assumed that residuals stored in a controlled 

landfill do not cause a further burden on the natural 
environment immediately after storage. On the other 

hand, residuals treated in environmental protection 
facilities will create other 
residua 1 s which, as long as they are not 
stored, burden the natural environment. It is, 

therefore, necessary to treat the transformation of 
residuals within environmental protection facilities 

explicitly: 

[
wx q (ext) 

dom 
+ w q 

X. imp 

sWX(w) denotes a coefficient matrix which is classified 
in rows by type of residuals and in columns by type of 

treated or stored residuals. To analyze the impact of 
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the different types of environmental protection 
measures on the amount of remaining residuals, the row 
classification of coefficient matrices Wxdomq and 

Wximpq and the column classification of matrix sWX(w) 
can be further disaggregated by type of storage and of 
environmental protection measure, respectively. 

In a next step, the coefficient matrices can be 
1 inked with the described goods 
mode 1 s . If the input structures of domestic and 
imported products are the same, and if the residual 
coefficients could also be used for analyzing domestic 
as well as imported products, the total amount of 
residuals caused by domestic final uses of products in 

the home country as well as in the rest of the world 

can be calculated by using equation (86): 

* (86) (S - W)y = 

= q 
(SX(q) 

g 
+ SX(g) 

[
wx q (ext) 

dom 

G q 
xdom 

(ext) 

-----------G q 
ximp 

(ext) 

[
w q + w q]) · 

xdom ximp 

• [ I - Xq ] - l Y + 

+ 

The residuals burdening the domestic natural 

environment comprise the following elements: 
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* ( 8 7 ) ( S - W ) Y ( dom ) = 

= 

w [wx q (ext) + + 5x(w) 
dom 

G q (ext) 
xdom 

-----------G q (ext) x. imp 

W q (ext)] -
x. imp 

+ 

- [w q + w q 
xdom ximp }· 

. [I - X q ]-1 
dom yd + om 

+ ( Sy (ng) + g [Gydom_ (ext] _ 
dom 

SY(g) Gy. (ext) 
imp 

This amount is still raised by the "imported" 

residuals, 6 Ximp and syimp (see equation (76)). 

WY ) 
dom 

If residuals are not related to the categories of final 

uses but to the different groups of 

f i n a 1 p r o d u c t s , the following equation 

could be used: 

* (88) (S - W)y = 

with 



* (89) (S - W)y (g) = 

Gx q (ext) 
dom ----------

Gx.q (ext) 
w [ q + SX(w) WX (ext)+ 

dom 
imp 

[
w q + w q ] ) · c I - xq J - 1 y + 

xdom ximp 

and 

* ( 9 0 ) ( S - W ) y ( ng ) = 

wx. q (ext)] 
imp 

gydom, gyimp, sydom and wydom are column vectors which 

represent row sums of the following matrices: 

(91) g 
Ydom 

(ext) = G 
Ydom 

(ext) e 

(92) gy_ (ext) = GY. (ext) e 
imp imp 

(93) s 
Ydom 

= S e 
Ydom 

( 94) Wy = WY e 
dom dom 

The extensions of matrices Gy denoted in (91) and (92) 

with (ext) refer to a disaggregation by type of use. 
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2. 4 Inp~ :.- :: ..:. :. c·..:.:. analysis of imputed 
envir::~~~:.al costs 

Using in;:;·..:.:.-::·..:.:.put models, i n d i r e c t 

i m p u :. e d e n v i r o n m e n t a 1 c o s t s 
of producing or consuming products can be identified. 
The analysis is based on imputed environmental costs at 
maintenance ~a:ues. Such calculation could be used to 

analyse do=-estic as well as international 
interrela:.ionships. The models presented in this 
section are simple examples which illustrate the 
possibi:i:.ies of input-output analysis (see also 
Blazejcza~, Edler, 1991). Again, completeness of the 
categories::: environmental costs is not necessary. 

Imputed environmental costs of depleting and degrading 
the domes:.ic or foreign natural environment by domestic 

economic activities comprise - according to Table 1 -

the fol:cwing items: 

r 
: cs.1 cS.2 

c6.1 c6.2 
' 

c7.l c?.2 
( 95) KX = 

cs.1 cs.2 

0 0 

Cll.1 Cll.2 

and 

( 9 6 ) Ky = Kydom 
= 

cs.3 0 0 0 0 0 

0 0 0 0 0 0 

c7.3 0 0 0 0 0 
= 

ca.3 0 0 0 0 0 

0 -Cl0.4 0 0 0 0 

0 0 0 0 0 0 
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Matrices Kx and Ky denote imputed environmental costs 
caused by production activities (Kx) or by final 
consumption activities (Ky). Final consumption 

activities of households (C5_3, C7_3 and Ce.3) cause an 
additional burden on the natural environment; 

restoration activities of government or non-profit 

organizations alleviate this burden (-C10.4). 

Environmental costs caused by production activities can 
be r e 1 a t e d to g r 0 S S 0 U t p U t of 
the branches: 

(97) Kg KX 
"-1 = q 

X 

Using this coefficient matrix, imputed environmental 
costs directly and indirectly caused by the fin~ 1 
u s e s of products can be calculated: 

(98) K * = Kq[I - X q ]-l • Y 
dom X dom dom + 

Kydom 

Matrix K*dom is classified in rows by type of 
environmental costs and in columns by category of final 

uses. 

* K dom is limited to environmental costs caused in the 
home country. The model can be extended by taking into 
account the e n V i r o n m e n t a 1 C O S t S 

in the r e s t 0 f t h e w o r 1 d indirectly 
induced by importing products for domestic uses. 

If the relations of imputed environmental costs and 

intermediate inputs of products to gross output are the 

same for domestic and imported products, the total 
environmental costs can be calculated by the following 

equation: 



- 51 -

* Kq X q )-1 y + (99) K = ( I X dom dom 

+ Kq ( I Xq)-l x9 . 
X imp 

. ( I X q )-1 y + 
- dom dom 

+ Kq (I - Xq)-l Y. + Ky X imp 

The four terms of the right side of the equation (99) 
indicate domestic environmental costs of production, 

foreign environmental costs directly or indirectly 
caused by the imported intermediate and final products, 

and domestic environmental costs caused by final 
consumption activities. 

It might b-e interesting to develop a comprehensive 

b al a~ - e of foreign trade with 

regard ~s environment a 1 costs . 

This ca: s·..::~tion requires a separation of the exports: 

0 0 0 0 0 Al.10] (100) .. = .... -- .ex:: 0 0 0 0 0 A2.10 

0 0 0 0 0 

:4. 10] (101) ' = 
. er.: 0 0 0 0 0 

Yctom,ex; ::-.::::-:es domestic products exported, Yimp,exp 
importe:. ;=:•:.-=-:.s re-exported without touching the 

domesti: e::~::m..:..= circuit. 

Impute:. e-.·: :=::-~:-.-:.al costs caused directly or 
indire::.~-.- -· e x p o r t s of products are 



* (102) Kexp 

. y + 
dom,exp 

+ Kq (I - Xq)-l X.q (I - X q )-l • 
X l.lDp dom 

· Ydom,exp + Ki (I - Xq)-l Yimp, exp 

Imports of products have directly or indirectly 
caused the following imputed environmental costs: 

(103) Ki;p = Ki (I - Xq)-l · 

'X.q (I - X q )-l 
imp dom yd + om 

+ Kq (I - Xq)-l Y. 
X imp 

The b a 1 a n c e of imputed environmental costs 
caused by exports and by imports could be calculated in 
the following manner: 

* * (104) K K. = exp imp 

= Kq (I - X q )-1 y -
X dom dom,exp 

- Kq (I - Xq)-l X.q (I - X q )-1 
X imp dom 

· (Ydom - Ydom,exp) 

- Kq (I Xq)-l (Y y ) x - imp - imp,exp 

The first term on the right side of (104) denotes 
imputed environmental costs directly or indirectly 

caused by producing export products in the home 

country. The second term comprises environmental costs 

caused by production of imported intermediate products 

in the rest of the world as long as these intermediate 

products are not used for producing export products. 

The third term describes environmental costs in the 
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rest of the world caused by producing imported final 
products as long as they are not re-exported. 

It has to be mentioned that the environmental balance 
of foreign trade could contain some do u b 1 e 

counting because imported products could have 

been produced in the rest of the world by using 
exported products. Furthermore, the model could be 
improved by introducing specific input structures and 
specific relationships of imputed environmental costs 
to gross output for countries producing imported 
products. 

2.5 Input-output analysis of the impacts of activities 
for maintaining natural assets 

Imputed environmental costs shown in the extended 
input-output table comprise costs of hypothetical 
activities which would have been required to maintain 

the quantitative and qualitative level of natural 

assets. These activities would have led to 

ch an g es of the input 
structures of production and to a modified 

level and stru=tu.re of fin a 1 products . 

The input-output models presented in this section 
describe the i mm e di ate impacts on 
the physical ar.d monetary data describing production 
and use of pro-ducts. In a first step, these immediate 
impacts are trea~ed as exogenous changes of 

the data used ~r. ~he input-output model. In a second 
step, the i. n :i ire ct effects on the use of raw 

materials ar.d er. ~he output of residuals are analysed 

within an inp:.:.~-=u~put model. The structure of the 

models is ver)' s.:..:n~:e and uses the usual assumptions of 

comparative s~a~~= ~np~t-output analysis. Of course, 

these models :::.:.:i be replaced by more complicated 

models. ?: :- :.. : : _: :..=.:. -;.:. ·.-e purposes and for obtaining a 
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preliminary rough impression of the impacts of 
maintenance activities, the given models may be 
sufficient. 

The following considerations are limited to the case of 

preventing an environment a 1 
b u r d e n caused by residuals. Possible immediate 
impacts of the different types of avoidance activities 
on the monetary and physical input coefficients (Xq and 
Gxq) as well as on the monetary and physical data of 

final uses (Y and Gy) are shown in Table 3. The 
following comments on possible cases described in the 
table are given by referring to the rows and columns of 
this table, e.g. (1.3) denotes the first row and third 
column. 

(1.1) A reduction of production activities immediately 
leads to a decrease in the intermediate and final 
uses of the respective products. This implies a 

lessening of the monetary values of Xq and Y as 

well as of the physical goods quantities of Gxq 

and Gy. Possible input-output models based on 
these modified input-output data could show the 
direct and indirect impacts on users of the 

products without taking into account the 
possibilities of substitution. If the reaction of 
users should be analysed too, one (or a 
combination) of the types of immediate impacts 
described in rows 2 and 3 of Table 3 could be 
used as starting point for further analysis. 

(1.3) A reduction of household consumption activities 

implies a decrease in the monetary and physical 
value of final uses (Y and Gy) without immediate 

changes of input coefficients xq and Gxq• If the 

reduction of specific household consumption 

activities is accompanied by a complete or 

partial substitution, case (2.3) can be applied. 



Table 3a 1-diate iapact1 of activitie1 of maintaining 
the natural •••et, on production and u1e of product, 

Discharge of re1idual1 into the natural environment 
of production activitie1 

current uae of produced 
production fixed aasets 

of con1umption 
activitiH of 
hou1ehold1 

1. I.eduction of 
economic 
activities 

2. Substitution 
of economic 
activities 
(new products etc.) 
(output 
aubstitution) 

-----------
3. Changes of the 

1tructure of 
products u1ed 
for economic 
activities 
(input 
substitution) 

4. Avoidance of im
pacts of economic 
activities on the 
natural environ
ment 
(end-of-pipe 
technologies etc.) 

-----------
5. Activities for 

restoring or 
diminishing the 
impacts of eco
nomic activities 
on the natural 
environment 

Explanations a 

(1) (2) 

.t.Xq .y 
( - ) ( - ) 

•Gq 
X •Gy 

( - ) (-) 

.xq .y 
( +' - ) (+,-) 

•Gq 
X •Gy 

( +' - ) (+,-) 

- - - - - - - - - - - ,-- - - - - - - - - - -
.xq •Y 
( +' - ) (+,-) 

•Gq 
X •Gy 

( +' - ) (+,-) 

.xq .y •Y 
(+) (+) (+) 

•Gq 
X 

(+) 

- - - - - - - - - - -- - - - - - - - - - -
.y 
(+) 

.Xq positive or negative changes of the monetary input coefficients 
(+,-) 

positive or negative changes of the physical input coefficients 

positive or negative changes of the monetary data on the final 
uses of products 

positive or negative changes of the physical data on the final 
uses of products 

(3) 

•Y 
( -) 

•Y 
(+) 

•Gy 

(+) 
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(2.1) If the composition of the produced products has 
changed to more environmentally friendly 
products, the input structures will change as 
well as the structure of final uses. Thus, Xq, Y, 

Gxq and Gy is affected. 

(2.3) In the case of substituting household consumption 
activities, inunediate impacts refer to the 
monetary and physical data on final uses (Y and 
Gy). 

(3.1) If the input structures are modified without 
producing another product, only the input 
structures (Xq and Gxq) are inunediately affected. 

(3.2) Changing structures of the produced assets used 
in production will lead to new data on the 
capital formation of these assets (part of Y and 

Gy). 

(3.3) If the structure of products used for certain 
household consumption activities changes, 
immediate impacts on final uses Y and Gy can be 
observed. 

(4.1) Environmental protection activities which avoid 

(4.2) the discharge of residuals of production 
(5.1) activities into the natural environment, or which 

restore natural assets already affected, imply an 
increase of inputs of environmental protection 

activities. If environmental protection 
activities are part of non-market production, 

collective consumption (part of Y) will increase 
too. If the increase of environmental costs is 

completely or partly compensated by a reduction 

of other costs or by changes of the composition 

of products, the analysis of impacts could use 

combinations (2.1) or (3.1). 



(4.3) Environmental protection activities of households 

(S.3) that avoid or restore a deterioration of 

environmental quality by residuals, lead to an 

additional final demand. The corresponding data 

of matrices Y and Gy will increase. If this 

increase is partly compensated by substitution 

measures, combinations (2.3) or (3.3) could be 

applied. 

These immediate exogenously determined impacts of 

maintenance activities on the structure of intermediate 

inputs and on the level and structure of final uses 

could be used as a starting point for further 

an a 1 y sis of the impacts of these exogenous 

changes on the level of production as well as on the 

depletion of natural assets and the level of residuals 

connected with the economic activitie:. The exogenous 

changes of the input-output are denoted in the 

following manner: 

(105) Y(m) = Y + A Y = 

= yd + om A yd + om 

+ Y. + A Y. imp imp 

= X q + A X q + 
dom dom 

+ x.q + • imp 

+ = 
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G q • G q 
= 

xdom 
+ 

xdom ----- -------
G q • G q 

x. ximp imp 

The impacts on the physical and monetary data on 

production in the home country and in the rest 

of the w or 1 d could be calculated with the 

following equations: 

· Ydom (m) + 

+ [I - xq (m)]-l xi~p (m) · 

[I Xd~m (m)]-1 Ydom (m) + 

+ (I - xq (m)]-l Yimp (m) 

( 11 O) G; ( rn) = Gi ( m) • 

. [ I - xq (m) ]-1 Ydom (m) + 

• Gi (m) [I - xq (m) ]-l xi~p (m) · 

(I - Xd~m (m)]-1 Ydom (m) + 

... Gi ( m) [ I - Xq ( m) ] -l Y imp ( m) + 

The impacts on the level and structure of 

mater_ a: s are 

* ( 111 ) Ry ( rn ) = ~ (q) + 

raw 
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In addition, changes of the raw materials immediately 

depleted by households have to be taken into account: 

(112) Ry(m) =Ry+• Ry 

The impacts on the residua 1 s could be 

compiled by using a modification of equation (86): 

Equation (113) 

+ sxrg) Gi (ext, m) + Sx7w) · 

·~(ext) - ~ J (I - Xq(m)J-
1

· 

· Gy (ext, m) - Wy ] 
dom 

implies that the matrices of extended 

input structures of g o o d s f 1 0 w s and 

extended final uses of goods also have to be 

mod i f i e d . . 
(114) Gq (ext, m) = Gq (ext) + • Gq (ext) 

X X X 

(115) Gy (ext, m) = Gy (ext) + • Gy (ext) 

As far as the activities to avoid environmental 

deterioration by residuals have impacts on the residual 

coefficients, modified co e ff i c i en t 

m a t r i c e s 

and 

have to be taken into account in equation (113). 
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List of abbreviations used 

1. Matrices and vectors 

Capital letters: matrices 

Small letters: vectors 

A, a 

B, b 

C, C 

e 

G, g 

I 

K 

Q, q 

R, r 

s, s 

s - w 

u, u 

Monetary elements of the traditional input
output table 

Physical elements of the extended input-output 

table 

Additional monetary elements of the extended 

input-output table 

Unit vector 

Use of goods (in physical terms) 

Identity matrix 

Additional imputed costs of depleting natural 

assets and degrading environmental media by 

residuals 

Gross output (in monetary terms) 

Raw materials (in physical terms) 

Residuals (in physical terms) 

Discharge of residuals into the natural 
environment 

Environmental protection activities 
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w, w Residuals, economically treated or stored 

X, X Intermediate consumption (in monetary terms) 

y' y Final uses of products (in monetary terms) 

z' z Gross value added (in monetary terms) 

2. Explanatory indices of the matrices and vectors 

dir 

dom 

exp 

ext 

for 

g 

( g) 

i 

imp 

indir 

j 

(m) 

Direct 

Domestic production 

Export 

Extended row or column classification 

Direct depletion in the rest of the world 

Superscript: coefficients related to the 

(physical) use of products 

Proportion depending on the amount of the 

(physical) consumption of products 

Current number of rows in Table 1 

Imported 

Indirect 

Current number of columns in Table 1 

Modified within the scope of the impact 
analysis of maintaining the natural assets 
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(ng) Proportion not depending on the amount of the 

(physical) consumption of products 

(nu) Not connected with environmental protection 

activities 

(nw) Not depending on the amount of treated or 

stored residuals 

q Superscript: coefficients related to the 

(monetary) gross output 

(q) Proportion depending on the amount of the 

(monetary) gross output 

(u) Connected with environmental protection 

activities 

w Superscript: coefficients related to the 

treated or stored residuals 

(w) Proportion depending on the amount of treated 

or stored residuals 

* 

-1 

Direct and indirect attachment to the 

categories of final uses 

Change 

Diagonal matrix 

Superscript: transposed column vector 

Inverse 



3. Reference lists of matrices and vectors used 

(in brackets: number of equation) 

A. j i • 

a. j i • 

B. j i • 

b. j i • 

c. j i • 

c. j i. 

e 

G q 
x. imp 

G q (ext) 
xdom 

G q (ext) 
ximp 

Gq (ext,m) 
X 

Table 1 

Table 1 

Table 1 

Table 1 

Table 1 

Table 1 

before (9) 

(50) 

(50) 

(50) 

(51) 

( 51) 

(51) 

(80) 

(80) 

(108) 

(114) 

(108) 

AG q 
ximp 

G 
Ydom 

g 
Ydom 

g 
Yimp 

Gy (ext) 
dom 

g (ext) 
Ydom 

Gy. (ext) 
imp 

g (ext) 
Yimp 

Gy (ext,m) 

(108) 

(108) 

(114) 

(52) 

(52) 

(56) 

(52) 

( 57) 

( 81) 

( 91) 

(81) 

(92) 

(106) 

(115) 

(106) 

(106) 

(106) 

(115) 

( 53) 
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* 
RX (g) (60) 

Gy (m) (110) 
RX (58) 

* 
dom 

Gy (55) 
RX ( q) (59) 

dom 

I before (9) 
RX (g) (60) 

dom 

KX (95) 
RX (58) 

for 
Kq (97) X RX (q) (59) 

for -------------
Ky (96) RX (g) ( 60) 

for 

Kydom 
(96) 

Ri (g) (64) 

-------------
* 

R g ( g) (63) 
K (99) xdom 

* R g 
Kdom ( 98) ( g) (63) 

xfor 

* K (102) R g exp (gdom) (64) 
xdom 

* K. (103) imp R g (gimp) (64) 
xdom 

q ( 6 ) 
R g (gdom) (64) 

* xfor 
Oy (30) 

* 
R g (gimp) (64) 

Qy ( 31) xfor 

* Ri (q) (65) 
Oy ( dorn) (22) 

* R q (q) (65) 
Qy ( dorn) (23) xdom 

* R q (q) (65) 
Oy ( rn) (109) xfor 

-------------
RX (58) 

Ry (62) 

RX ( q) ( 59) Ry (62) 
dorn 
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r (73) 
Sy (75) Ydom 

Ry (m) (112) s (93) 
Ydom 

A Ry (112) 
(76) s 

------------- Yimp 

* R (g,dir) (63) s 
Ydom 

(ng) (81) 

* Ry (66) g 
SY(g) (81) 

* (67) 
* Ry (dom) 

(S - W)y (86) 

* (68) 
* Ry (for) 

(S - W)y (m) (113) 

* (imp,dir) (69) 
* Ry 

(S - W)y (dom) (87) 

* (111) 
* 

Ry (m) 
(S - W)y (88) 

* (70) 
* Ry 

(S - W)y (g) (89) 

* ( 71) 
* Ry ( g) 

( S - W) (ng) ( 90) y 
* (ng) (72) Ry * (33) Uy 

s (79) 

8 imp (76) w (79) 

------------- wx (77) 

sx (74) w (77) 
xdom 

sx (w) (85) 
w (77) 

sx (nw) (80) ximp 

s (76) w q (83) ximp xdom 

q (80) w q (84) SX(q) 
ximp 

g (80) 
w q (85) SX(g) (ext) 

xdom 
w 

SX(w) (85) 

-------------



w g (ext) (85) 
ximp 

w 
Ydom 

X 

ximp 

g 
ximp 

(78) 

( 94) 

( 7 ) 

( 1) 

( 2) 

(24) 

(11) 

( 9 ) 

( 10) 

( 3 9) 

(40) 

xq (m) ( 107) 

A Xq ( 107) 

* xy (imp,dir) (25) 

* xy (imp,dir) (26) 

-
OJ -

y 

y 

Ydom,exp 

Yimp,exp 

Ydom (nu) 

Yimp (u) 

Yimp (nu) 

Y (m) 

• y 

• Ydom 

• Yimp 

z 

z 

* Zy (dom) 

( 8) 

(16) 

( 3 ) 

(14) 

( 4 ) 

(15) 

(100) 

(101) 

(34) 

(35) 

(36) 

(37) 

(105) 

(105) 

(105) 

(105) 

( 5 ) 

(27) 

(12) 

(28) 

( 29) 
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