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Abstract

In the inner magnetosphere of the Earth, various plasma waves are excited by wave–particle interactions.

Lower band chorus (LBC) waves scatter ∼10 keV electrons into a loss cone by the cyclotron resonance,

and cause pulsating auroras (PsAs). On the other hand, upper band chorus (UBC) waves cause stable

precipitations at ∼1 keV. Furthermore, electrostatic electron cyclotron harmonic (ECH) waves scatter a few

hundred eV to a few keV electrons. In recent decades, observations and theories regarding LBC waves have

been developed, and the relationship between LBC waves and PsAs has been almost revealed. However,

there has been no observational evidence that ECH waves actually scatter electrons into a loss cone. In

addition, the relationship between PsAs and low-energy (< a few keV) electron precipitation caused by

UBC or ECH waves has not been fully understood.

In this study, we aim to understand the following subjects. (1) Observational evidence of the scattering

of electrons into a loss cone by ECH waves. (2) Statistical analysis to examine the energy dependence

and occurrence rate of pitch angle (PA) scattering by LBC, UBC, and ECH waves. (3) How often the F

region electron density enhancement caused by soft electron precipitation occurs as associated with PsAs.

(4) Reconstruction of three-dimensional (3-D) distribution of volume emission rate (VER) and horizontal

distribution of precipitating electrons in a PsA patch. Results for each subject are summarized as follows.

(1) To verify whether ECH waves scatter electrons into a loss cone, we compared the ECH wave in-

tensity with the electron flux inside the loss cone obtained with the Arase satellite. The cross-correlation

coefficient between the ECH wave intensity and the loss cone electron flux at an energy of ∼5 keV was

statistically significant, while that with LBC wave intensity at the same energy was small. We calculated

the PA diffusion coefficient of ECH waves, assuming that the wave normal angle is 87.0◦, and the electron

temperature is 1 eV. We found that the diffusion coefficient of 5-keV electrons is 10 times larger than that

of other energies where cross-correlation coefficients were small. The linear growth rate of ECH waves is

also large when the wave normal angle and electron temperature satisfy these conditions. We demonstrated

that the electron flux correlated with the ECH wave intensity would cause the 557.7-nm auroral emissions,

with an emission rate of 200 R according to a model calculation. As a result, we verified for the first time

the observational evidence of PA scattering of electrons into a loss cone by ECH waves.

(2) From the statistical analysis of wave and electron data obtained with the Arase satellite from March

24, 2017 to August 31, 2020, we examined the characteristics of the strong electron scattering by LBC,

UBC, and ECH waves, in the energy range from 0.1 to 20 keV. We revealed that the energy ranges where

LBC, UBC, and ECH waves contribute to scatter electrons into loss cones are as follows. The regression
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line slopes for wave amplitudes versus loss cone filling ratios are positive, while correlation coefficients

between them are statistically significant in the energy range greater than ∼2 keV for LBC, of ∼1–10 keV

for UBC, and smaller than ∼2 keV for ECH waves. In these energies, the occurrence rate of the strong PA

scattering was also high for each wave. These energies are consistent with those predicted by the quasi-

linear theory, in the case that PA diffusion coefficients exceed the strong diffusion level. We clarified from

the statistical analysis of the Arase data that a few keV electron precipitation scattered by ECH waves was

not common, while electrons with energy less than 1 keV were commonly scattered by ECH waves.

(3) We conducted two case studies to investigate the relationship between the electron density height

profile and auroral type, such as discrete, diffuse, and pulsating aurora, using the data obtained with the

EISCAT radar and an auroral all-sky imager at Tromsø on February 18, 2018 and October 27, 2019. We also

carried out statistical studies on 14 events to clarify how often the F region electron density enhancement

occurs as associated with PsAs. We consequently found that 76% of electron density height profiles showed

a local peak in theF region with an electron temperature enhancement. Compared with the model ionization

profiles by electron precipitation, we suggest that 76% of these local peaks were caused by precipitating

electrons in the energy range lower than 100 eV. The occurrence rate of these profiles exceeded 80% in the

range of 22–3 magnetic local time. We suggest that the electron density enhancement in the F region would

be caused by the low-energy electrons scattered by ECH waves in the magnetosphere.

(4) We reconstructed for the first time the 3-D VER and horizontal distribution of precipitating electrons

in a PsA patch by Aurora Computed Tomography (ACT). All-sky images at 427.8-nm auroral emission ob-

tained at Abisko, Kilpisjärvi, and Skibotn have been used. We improved the previous ACT used for discrete

auroras to apply diffuse and dimmer PsAs in the following three points: first, the subtraction of background

diffuse aurora from auroral images before conducting ACT, secondly, the estimation of the relative sensi-

tivity between all-sky cameras, and third, the determination of hyperparameters of the regularization term.

As a result, we succeeded to reconstruct the 3-D VER and horizontal distribution of precipitating electrons

in the PsA patch. The characteristic energy of the reconstructed precipitating electron flux ranges from 6

to 23 keV, while the peak altitude of the reconstructed VER ranges from 90 to 104 km, consistently with

previous studies. We found that the horizontal distribution of precipitating electron’s characteristic energy

was neither uniform nor stable in the PsA patch during the pulsation. The observed spatial and temporal

variations of PsAs are important to understand the background magnetic and plasma conditions that would

cause changes in the cyclotron resonance energy of LBC waves in the magnetospheric source region. Our

reconstruction results are a great advantage of multiple ground-based data, since such 3-D distributions

cannot be obtained by rockets and satellites. We quantitively evaluated the reconstruction results using a

model PsA patch with adding artificial noises, and compared with the ionospheric electron density observed

by the EISCAT radar. Considering the time derivative term in the electron continuity equation, the electron

density was reconstructed with sufficient accuracy even when the PsA intensity decreased from ∼1 to ∼0.1
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kR. If the time derivative term is not considered, the electron density rapidly decreases as the PsA inten-

sity decreases. This result suggests that the time derivative term should be considered when we derive the

electron density associated with PsAs from the continuity equation.
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1 Introduction

The present research focuses on pulsating auroras (referred to as PsAs), which are caused by

wave–particle interaction near the magnetic equator of Earth’s inner magnetosphere. In this chapter, we

describe the general characteristics of the Earth’s magnetosphere as a source region of PsAs, and we re-

view past studies on the morphology and generation mechanism of PsAs. A general description of Earth’s

magnetosphere is described in Section 1.1 [Ono and Miyoshi, 2012, and references therein] and references

therein; the substorm, which is closely related to PsAs, is introduced in Section 1.2; a detailed PsAs review

is given in Section 1.3. Furthermore, waves that could cause PsAs, as well as chorus and electrostatic elec-

tron cyclotron harmonic (ECH) waves are introduced in Sections 1.4 and 1.5. The wave–particle interaction

near the magnetic equator is reviewed in Section 1.6. Previous studies on our research topic are reviewed

in Section 1.7. Section 1.8 describes the purpose of this thesis.

1.1 Magnetosphere of the Earth

The Earth is one of the planets in our solar system with an intrinsic magnetic field. The dipole magnetic

field, whose magnetic moment is 8.05× 1022 A m2, is often used to assume the Earth magnetic field. More

in detail, the magnetosphere is the area controlled by the planetary magnetic field: several studies on this

topic have been conducted over the past hundred years [Russell, 1991, and references therein]. The dipole

model well describes the configuration of magnetic field near the Earth. The precise configuration of mag-

netosphere, which is shown in Figure 1.1, is rather complicated, due to the interaction with solar wind and

other factors. The solar wind speed generally exceeds the sound speed: therefore, a shock front, called bow

shock, is generated and, in its downstream side, the solar wind is slowed down. This region is called the

magnetosheath, while the boundary between magnetosheath and magnetosphere is called magnetopause.

Plasma processes at the bow shock convert some of the bulk flow energy into the thermal energy of plasma.

Typical temperature of ions and electrons in the magnetosheath is ∼100 and ∼30 eV, respectively. The

magnetosphere shape depends on the strength of planetary magnetic field and solar wind flow. The solar

wind dynamic pressure causes a compression of Earth’s magnetosphere at the dayside of the magnetopause,

while the solar wind flow stretches field lines radially behind the Earth and forms the magnetotail, which

consists of two lobes of opposite polarity of magnetic field, and represent regions of low-density plasma

(∼0.01 cm−3), which directly connects the solar wind with polar cap ionosphere through the mantle. Under

sunlit conditions, both thermal-energy ions and ionospheric photoelectrons, which are generated by ioniza-
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Figure 1.1. Schematic illustration of the Earth’s magnetic field, in which plasma regions are indicated
[Cowley, 1995]. Solid arrowed lines indicate magnetic field, the thick long-dashed line indicates the mag-
netopause, while arrows represent the direction of plasma flow. Diagonal hatching indicates plasma in, or
directly derived from, the solar wind or magnetosheath. Outflowing ionospheric plasma is indicated by
open circles; solid dots indicate hot plasma accelerated in the tail, while the vertical hatching shows the
corotating plasmasphere.

tion of the atmosphere by solar extreme ultraviolet radiation, escape along the open field lines in the polar

cap: this ambipolar diffusion process is one of the most fundamental processes which cause ion outflow,

and is referred to as polar wind. On the other hand, the thin region in the nightside of the magnetotail,

which separates field lines of two lobes, is referred to as neutral or current sheet. Typically, its thickness

is 4–8RE, where RE is the Earth radius. In this neutral sheet, the magnetic field strength is minimal, while

the plasma density is maximal (∼0.1–1 cm−3). Magnetic reconnection takes place in the nightside neutral

sheet (at a distance range of 20–25RE) and plasma is accelerated toward the Earth [e.g., Nagai et al., 1998]:

this accelerated flow is sometimes called bursty bulk flow (BBF) [McPherron et al., 1973, Miyashita et al.,

2009].

From low to high electron energies, the Earth’s energy regimes in the inner magnetosphere are the plas-

masphere (several eV), ring current (∼1–100 keV), and radiation belts (>100 keV) (Figure 1.2). The region

from ∼1 to ∼8RE is called inner magnetosphere. Both the ring current and radiation belt play an important

role on energy transfer, dynamics, and on acceleration and deceleration of magnetospheric plasmas. More

in detail, the ring current is the torus-like region where particles carrying the current mainly consist of ions

with energy of several tens of keV and of electrons with energy of ∼10 keV at a distance of ∼3–8RE. On

the other hand, the plasmasphere is the region where the number density of low energy (several eV) charged

particle is high (∼103 cm−3). The density sharply drops to approximately several cm−3 at a distance of

∼4RE [Carpenter and Park, 1973]: this boundary is referred to as plasmapause. Additionally, regions in

the magnetosphere where high energy (more than a few hundred keV) charged particles are trapped in the
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Figure 1.2. Energy structures of charged particles trapped in the inner magnetosphere [after Ebihara and
Miyoshi, 2011].
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Figure 1.3. Motion of charged particles: (a) cyclotron (gyro), (b) bounce along a field line, and drift motions
around the Earth [after Lyons and Williams, 1984].

dipole magnetic field are called radiation or Van Allen belts [Van Allen and Frank, 1959]: these consist of

inner (∼1.2–2RE) and outer (∼4–7RE) radiation belts [e.g., Thorne et al., 2007]. The electron flux of space

between them is small: this region is called slot region [Lyons and Thorne, 1973]. On the other hand, the

proton or ion radiation belts consist of a single belt at a distance of ∼1.5–2.5RE [e.g., Looper et al., 2005].

The particles in radiation belts gyrate around and bounce up and down along magnetic field lines, while

they drift around the Earth (Figure 1.3).

1.2 Substorm

Substorm represents an important phenomena for the dynamics of magnetosphere and for spatial and

temporal variations of aurora, and it has been studied using satellite and ground-based observation data,

theories, and numerical modeling [e.g., Akasofu, 1991]. When the direction of the interplanetary magnetic

field becomes southward, the magnetic reconnection is promoted at the dayside magnetopause, and the

magnetospheric convection is enhanced. In this case, the magnetic field flux in the lobe is enhanced, the

neutral sheet becomes thin, and the magnetic field is stretched toward the anti-sunward. In the ionosphere,

one or more auroral arcs gradually move equatorward: this period is called growth phase of substorm,

and continues for about 1 hour (Figure 1.4A). This phase suddenly transits to the expansion phase, and, at

this timing, the most equatorward arc begins to increase its brightness (initial brightening) (Figure 1.4B),

and then it expands to the poleward and east-westward (auroral breakup) (Figure 1.4C). The start time of

expansion phase (substorm onset) is usually defined by that of the initial brightening. The overall region
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where auroral arcs expand poleward is called auroral bulge, while the westward expansion of bulges is

called westward traveling surge. While active discrete auroral arcs appear at higher latitudes after the

poleward expansion, diffuse auroras appear mainly at lower latitudes (Figure 1.4D). Eventually, the aurora

ceases to expand poleward (Figure 1.4E), and starts to dim and become more homogeneous, thus ending

the expansion phase, and starting the recovery phase (Figure 1.4F). In the morning sector, diffuse auroral

patches begin to blink quasi-periodically. These patches are PsAs [e.g., Omholt, 1957].

At the beginning of the expansion phase, a magnetic neutral line is formed, and the magnetic reconnection

occurs between 20 and 25RE in the nightside neutral sheet [e.g., Nagai et al., 1998]. Plasma is accelerated

in the neutral line, and an earthward plasma flow (BBF), whose velocity is more than 400 km/s, is generated

[Baumjohann et al., 1990]. The magnetic field line, which is stretched at the growth phase, returns to the

original configuration (dipolarization). Ions and electrons with energies of tens to hundreds keV are injected

from the plasma sheet to the inner magnetosphere [e.g., Baker et al., 1982], and then move to the dusk and

dawnside, respectively, due to the gradient-B and curvature drift.

1.3 Pulsating Aurora

PsAs are a subset of diffuse auroras, which play an important role on the magnetosphere-ionosphere

coupling system, since they dominantly carry 84% of the energy flux from the magnetosphere into the

ionosphere during low solar wind driving conditions and 71% during high solar wind driving conditions

[Newell et al., 2009]. In particular, PsAs show characteristic modulations in their luminosity [e.g., Lessard,

2012]; they typically appear immediately after the substorm onset in the equatorward part of auroral oval,

and are continuously observed mainly in the morning side during the recovery phase of substorms. PsAs

are composed of luminous patches of irregular shape (Figure 1.5), having a horizontal size of ∼10–200

km [e.g., Royrvik and Davis, 1977]. The drift speed of patches is consistent with the E × B drift speed,

suggesting that the patch structure corresponds to the cold plasma density distributions in the magnetosphere

[Nakamura and Oguti, 1987]. PsAs are known to have two dominant periodicities: main (a few to a few

tens of second), and higher-frequency internal modulations (a few Hertz, known as 3 Hz modulation) [e.g.,

Royrvik and Davis, 1977]. Yamamoto [1988] reported that the pulsation ON and OFF times of the main

modulation were 6.2±1.7 s and 14.5±5.3 s, respectively. By applying principal component analysis (PCA)

to time series image data of PsAs, Nishiyama et al. [2016] showed that the internal modulation was excited

only in substructures embedded in a whole PsA patch. In this thesis, we focus on the main pulsation.

The emission altitude of aurora has been investigated through either ground-based stereoscopic imaging

or measurement of electron density profiles. Auroral stereoscopy is based on the triangulation from two

locations with the base distance of ∼10 km. Stenbaek-Nielsen and Hallinan [1979] estimated that the

emission altitude of PsAs ranges from 83 to 135 km with a mean altitude of 98.5 km, while Brown et al.

[1976] estimated that it ranges from 82 to 105 km with a median altitude of 92 km (Figure 1.6). A primary
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Figure 1.4. Schematic illustration of the development of auroral substorm. The center of concentric circles
in each stage is the north geomagnetic pole, while the sun is toward the top of diagram [Akasofu, 1964].
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Figure 1.5. A picture of PsA patches taken by Fukizawa at Poker Flat Research Range at 13:35 UT on
March 22, 2018.

Figure 1.6. Schematic illustration of the altitude differences between discrete, diffuse, and pulsating aurora
[Brown et al., 1976].



8 1 Introduction

Figure 1.7. Summary plot of Reimei satellite observations on October 18, 2007 [Miyoshi et al., 2015b].

electron energy near 30 keV is required to reach 92 km altitude, while energy near 60 keV is required

to produce the lowest altitude of 82 km [Rees, 1963]. PsAs are often embedded in a background diffuse

aurora: its emission altitude was estimated to be near 150 km (Figure 1.6), which is caused by about 1-keV

electron precipitation. Kataoka et al. [2016] performed for the first time stereoscopic imaging observation

of PsAs with 100-fps speed: they used two sCMOS cameras with a narrow field lens (15◦ × 15◦). As a

result, the PsA emission altitude was estimated to be 85–95 km. Furthermore, Jones et al. [2009] showed

that the electron density profile associated with PsA patches had a thickness of 15–25 km, by using the data

taken by the incoherent scatter radar at Poker Flat.

Precipitating electrons that cause PsAs have been investigated by observations with sounding rockets

and low-altitude satellites: Figure 1.7 shows the energy-time spectrogram of precipitating electrons and

simultaneous aurora image obtained by the Reimei satellite [Miyoshi et al., 2015b]. Reimei was located

at 0.6 to 0.7 magnetic local time (MLT), at invariant latitudes (ILATs) from 66.5 to 62.6 (L =6.3 to 4.7),

and at an altitude of ∼620 km; the satellite identified clear modulations of electron flux above 2.4 keV.

As shown in Figure 1.7b, the periodic auroral intensifications at the footprint of magnetic field through the

satellite have been identified at the wavelength of 667 nm (N2 first positive band) from the multispectral

auroral imaging camera (MAC) [Obuchi et al., 2008, Sakanoi et al., 2003] observations at 11:35:12 UT

to 11:35:45 UT, when the footprint existed within the field of view of MAC. Note that there are city light

contaminations in the images at 11:35:22 UT to 11:35:24 UT. Figures 1.7c, 1.7d, and 1.7e show auroral

images at the timings of (c), (d), and (e) shown in Figures 1.7a; Figures 1.7c and 1.7d correspond to the

images for the on time of PsAs; Figure 1.7e corresponds to the period without auroral emissions, although

most of the area overlaps with Figure 1.7d; Figures 1.7d and 1.7e show that modulations above a few keV

represent a main driver of the PsA, since a clear one-to-one correspondence between the precipitation and
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Figure 1.8. Typical electron spectra recorded by a rocket during a pulsation maximum at 11:47:11 UT
(circles) showing its fit to a Maxwellian energy distribution with E0=1.87 keV (solid line). It is compared
with a spectrum recorded during a pulsation minimum at 11:47:01.98 UT (dots) with E0=1.40 keV (dashed
line) [McEwen et al., 1981]

optical emission with a modulation period of a few seconds has been observed. On the other hand, electron

precipitation near 1 keV is stable. These low-energy electrons would cause the background diffuse aurora

accompanied by PsAs. Modulations of precipitating electrons near 10 keV and stable electron precipitation

near 1 keV have also been reported using sounding rocket observations [McEwen et al., 1981, Sandahl

et al., 1980, Smith et al., 1980].

The generation mechanism of PsAs has been inferred from electron energy spectra [e.g., McEwen et al.,

1981]: examples of spectra associated with PsAs are shown in Figure 1.8. The rocket was launched at

11:43:24 UT on February 15, 1980, from Southend, Saskatchewan, and flew into the typical PsA with

an emission intensity of ∼0.5–1 kR and background intensity of 275 R at N+
2 427.8 nm, showing ∼17

s pulsations. It was noted that the spectra were in general extremely well fitted by a Maxwellian energy

distribution, expressed with N = N0E exp(−E/E0), where N is total number flux, N0 is a constant

source density, E is electron energy, and E0 is the characteristic energy: the latter was estimated by a least

mean square fitting the Maxwellian to the spectral data ranging from 0.3 to 22 keV. The electron energy

spectra, associated with PsAs, are primarily Maxwellian, and suggest that there is no acceleration by parallel

electric fields, whereas typical electron spectra associated with discrete auroras show mono-energetic peaks,

which imply the acceleration process caused by parallel electric fields (Figure 1.9). Thus, it is suggested

that electrons precipitations which cause PsAs are not accelerated by parallel electric field but probably

caused by pitch-angle (PA) scattering process near the magnetic equator. There are two candidates for the

interaction between waves and electrons to cause PsAs: chorus, and ECH waves [e.g., Kennel et al., 1970,

Lyons, 1974, Nishimura et al., 2010, 2011].
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Figure 1.9. A typical electron spectrum recorded by a rocket during an auroral arc [Bryant et al., 1978].

1.4 Chorus Waves

Chorus waves are electromagnetic and right-handed polarized whistler mode waves, which character-

istically have two frequency bands, a lower (0.1–0.5fce eq), where fce eq is equatorial electron cyclotron

frequency, and an upper band (0.5–0.8fce eq), with a minimum wave power near 0.5fce eq. These are natu-

rally excited in the low-density region outside the plasmapause, in association with the injection of plasma

sheet hot electrons into the inner magnetosphere [Burtis and Helliwell, 1976, Meredith et al., 2001, 2003,

Tsurutani and Smith, 1974]. In the magnetic equatorial region, the ambient magnetic field intensity in-

creases as the distance from the Earth decreases. The velocity distribution function of injected hot electrons

becomes anisotropic due to the conservation of first adiabatic invariant µ as given by

µ = mv2⊥/2B, (1.1)

wherem is the mass of electron, B is the ambient magnetic field intensity, and v⊥ is the velocity of electron

perpendicular to the ambient magnetic field. Anisotropic electrons drive an instability generating a band

of whistler mode waves [Kennel and Petschek, 1966, Summers et al., 2009, 2011], which play an essential

role in triggering the generation of whistler mode chorus waves. The dispersion relation of whistler mode

waves in cold plasma can be written as [Gurnett and Bhattacharjee, 2005]

c2k2 = ω2 +
ω − ω2

p

ωc − ω
, (1.2)

where c is the speed of light, k is wave number, ω is wave frequency, ωc is cyclotron frequency, and ωp is

plasma frequency. The linear growth rate of whistler mode waves γ is given by

γ = πωce

(
1− ω

ωce

)
η(VR)

[
A(VR)−

1

(ωce/ω − 1)

]
, (1.3)
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Figure 1.10. Schematic illustration of integration path of Eq. 1.4 [Walt, 1994].

where ω is the angular frequency, ωce is the electron cyclotron angular frequency, VR is the resonance

velocity, and η is a positive definite factor given by

η = 2π
ωce − ω

k

∫ ∞

0

v⊥dv⊥f(v⊥, v∥ = VR), (1.4)

where f is the velocity distribution function, v∥ is the velocity of electrons parallel to the ambient magnetic

field [Swift, 1981]. The factor η is simply the fraction of particles that resonate with the wave according to

the cyclotron resonance

ω − k∥vR = nωce, (1.5)

where k is the wave number, and n is a positive integer. A schematic illustration of integration path is

shown in Figure 1.10. The function A in Eq. 1.3 is the anisotropy factor

A =

∫∞
0
v⊥dv⊥ tan(α(∂f/∂α))

2
∫∞
0
v⊥dv⊥f

∣∣∣∣∣
v∥=VR

, (1.6)

where α is the PA

α = tan−1(v⊥/v∥). (1.7)

For the simple case in which f has the discontinuous loss cone form

f(v∥, v⊥) =

(
m

2πkBT

)3/2

exp

[
− m

2kBT
(v2∥ + v2⊥)

]
(α > α0), (1.8)

f(v∥, v⊥) = 0 (α < α0), (1.9)



12 1 Introduction

the growth rate is given by

γ = π1/2ωceVR

(
m

2kBT

)1/2(
1− ω

ωce

)2

· exp
[
− mV 2

R

2kBT
sec2(α0)

] [
A(VR)−

1

ωce/ω − 1

]
,

(1.10)

and the anisotropy factor can be written as

A =
mV 2

R

2kBT
tan(α0) sec

2(α0), (1.11)

where α0 is a loss cone angle, kB is the Boltzmann constant, and T is temperature. To excite whistler

mode waves, γ in Eq. 1.10 must be positive (γ > 0). Under this condition, A must exceed 0.33 when

we assume that ω = ωce/4, which is a typical frequency of lower-band chorus (LBC) waves. When

A exceeds 0.33, the term mV 2
R /2kBT in Eq. 1.11 becomes large, because of the small factor tan(α0).

When the term mV 2
R secα0

2/2kBT in Eq. 1.10 is large, γ in Eq. 1.3 is too small to excite whistler mode

waves. For example, we assume α0 = 1–3◦, the term mV 2
R /2kBT becomes ∼6–19 and γ/ωce becomes

∼1.5× 10−3–3.4× 10−9.

On the other hand, for the case where f is a two-temperature Maxwellian,

f =

(
m

2πkBT∥

)1/2
m

2πkBT⊥
exp

[
− m

2kB

(
v2∥

T∥
+
v2⊥
T⊥

)]
, (1.12)

the anisotropy factor can be written as

A =
T⊥
T∥

− 1. (1.13)

From Eq. 1.3, when we assume that γ > 0 and ω = ωce/4,

A(VR)−
1

ωce/ω − 1
=
T⊥
T∥

− 4

3
> 0. (1.14)

This suggests that temperature anisotropy (T⊥ > 4T∥/3) excites whistler mode waves.

When we consider cold and warm plasma, the linear growth rate of whistler waves is large when the

cold plasma density is enhanced [e.g., Cuperman and Landau, 1974]. Fu et al. [2014] showed that a warm

(a few hundred eV) anisotropy drives the quasi-electrostatic upper band chorus (UBC), while a hot (a few

keV) anisotropy derives electromagnetic LBC, by using Van Allen Probes observations and particle-in-cell

simulations (Figure 1.11).

Whistler mode chorus waves are mainly generated in the dawn sector, since electrons drift to the dawn

side due to the gradient-B and curvature drift (Figure 1.12). Meredith et al. [2012] statistically analyzed

data from five satellites (Dynamics Explorer1, Combined Release and Radiation Effects (CRRES), Clus-

ter 1, Equatorial satellite (TC-1), Time History of Events, and Macroscale Interactions during Substorms
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Figure 1.11. Growth rate of whistler mode chorus waves on the basis of a kinetic linear theory using
observed parameters, except for temperature anisotropies [Fu et al., 2014].

Figure 1.12. Schematic illustration of the spatial distribution of important waves in the inner magnetosphere
in relation to the plasmasphere, the drift-paths of ring current electrons, ions (10–100 keV), and relativistic
electrons (≥0.3 MeV) [Thorne, 2010].
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Figure 1.13. Combined satellite model of the equatorial wave intensity for (top) UBC and (bottom) LBC as
a function of L∗, MLT, and geomagnetic activity. Average intensities are shown in the large panels, while
corresponding sampling distributions in the small panels [Meredith et al., 2012].

(THEMIS)), and investigated a global distribution of LBC and UBC. They found that equatorial LBC is

strongest during geomagnetically active conditions with peak intensities in the order of 2000 pT2 in the re-

gion of 4 < L∗ < 9 between 23:00 and 12:00 MLT, while equatorial UBC is both weaker and less extensive

with peak intensities in the order of a few hundred pT2 during active conditions between 23:00 and 11:00

MLT from L∗ = 3 to L∗ = 7 (Figure 1.13). The Roederer-L shell, L∗, is given by [Roederer, 1970]

L∗ =
2πk0
REΦ

, (1.15)

where k0 is the dipole moment value and Φ is the third adiabatic invariant

Φ =

∮
B · dS. (1.16)

Average UBC and LBC wave intensities for the evening to dawn sectors (21–06 MLT) are shown in Figure

1.14 as a function of the radial distance from the center of the Earth projected on the plane of the magnetic

equator (r), Solar Magnetospheric (SM) coordinate system z, and geomagnetic activity: UBC (Figure 1.14,

top) occurs predominantly in the region 3 < L∗ < 7, and is tightly confined to the equatorial plane, mostly

lying within 6◦ of the magnetic equator, while LBC (Figure 1.14, bottom) covers a large region of geospace,
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Figure 1.14. Combined satellite model result of the distribution of wave intensity for (top) UBC and (bot-
tom) LBC as a function of radial distance from the center of the Earth projected in the Solar Magnetospheric
(SM) coordinate system, and geomagnetic activity for the 21–06 MLT sector. Average intensities are shown
in the large panels, while corresponding sampling distributions in the small panels [Meredith et al., 2012].
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extending from 4 < L∗ < 10. The largest LBC intensities in this region are seen during geomagnetically

active conditions, and are confined to within about 12◦ latitude centering the magnetic equator.

A typical electric spectrum of UBC and LBC waves measured by the VAP spacecraft is shown in Figure

1.15 (top). UBC and LBC emission are separated by a gap at approximately ωce/2 (denoted by the white

dashed line), where ωce is calculated using local magnetic field. Quasi-periodic UBC and LBC bursts

were observed: their period was like that of the quasi-periodic modulation of pulsating auroral luminosity.

Figures 1.15a and 1.15b show the spectra of electric and magnetic fluctuations, respectively. The ellipticity

and propagation angle of waves, as shown in Figures 1.15c and 1.15d, demonstrate that both lower and

upper bands have the right-hand polarization characteristic of whistlers, but LBC propagates at directions

quasi-parallel toB0 with θ ≤ 20◦ (where θ is the angle between wave number vector k andB0), while UBC

has a predominantly oblique propagation, with 40◦ ≤ θ ≤ 60◦. Furthermore, UBC is quasi-electrostatic,

with a propagation angle close to the resonance cone angle θres ≈ 57◦ for ω = 0.55ωce, where θres ≡

cos(ω/ωce)
−1. The resonance cone is defined as the locus of points where the index of refraction goes

to infinity. The combination of parallel LBC and oblique UBC is commonly observed in magnetospheric

banded chorus, as shown in several statistical studies [e.g., Agapitov et al., 2012, Li et al., 2013]. Several

rising tone elements were embedded in each LBC burst. Observationally, whistler mode chorus usually

consists of discrete elements with rising or falling tones and sometimes short impulsive bursts [e.g., Burtis

and Helliwell, 1969, Burton and Holzer, 1974, Hayakawa et al., 1984, Li et al., 2011, Santolı́k et al., 2003].

Burtis and Helliwell [1976] showed that rising, falling, and constant frequency tones, as well as hooks were

observed respectively with a ratio of 77%, 16%, 12%, and 5% of samples. Miyoshi et al. [2015b] showed

that a train of rising tone elements embedded in LBC bursts drives the internal modulations, while a close

set of UBC waves causes the stable precipitations at ∼1 keV (Figure 1.16).

1.5 Electrostatic Electron Cyclotron Harmonic Waves

ECH waves are electrostatic Bernstein mode waves observed in bands between the harmonics of local

electron cyclotron frequency (fce loc), and are sometimes called (n+1/2)fce loc waves, since emissions tend

to appear in narrow bands close to odd integral half-harmonics of fce loc [Kennel et al., 1970]. Notably, the

wave frequency is not centered exactly at half-harmonics of fce [Zhou et al., 2017]. Typical spectra of ECH

waves are shown in Figure 1.17. The dispersion relation of Bernstein mode waves is given by [Bernstein,

1958]

1−
∞∑

n=1

2ω2
pe

β2
ceω

2
ce

exp(−β2
ceIn(β

2
ce))

(ω/nωce)2 − 1
= 0, (1.17)
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Figure 1.15. (top) The electric field spectrogram measured by the VAP spacecraft from 07:00 UT to 12:00
UT on November 1, 2012. Magenta, white, and black curves denote 0.1fce, 0.5fce, and fce, respectively.
(bottom) The spectrogram of fluctuating (a) electric and (b) magnetic fields observed with the burst mode
from 8:40:27 to 8:40:33 UT. A gap appears near half of the local electron cyclotron frequency fce, denoted
by white dashed lines. (c) Ellipticities and (d) propagation angles of the waves [Fu et al., 2014].
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Figure 1.16. (a) Example of chorus frequency spectrum observed by the Cluster satellite. (b) Example of
energy spectrum which cause the PsA observed by the Reimei satellite. (c–d) Schematic diagram indicating
the relationship between the frequency spectrum of chorus waves and the energy spectrum of precipitating
electrons for the PsA, together with typical frequency-time spectrogram of chorus waves and energy-time
diagram of precipitating electrons for the PsA [Miyoshi et al., 2015b].
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where ωpe is the electron plasma frequency, In is the modified Bessel function of order n, and βce is defined

by

βce = k⊥ρce, (1.18)

where k⊥ is the wave number perpendicular to the ambient magnetic field, and ρce is the electron cyclotron

radius. The function In(x) can be computed as

In(x) =

∞∑
m=0

1

m!(m+ |n|)!

(x
2

)2m+|n|
. (1.19)

Meredith et al. [2009] performed a comprehensive survey of ECH waves using the entire 15-month CR-

RES wave data (see Figure 1.18). Meredith et al. [2009] reported that ECH wave intensity increases with

increasing geomagnetic activity and is higher in the evening sector (00:00–06:00 MLT). During active pe-

riods, strong ECH waves with amplitudes greater than 1 mV/m have been observed within ±3◦ centering

at the magnetic equator in the range of L = 4–7 from 21:00 to 06:00 MLT approximately 20% of the total

observation time. The CRRES data coverage is mostly confined within 7RE with pronounced gap in the

pre-noon sector for L > 5. Using THEMIS wave data, Ni et al. [2017] reported that ECH emissions are

preferentially a nightside phenomenon primarily confined to the 21:00–06:00 MLT range, and that the most

intense ECH waves commonly exist at L = 5–9 in the 23:00–03:00 MLT range within 3◦ centering at the

magnetic equator (Figure 1.19). Moderately strong (∼0.1 mV/m) ECH emissions can still be observed up

Figure 1.17. Averaged equatorial (−3◦ < λm < 3◦) wave amplitudes as a function of frequency and L,
where λm is the magnetic latitude. The results are shown for, from left to right, the afternoon (12:00–18:00
MLT), evening (18:00–24:00 MLT), and morning (00:00–06:00 MLT) sectors for, from top to bottom, quiet
(AE∗ < 100 nT), modern (100 < AE∗ < 300 nT), and active (AE∗ > 300 nT) conditions. In each panel,
the local electron cyclotron frequency and its harmonics are plotted as dashed lines [after Meredith et al.,
2009].
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Figure 1.18. (top) Averaged wave electric field amplitudes of ECH waves around the magnetic equator
(−3 < λm < 3◦), as a function of L and MLT and (bottom) in the sector 21:00–06:00 MLT, as a function
of the radial distance from the center of the Earth projected in the SM coordinate system. From left to
right, results are presented for quiet (AE∗ < 100 nT), moderate (100 < AE∗ < 300 nT), and active
(AE∗ > 300 nT) conditions. Average amplitudes are shown in the large panels, while corresponding
sampling distributions are in the small panels [Meredith et al., 2009].

to L ∼ 12 near the pre-midnight sector during geomagnetically active periods.

Predominantly, ECH waves propagate with large wave normal angles to the ambient magnetic field,

namely ∼90◦: they might propagate 1RE in the azimuthal direction, and reflect about the magnetic equator

[Horne et al., 2003]. Furthermore, ECH waves are slowly propagating, and the rays grow for a period

of up to 50 s during propagation, while chorus waves grow for typically less than 0.5 s [Horne et al.,

2003]. The excitation of ECH waves has been thought to result from the loss cone instability of ambient,

hot electron distribution in the presence of a low-density cold component [Ashour-Abdalla and Kennel,

1978, Horne, 1989, Horne et al., 2003]. The occurrence rate of ECH waves with different wave amplitudes

under various geomagnetic activities suggests that the triggering of ECH waves does not necessarily require

dramatic intensification of geomagnetic activity, thus supporting the idea that a loss cone distribution is the

major mechanism for ECH wave generation. However, the disturbed conditions associated with enhanced

convection and/or substorm activity can gain ECH wave intensification [Zhang et al., 2014]. Since the

electron distribution function within the loss cone, and that of cold electron measurements, have been rarely

observed so far, it is difficult to establish the theory for ECH excitation mechanism. Despite the difficulty

to measure all electron populations and loss cone anisotropy, parametric studies of growth as a function of

these variables have been explored [e.g., Horne et al., 2003, Ni et al., 2012]. For example, Ni et al. [2012]

reproduced the unstable wave frequencies and wave normal angles which are consistent with observations.
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Figure 1.19. Global distributions of the averaged electric field amplitude (Ew) of the first-band ECH waves
for the indicated three geomagnetic conditions and three magnetic latitude intervals, based on a survey of
the THEMIS data from May 1, 2010 to December 31, 2015. Larger plots show the results of Ew, while
smaller plots show the number of total samples in each panel [Ni et al., 2017].
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1.6 Wave–Particle Interaction

Trapped particles in the Earth’s magnetosphere undergo three types of quasi-periodic motions: gyration

around magnetic field lines, bounce motion between the mirror points, and azimuthal drift around the Earth.

Each periodic motion is associated with an adiabatic invariant: the first, µ (Eq. 1.1), is associated with a

gyromotion of a particle in the guiding center reference frame. If the magnetic field change for a gyro-period

is negligible, then µ is conserved. As a fundamental process in the Earth’s magnetosphere, wave–particle

interactions can generate the growth or damping of waves and particle diffusion, and consequently modify

the dynamics of plasma environment. When the wave frequency matches the characteristic frequency of

one of the particle’s periodic motions, the corresponding adiabatic invariant can be violated, and particle

diffusion in the phase space can take place from higher to lower density regions, due to the random exchange

of energy between waves and particles. For a charged particle, the full cyclotron resonance condition

requires

ω − k∥v∥ =
Nωj

γ
,N = 0,±1,±2..., (1.20)

where ωj(= qB0/mj) is the nonrelativistic particle cyclotron frequency for the particle species j of charge

q and rest mass mj , and γ = (1 − v2/c2)−1/2 is the Lorentz factor (c is the speed of light) [Gurnett

and Bhattacharjee, 2005]. Eq. 1.20 means that wave–particle resonance occurs when the Doppler-shifted

wave frequency experienced by the particle equals an integer multiple of its cyclotron frequency. Landau

resonance (N=0) occurs when the particle travels along the ambient magnetic field with the wave parallel

speed. For the diffuse and pulsating auroral source population, since their energies are relatively low (a few

keV to a few tens of keV), the relativistic effect can be reasonably ignored. In this case Eq. 1.20 is modified

as

ω − k∥v∥ = Nωj . (1.21)

The cyclotron resonant interaction leads to particle diffusions in PA and/or energy, potentially resulting in

wave amplification or damping. In the stationary frame of reference, the wave magnetic field for a wave

moving in the negative z direction can be written as

B = B[êx cos(ωt+ kz)− êy sin(ωt+ kz)], (1.22)

where ex and ey are unit vectors in x and y axes, respectively. The position of an electron whose guiding

center moves in the positive z direction at velocity vz can be written as

z = vzt+ z0. (1.23)
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Figure 1.20. The definition of phase angle (ϕ) between the magnetic field (B) of wave and the velocity of
electron (v⊥) perpendicular to the ambient magnetic field (B0).

The electron therefore experiences the Doppler-shifted waves as

B = B[êx cos((ω + kvz)t+ kz0)

−êy sin((ω + kvz)t+ kz0)],

(1.24)

where the Doppler-shifted frequency is

ωd = ω + kvz. (1.25)

The electron sees the E and B rotate with ωd, and the phase of B is (see Figure 1.20)

ϕd =

∫
ωddt =

∫
(ω + kvz)dt. (1.26)

The perpendicular velocity of electron (v⊥) gyrates about field line with phase

ϕe =

∫
ωcedt = ωcet+ ϕ0. (1.27)

From equations (1.26) and (1.27), the angular difference between v⊥ and B is

ϕ = ϕe − ϕd = (ωce − ω − kvz)t+ ϕ0. (1.28)

The electric and magnetic components of wave exert forces on the electron (Figure 1.21)

v̇ = − e

m
(E+ v ×B). (1.29)
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Figure 1.21. The magnetic and electric field, B and E, which exert forces on the electron.

The components of v̇ perpendicular and parallel to z are

v̇z = − e

m
Bv⊥ sin(ϕ), (1.30)

and

v̇⊥ =
e

m
(E sin(ϕ) +Bvz sin(ϕ))

=
e

m
B(vp + vz) sin(ϕ),

(1.31)

where vp = |E|/|B| is the phase velocity. The rate of energy changes is given by

d

dt

[m
2
(v2z + v2⊥)

]
= m(vz v̇z + v⊥v̇⊥)

= −vzeBv⊥ sin(ϕ) + v⊥eB(vp + vz) sin(ϕ)

= eBvpv⊥ sin(ϕ).

(1.32)

Only the term of electric field from Eq. 1.31 contributes to Eq. 1.32. The rate of pith angle changes is given

by

α̇ =
d

dt

[
tan−1

(
v⊥
vz

)]
=
vz v̇⊥ − v̇zv⊥
v2z + v2⊥

=
e

m
B

(
1 +

vp cos(α)

v

)
sin(ϕ). (1.33)

In general, ϕ is a rapidly changing function of time given by Eq. 1.28. In this case, α̇ displays a rapid

sinusoidal variation. On the other hand, if the parallel velocity of a particle, vz , satisfies the resonant

condition of Eq. 1.21, ϕ and α̇ are constant from equations (1.28) and (1.33), and appreciable changes in α

can accumulate. The sign of α̇ and d(mv2/2) is determined by the phase angle ϕ. The energy and PA of

electrons increase in the case of 0 < ϕ < π(v⊥·E < 0) and decrease in the case of π < ϕ < 2π(v⊥·E > 0)
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Figure 1.22. Region where the electron gains energy (red region) and where it loses energy (blue region).

(see Figure 1.22). A single frequency wave of infinite duration will impart net deflections only for particles

in exact resonance frequency. Waves even slightly off-resonance will successively increase and decrease α

as the phase angle ϕ rotates through 2π. If, however, the wave is of finite duration, off-resonance can change

α permanently during the duration of wave. If the duration of wave with width (∆ω) is long, the phase angle

ϕ is likely to shift from acceleration (deceleration) phase into deceleration (acceleration) phase. The wave

band width ∆ω for a wave of duration ∆t is obtained as follows [Gurnett and Bhattacharjee, 2005]. If the

change in ϕ is limited to π in ∆t:

∆ϕ = (ωce − ω − kvz)∆t = π. (1.34)

Consider the first factor on the right as a function ω, and expand it in a Taylor series about the resonant

frequency ω = ωce − kvz:

∆ϕ = (∆ϕ)ω=ωce−kvz +
∂

∂ω
(∆ϕ) ·∆ω + ... = π

∼−
(
1 +

vz
vg

)
∆ω∆t = π,

(1.35)

and

|∆t| ≈ π

(1 + vz/vg)∆ω
, (1.36)
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where vg is the wave group velocity. The diffusion coefficient, Dαα, can be estimated for a series of waves

of duration ∆t interacting with particle. With denoting change per unit time:

Dαα =
⟨(∆α)2⟩

2
≈ 1

2

〈(
dα

dt

)2

(∆t)2

〉

≈ 1

2

( e
m

)2 B2

∆ω

(
1 +

vp cos(α)

v

)2

(sin2(ϕ))ave
π

(1 + vz/vg)

≈ π

4

( e
m

)2 B2

∆ω

(
1 +

vp cos(α)

v

)2
1

1 + vz/vg
,

(1.37)

since (sin2(ϕ))ave = 1/2 for particles uniformly distributed in ϕ0. The factor B2/∆ω is interpreted as the

power spectral density of waves at the resonant frequency. In situations where vp ≪ v and vg ≪ vz , Dαα

can be approximated as

Dαα ≈ π

4

( e
m

)2( B2

∆ω

)
vg

vz
. (1.38)

Other approximations give slightly different results [e.g., Glauert and Horne, 2005, Su et al., 2009]. Pitch-

angle diffusion coefficients for ECH, UBC, and LBC waves are summarized in Figure 1.23: they were

calculated using the Full Diffusion Code [Shprits and Ni, 2009], which was developed at the University of

California, Los Angeles (UCLA), on the basis of the field-aligned code [Shprits et al., 2006], and is capable

of computing resonance scattering rate including high-order scattering by obliquely propagating waves, and

a wave model. ECH waves can resonate with electrons in the energy range from a few hundred eV to a few

keV for PAs below about 20◦. In contrast, UBC waves can resonate with electrons ranging from tens of eV

to a few keV, while LBC waves can resonate with electrons from a few keV to a few hundred of keV for a

wide PA range. Tao et al. [2011] suggested that the formation of the electron PA distribution observed by

THEMIS spacecraft at L = 6 is mainly due to resonant interactions with a combination of UBC and LBC

waves. Khazanov et al. [2015a] showed that the majority of both upward and downward particle and energy

flux contribution comes from LBC waves, which contribute between 45–50% of the flux, while UBC waves

contribute for the ∼35%, and ECH waves for 10–20% at L = 6.8.

1.7 Review of Previous Observation and Theory for the Generation

of PsAs

In recent decades, observations and theories on chorus waves have been developed, and the relationship

between these waves and PsAs has been revealed. Nishimura et al. [2010, 2011] demonstrated that temporal

variations of LBC wave intensity observed by THEMIS satellites near the magnetic equator had one-to-one

correlations with main modulations of PsA emission intensity observed by the all-sky images at THEMIS

ground-based observations (GBOs) [Mende et al., 2008]. Miyoshi et al. [2015b] demonstrated that the
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Figure 1.23. Pitch-angle diffusion coefficients of (a) ECH, (b) UBC, (c) LBC, and (d) all waves [after Tao
et al., 2011].

main and internal modulations of PsAs are caused by LBC bursts and rising tone elements, respectively,

and that the stable precipitation at about 1 keV is caused by UBC waves thanks to a computer simulation.

Kasahara et al. [2018a] showed one-to-one correlations between the loss cone electron flux and LBC wave

intensity, using the data obtained with Onboard Frequency Analyzer (OFA) [Matsuda et al., 2018], and

medium-energy particle experiments–electron analyzer (MEPe) [Kasahara et al., 2018b] onboard the Arase

satellite: this implies that wave–particle interactions are indeed taking place between LBC waves and elec-

trons. Hosokawa et al. [2020] identified an excellent one-to-one correlation between chorus elements and

internal PsA modulations by coordinating experiments using high-resolution all-sky imagers (with 100-Hz

sampling) with the Arase satellite (Figure 1.24). It was suggested that relativistic electron precipitation by

LBC waves could yield significant production of odd hydrogen and nitrogen, followed by catalytic reac-

tions that destroy ozone [Miyoshi et al., 2021, Tesema et al., 2020a, Thorne, 1977, Turunen et al., 2016].

Using Van Allen Probes, Ma et al. [2020] found that the most significant electron precipitation due to cho-

rus waves was from the nightside to dawn sectors over 4 < L < 6.5. Although Van Allen Probes usually

cannot resolve the flux inside loss cone, Ma et al. [2020] calculated the loss cone filling ratio based on the

wave measurements and quasilinear theory.

In addition to the chorus waves, ECH waves are theoretically expected to fill a loss cone, called strong

diffusion, in the energy range from a few hundred eV to a few keV, as described in Section 1.5. Liang et al.

[2010] showed that mean peak-to-peak intervals of a PsA (∼13.3 s) and ECH wave intensity (∼10.2 s)

were similar, through the analysis of data taken by the Fort Smith all-sky imager and the THEMIS satellite.

However, correlation between them was not high, probably because of the nonideal conjugacy between

the ground and the satellite. Furthermore, it was reported that the auroral red emission at 630 nm were
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Figure 1.24. A direct comparison between internal PsA modulations and chorus elements [after Hosokawa
et al., 2020]. (a, b) A zoomed view of (a) the single chorus burst structure, and (b) the corresponding PsA
pulse. (c) A zoomed view of optical and wave data. The blue line represents the auroral luminosity time
series, while the red line denotes the integrated wave power over the LBC frequency range.
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Figure 1.25. Time variations in electron fluxes at PAs below 90◦ during a flight into auroral pulsations
[McEwen et al., 1981].

modulated by pulsating electron precipitation, with a typical period of approximately 10 s, in spite of the

long emission time constant (∼110 s) [Eather, 1969, Liang et al., 2016]. McEwen et al. [1981] showed that

the electron flux had main modulations at 10.4 keV and minor variations at 1.4 keV during a rocket flight

into a PsA (Figure 1.25). Liang et al. [2016] suggests that low-energy electrons (<1 keV) are scattered

by ECH or UBC waves as a candidate mechanism of red-line PsAs. It should be noted that Tsuda et al.

[2020] performed observations of PsAs with an optical spectrograph, and found that pulsations seen in 630

nm data were due to the contamination of the N2 1PG (10,7) 632.3-nm band. Tsuda et al. [2020] suggested

that the OI 844.6 nm would be a most probable candidate for investigating PsA in the F region caused by

low-energy electrons, since they were relatively less contaminated by other emissions.

Low-energy electron precipitation in PsAs is important for ion upflows, which provide heavy ions into

the magnetosphere. Liang et al. [2018] reported that low-energy electron precipitation produced a strong

enhancement of electron temperatures and ion upflows in the upper F region ionosphere, associated with

PsAs from the Poker Flat Incoherent Scatter Radar (PFISR) observation data and simulations. More in

detail, the authors suggested that the electron temperature enhancement in the upper F region may increase

the electron scale height, hereby giving rise to an ambipolar electric field that drives ion upflows. Thus, a

better understanding of ECH waves as drivers of precipitating low-energy electrons is important not only

for PsA emissions, but also for ion upflows, since this can affect magnetospheric dynamics. Furthermore,

density modulation of low-energy (∼100 eV) ions correlated with chorus wave intensity modulation was

observed by the THEMIS satellite [Nishimura et al., 2015]: these low-energy ions are field-aligned with

major peaks at 0◦ (for northern hemisphere winter event) and 180◦ (for northern hemisphere summer event),

indicating that the source of low-energy plasma density modulation observed near the magnetic equator is

outflowing plasma from the sunlit hemisphere (Figure 1.26).

PsAs are often overlapped with a background diffuse aurora, probably caused by soft electrons [McEwen

et al., 1981, Sandahl et al., 1980, Smith et al., 1980]. Evans et al. [1987] suggested that these electrons

originate from the opposite hemisphere in conjunction with simultaneously occurring PsAs: they showed
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Figure 1.26. Schematic illustration of the chorus intensity modulation mechanism proposed by Nishimura
et al. [2015].

that this population arises from secondary and backscattered electrons, produced by the primary high energy

pulsating electrons. Moreover, the e-POP satellite observed upgoing low-energy electrons over PsAs, which

are considered to be backscattered and secondary electrons [Knudsen et al., 2015]. Soft electron precipi-

tation by UBC and ECH waves also causes background diffuse auroras [Miyoshi et al., 2015b]; however,

their contributions in causing background diffuse auroras are still not fully understood.

Recent high-time resolution ground-based optical observations of PsAs revealed that the brightness

of PsAs sometimes decreases below the diffuse background level (Figure 1.27) [Dahlgren et al., 2017,

Hosokawa et al., 2021, Kataoka et al., 2012]. Such“ over-darkening PsA”happens both immediately

before and after the pulsation ON phase [Dahlgren et al., 2017]. Hosokawa et al. [2021] demonstrated that

Figure 1.27. (a) N2 emission brightness in 10 different locations across the field of view of the multispectral
instrument ASK (Auroral Structure and Kinetics). Locations where brightness has been measured are shown
in (b) [Dahlgren et al., 2017].
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Figure 1.28. Schematic illustration of the over-darkening PsA created by the poleward propagation of a
PsA patch accompanied by a dark region along its trailing edge [Hosokawa et al., 2021].

the over-darkening region already appeared on the trailing edge of the patch at the start of the ON phase,

while the dark region propagated poleward together with the main part of the patch (Figure 1.28). That is,

the over-darkening PsA is a result of compounding effects of spatial structure and dynamical motion of PsA

patches. Although the mechanism that creates the dark area is still unknown, past studies suggested that an

interplay of UBC and LBC might explain the process [Miyoshi et al., 2015b]; furthermore, other authors

suggested that charge polarization along the boundary of PsA patches [Hosokawa et al., 2010] might pro-

vide an alternative explanation for the dark area along the trailing edge of patches. To explain the spatial

and temporal variations of PsAs, it is essential to consider several factors, such as contributions of mul-

tiple waves, and dynamical propagation of the wave source region, and to examine the three-dimensional

structure of PsAs and plasma parameters in the ionosphere.

1.8 Purpose of This Thesis

Concerning the relationship among ECH waves, electron precipitation, and PsAs, Fukizawa et al. [2018]

reported that the ECH wave intensity observed by the Arase satellite showed a correlation with the PsA

intensity observed by an all-sky imager near the Arase’s ionospheric footprint; they suggested that the PsA,

correlated with ECH waves, might be caused by about 3–4-keV electrons using a time-of-flight analysis.
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Furthermore, it was theoretically suggested that ECH waves contribute to ∼10–20% of the total electron

energy precipitation flux due to ECH, LBC, and UBC waves [Khazanov et al., 2015a, Tao et al., 2011,

Thorne, 2010, Tripathi et al., 2013]. Kasahara et al. [2019] reported that the strong diffusion of high energy

electrons (10–100 keV) by LBC waves commonly occurs using in situ observation data obtained using

medium-energy particle experiments-electron analyzer [Kasahara et al., 2018b] onboard the Arase satellite.

However, there is no observational evidence that ECH waves actually scatter electrons into the loss cone.

In addition, the PA scattering efficiencies of low-energy electrons (0.1–10 keV) by each wave have not been

investigated via in situ observations, due to the measurement difficulty of electron fluxes inside loss cones

in the magnetosphere. Although a loss cone is usually too small to be resolved in conventional electron

sensor on a magnetospheric satellite, the advent of the Arase satellite enabled direct evaluation of loss cone

electron fluxes, with the advantage of the relatively high angular resolution of low energy and energetic

electron instruments [Miyoshi et al., 2018d].

The purpose of this thesis is to elucidate the generation mechanism of low-energy electron precipitation in

PsAs through the Arase satellite, ground-based optical and radar observations, and computed tomography.

Instruments and research targets of this thesis are schematically shown in Figure 1.29. In Chapter 2, in order

to verify whether ECH waves scatter electrons into a loss cone, we compared ECH wave intensity with

electron flux inside the loss cone obtained with low-energy particle experiments-electron analyzer (LEPe)

onboard the Arase satellite. In Chapter 3, in order to obtain a statistical view for strong electron scattering

by LBC, UBC, and ECH waves, we analyzed the wave and electron data obtained by the Arase satellite

Figure 1.29. Schematic illustration of instruments and research subjects of this thesis: those used in each
chapter are enclosed in their respective rectangles.
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from March 24, 2017 to August 31, 2020. In Chapter 4, using the data obtained by the European incoherent

scatter (EISCAT) radar and all-sky imager at Tromsø, we conducted statistical studies for 14 events to clarify

how often F region electron density enhancement caused by low-energy electron precipitation occurs as

associated with PsAs. In Chapter 5, we aim to investigate the energy and spatial distribution of precipitating

electrons in PsAs with Aurora Computed Tomography (ACT). Finally, results are discussed in Chapter 6,

and summarized in Chapter 7.
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2 Pitch-Angle Scattering of Low-Energy

Electrons by ECH Waves [Fukizawa et al.,

2020]

In this chapter, we demonstrate that the ECH wave intensity near the magnetic equator is correlated with

an electron flux inside a loss cone with energy of about 5 keV using simultaneous wave and particle data

obtained by the Arase satellite, which is equipped with a high-PA resolution electron analyzer. Results from

computer simulation suggest that this electron flux contributes to the auroral emission at 557.7 nm, and an

intensity of about 200 R.

2.1 Background

The typical cyclotron resonance energies of ECH and LBC waves range from a few hundred to a few keV,

and from a few keV to a few MeV, respectively [e.g., Gao et al., 2016, Horne et al., 2003, Kurita et al., 2014,

Miyoshi et al., 2015a, Ni et al., 2008]. In order to determine which plasma waves contribute to electrons

scattering into the loss cone, it is essential to compare their intensity with the electron flux inside the loss

cone through in-situ observations. Kasahara et al. [2018a] demonstrated an one-to-one correspondence

between the LBC wave intensity and a 24.5 keV electron flux in the loss cone, by using data from the

Arase satellite. However, there are no observations regarding ECH waves scattering electrons into the loss

cone. In the outer magnetosphere, where the interaction with ECH waves leads to electron precipitation and

diffuse auroral emissions, the loss-cone angle near the equatorial plane is too small compared to the inner

magnetosphere: therefore, a spacecraft cannot measure the electron flux in the loss cone. In this chapter,

we investigate whether ECH waves scatter electrons into the loss cone in the equatorial region of the inner

magnetosphere, by comparing electron fluxes in the loss cone with wave amplitudes, and calculating pitch-

angle diffusion coefficients.
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Figure 2.1. Image of ERG satellite observations in the geospace [Miyoshi et al., 2018d].

Figure 2.2. Sample orbits of the ERG satellite. Black: March 24, 2017, Blue: June 1, 2017, Green: October
15, 2017, and Red: January 31, 2018 [Miyoshi et al., 2018d].

2.2 Instrumentation

2.2.1 Arase Satellite

The Exploration of energization and Radiation in Geospace (ERG, also called Arase) satellite (Figure 2.1)

was successfully launched on December 20, 2016 [Miyoshi et al., 2018d]: it is designed to be Sun-oriented

and spin-stabilized, with a rotation rate of 7.5 rpm. The initial apogee and perigee altitudes are ∼32000

and ∼400 km, respectively, in order to explore the entire region of the radiation belts. The inclination angle

of the satellite orbit is ∼31◦. Figure 2.2 shows the orbit of the Arase satellite in four different seasons in

the equatorial and meridional planes. Since the critical and commissioning phases of operation took three

months, regular observations with full operation of all instruments started in late March, 2017. Immediately

after that, the Arase satellite observed the inner magnetosphere near the magnetic equator at the heart of the

outer radiation belt (L = 4–6) on the morning side (black curves in Figure 2.2).

Figure 2.3 shows a schematic illustration of nine instruments installed on the Arase satellite. Figure 2.4

shows the energy and frequency coverages of these instruments. LEPe [Kazama et al., 2017] measures 19

eV–20 keV electrons in the plasma sheet and ring current. The plasma wave experiment (PWE) observes
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Figure 2.3. Configuration of science instruments onboard the Arase satellite [Miyoshi et al., 2018d].

electric fields in the frequency range from DC to 10 MHz, and magnetic fields in the frequency range

from a few Hz to 100 kHz [Kasahara et al., 2018c]. The frequency range of chorus and ECH waves is

covered by OFA [Matsuda et al., 2018]. High-frequency analyzer (HFA) [Kumamoto et al., 2018] covers

the higher frequency range, including upper hybrid resonance (UHR) waves. Magnetic field experiments

(MGF) [Matsuoka et al., 2018b] observes the ambient magnetic field.

2.2.2 Onboard Frequency Analyzer

The OFA is one of the PWE receivers, onboard the Arase satellite. It is designed to entirely measure

extremely low (ELF) and very low frequencies (VLF) plasma waves’ activity, and obtain several properties

(power spectrum, propagation direction, and polarization) for the wave mode determination. The important

targets of the OFA measurement are chorus and magnetosonic waves, which have been suggested to drive

the acceleration of relativistic electrons in the radiation belts and electromagnetic ion cyclotron (EMIC)

waves, responsible for the scattering of relativistic electrons by anomalous cyclotron resonance. OFA pro-

cesses signals from several dipole wire-probe antennas (WPT-S) [Kasaba et al., 2017] and tri-axis magnetic

search coils (MSC) [Ozaki et al., 2018]. The geometric configuration of the sensors is shown in Figures

2.5 and 2.6. The OFA analyzes two components of electric (Eu and Ev) and three of magnetic fields

(Bα, Bβ , and Bγ); it performs fast Fourier transform (FFT) on the observed waveforms, and produces a

single-channel power spectrum (OFA-SPEC), spectral matrices (OFA-MATRIX), and full-channel complex
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Figure 2.4. (a) Energy coverage of electron measurements from LEPe, MEPe, HEP, and XEP, and ion
measurements from LEPi, and MEPi. (b) Frequency coverage of electric and magnetic field measurements
from PWE (EFD, OFA/WFC, and HFA) and MGF [Miyoshi et al., 2018d].

Figure 2.5. Overview of the Arase satellite from the ZSGA direction, where ”SGA” stands for ”Spinning
Satellite Geometry Axis” coordinates, which represent the geometrical positions of the components onboard
the satellite [Kasahara et al., 2018c].
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Figure 2.6. Configuration of PWE sensors deployed from the Arase satellite [Kasahara et al., 2018c].

spectra for electric and magnetic fields (OFA-COMPLEX). In this study, we used OFA-SPEC data, which

are the auto-spectra of a selected channel for electric and magnetic fields produced by onboard processing.

The frequency range of electric field spectra is from DC to 20 or 130 kHz, while that of magnetic field

spectra is from a few Hz to 7 or 20 kHz. The number of frequency sampling points depends on the OFA

operation mode . The time resolution of OFA-SPEC is nominally 1 s, whereas the possible time resolution

ranges from 0.5 to 4 s. During the time interval of our interest, the OFA performs FFT on the waveform of

16 ms, with a time cadence of 1 s, and provided 132-point frequency spectra.

2.2.3 Low-Energy Particle Experiment–Electron Analyzer

LEPe measures electrons with energies ranging from ∼20 eV to ∼20 keV [Kazama et al., 2017]. In order

to obtain the PA distribution, LEPe measures three-dimensional electron fluxes every spin period (∼8 s).

There are two different types of channels: coarse, for observing the electron’s parallel and perpendicular

temperature and PA distributions, with a resolution of 22.5◦, and fine channels for loss-cone measurements,

with a PA resolution of 3.75◦ (Figure 2.7). In this study, we use data obtained from the latter.

2.3 Data and Method

We analyzed data obtained by the Arase satellite from 01:10 to 01:15 UT on April 15, 2017, which

corresponds to the substorm recovery phase. A southward interplanetary magnetic field with a ∼400-km/s

solar wind speed caused the substorm on April 14–15, 2017 (Figure 2.8). The minimum value of the Dst

index was −25 nT at 18:30 UT on April 14, 2017, while the maximum value of the AE index was 931 nT

at 18:35 UT on April 14, 2017. The Arase satellite is in the postmidnight sector near the magnetic equator

(Lm = 6.1 derived from IGRF, MLT = 3.2 h, and magnetic latitude (MLAT) = 0.0◦–0.4◦). Figures 2.9a

and 2.9b show the wave power-spectral density of the electric and magnetic fields, respectively. Frequency
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Figure 2.7. Schematic drawing of the accommodation and field of view (FOV) of the LEPe instrument.
Here, the suffix ’sc’ stands for spacecraft coordinate system, while ’cmp’ stands for component (instrument)
coordinate system. This is installed on the −X panel of the spacecraft; the fan-shaped FOV opens parallel
to the panel [Kazama et al., 2017].

Figure 2.8. (a) Solar wind speed, (b) interplanetary magnetic field in a north–south direction (Bz) in the
geocentric solar magnetospheric (GSM) coordinate, (c) Dst index, and (d) AE index from 12:00 UT on
April 13, 2017 to 12:00 UT on April 15, 2017.
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has been normalized by fce. We derived fce from the local ambient magnetic field measured by MGF.

Furthermore, quasi-periodic intense ECH emissions were observed in the first harmonic band (fce–2fce),

while the amplitudes of the higher harmonic bands were small (Figure 2.9a). Upper- (> 0.5fce) and lower-

band (< 0.5fce) chorus waves were observed throughout this period; upper-band chorus waves appeared

rather continuously (Figure 2.9b). Figures 2.9c and 2.9d show the electron energy flux in the field-aligned

direction (with a PA range of 0–3◦) and outside a loss cone (with a PA range of 42–45◦), respectively.

Although the electron flux outside the loss cone was relatively stable, the field-aligned electron flux had

quasi-periodic modulations, with a typical period of ∼26 s indicated by red dashed lines in Figure 2.9c. To

visualize the differences between the electron flux inside and outside the loss cone, we show the ratio of

electron fluxes (Figure 2.9e). It is difficult for Arase satellite to continuously and for a long time observe

an electron flux of specific energy in the loss cone, since its direction relative to the ambient magnetic

field changes. Therefore, the analyzed data was limited to 5 min, as shown in Figure 2.9. To investigate

quantitatively the relationship between the waves and the electron flux inside the loss cone, we calculate

the cross-correlation coefficients between the temporal modulation of the wave intensity shown in Figures

2.9a and 2.9b and the electron flux ratio shown in Figure 2.9e. The ECH (LBC) wave intensity is derived

by integrating the wave power-spectral density of the electric (magnetic) field between fce and 2fce (0.3fce

and 0.5fce) shown in Figure 2.9a (2.9b), and then converting it to mV/m (nT). Before calculating the cross-

correlation coefficients, we need to adjust the temporal resolution of the wave data (1 s) to that of the

electron data (8 s). We calculated the moving average of the wave data with a 9-s window and subtracted

the average. To avoid aliasing in the downsampling, we applied a low-pass filter with a cutoff frequency of

1/16 Hz. We used the Hanning window to perform a FFT before applying the low-pass filter.

2.4 Results

Figures 2.10a and 2.10b show the temporal variability of ECH and LBC wave intensities, respectively.

The loss-cone flux ratio of the 4.8-keV electron is indicated by blue lines in Figures 2.10a and 2.10b. The

average flux ratio was subtracted, and the Hanning window was applied: the cross-correlation coefficients

correspond to 0.48 for ECH and −0.016 for LBC. Although the absolute value of the cross-correlation

coefficient is not very high in the case of ECH, it is still large compared to the value considering LBC, and

is statistically significant, as indicated by the obtained Student’s t-test values. The estimated p value for

ECH is < 3.5 × 10−3 which is smaller than the significance level of 5.0 × 10−2, whereas it is < 1.0 for

LBC. One of the causes of the reduction of the cross-correlation coefficient in the ECH case is that the loss-

cone angle at the position of the Arase satellite is not always larger than the PA resolution of the fine LEPe

channels. If we assume that the magnetic field strength in the ionosphere at the Arase’s magnetic footprint

is 50, 000 nT estimated with the TS04 model [Tsyganenko and Sitnov, 2005], the loss-cone angle at the

Arase satellite is 2.4◦ since the magnetic field strength at the Arase satellite is 88 nT. Figure 2.10c shows
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Figure 2.9. The wave power-spectral density of (a) the electric and (b) magnetic fields. Black solid lines
indicate integer multiples of fce in (a) and 0.5fce in (b). Electron energy flux observed by the fine channel
of LEP in the PA ranges corresponds to (c) 0–3◦ and (d) 42–45◦. (e) The ratio of (c) to (d) indicates the
difference between the inside and outside loss-cone electron flux.
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Figure 2.10. Temporal variability, from 01:10:06 UT, of (a) ECH and (b) LBC wave intensities is indicated
with a red line, whereas the variability of the loss-cone flux ratio of the 4.8-keV electron is indicated with
a blue line. The cross-correlation coefficient between the wave intensity and the electron influx is shown at
the top of each panel. (c) Cross-correlation coefficients between the ECH wave intensity and the loss-cone
electron flux ratio (shown with red dots and solid line, respectively), and those between the LBC wave
intensity and the loss-cone electron flux ratio (shown with blue dots and dashed line, respectively) as a
function of electron’s energy.

cross-correlation coefficients of different energies against wave intensities (red dots and solid line: ECH;

blue dots and dashed line: LBC). The p value of the cross-correlation coefficient between the LBC wave

and the loss-cone flux ratio of the 8.6-keV electron is 1.3 × 10−2, which is smaller than the significance

level of 5.0 × 10−2, whereas that for ECH is 1.5. These results reflect a positive correlation between the

ECH wave intensity and the ∼5 keV loss-cone energy flux, and between the LBC wave intensity and the

∼9 keV loss-cone energy flux, consistently with the general characteristic of the typical resonance energy

of LBC being larger than that of ECH.

2.5 Discussion

To quantitatively evaluate whether ECH waves can scatter 5 keV electrons into the loss cone, we calcu-

lated the PA diffusion coefficient of ECH waves on the basis of the quasi-linear theory. To calculate the

resonance energy of ECH waves, the hot plasma dispersion relation must be solved: however, this cannot

be easily done, as in the case of LBC. The PA diffusion coefficient for ECH waves was expressed by Horne
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and Thorne [2000] with the following equation
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; k⊥0 and k∥0 are the components of

the resonant wavenumber vector perpendicular and parallel to the ambient magnetic field B0, respectively;

∆k∥ is the width of the spectrum; Ωe = 2πfce = |eB0/me| is the angular electron cyclotron frequency;

ωk is the wave frequency as a function of k; |Ew| is the wave electric field; α and v are the particle PA and

velocity, respectively; e/me is the electron charge to mass ratio; and In is the modified Bessel function of

order n. The bounce-averaged diffusion coefficient can be approximated as [Horne and Thorne, 2000]

⟨Dαα⟩ ≈
Dαα

Tb

∫ λint

−λint

2

v cosαeq
ds = TfracDαα, (2.2)

where Tfrac = 4LReλint/v cosαeqTb is the fraction of time when the particle interacts with the wave during

one bounce period, Tb is the particle bounce period, αeq is the PA at the magnetic equator, λint is the upper

limit of integration in MLAT, and Re is Earth’s radius. We set Tfrac = 1 for electrons with a mirror point

smaller than λint.

The input parameters were determined to be |Ew| = 1.0 mV/m, ωk = 1.6Ωe, and fce = Ωe/(2π) = 2.5

kHz based on OFA and MGF observation data, as shown in Figure 2.9a. We set other parameters asL = 6.1,

λint = 3.0◦, and α = 0–3◦. To determine the parameters k⊥0, k∥0, and ∆k∥0 = k⊥0/ tan (ψ −∆ψ)− k∥0,

we need to know k and the wave normal angle ψ, which cannot be obtained from Arase observations,

because PWE measures only two components of the electric field. Changing the wave normal angle from

85.0◦ to 89.5◦, Kyoto University Plasma Dispersion Analysis Package (KUPDAP) [Sugiyama et al., 2015]

was used to obtain k, which corresponds to ωk = 1.6Ωe. The input parameters for KUPDAP, i.e., electron

temperature (T⊥, T∥), electron density (ne), and loss-cone depth (∆) and width (β), were determined by

fitting the phase space density recorded on LEPe with a sum of five subtracted Maxwellian components

in agreement with previous studies [Ashour-Abdalla and Kennel, 1978, Horne et al., 2003, Liang et al.,

2010]. The fitting results are shown in Figure 2.11 and estimated parameters are shown in Table 2.1, which

are labeled as components 2–6. The input parameters of the coldest component (component 1 in Table

2.1) cannot be obtained from Arase observations since the lower-limit energy of LEPe is about 20 eV. It

is difficult to precisely determine the cold electron density from the UHR frequency, since the UHR wave

was not detectable during our period of analysis. However, we estimate the cold electron density using the

electrostatic (n+1/2)fce emissions as a diagnostic tool [Hubbard et al., 1979]. Hubbard et al. [1979] found

that the maximum value of n depends on the combination on the ratios of cold (< 10 eV) to hot plasma
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Figure 2.11. (a) Electron PA distribution recorded on the fine LEPe channel (filled contour and black solid
lines). The phase space density is averaged over a period of 3 minutes from 01:10–01:13 UT. The contour
of the modeled distribution is indicated with dashed red lines. Measured (dots) and modeled (red solid line)
electron distribution functions at the PAs of (b) 7.5◦–10.5◦, (c) 43.5◦–46.5◦, and (d) 88.5◦–91.5◦ in (a).

density nc/nh, and on the plasma frequency to the cyclotron frequency fp/fce. During most of the time

shown in Figure 2.9a, electrostatic emissions are excited up to (5+1/2)fce. Assuming that the hot electron

density is the sum of electron densities of components 2–6 in Table 2.1, we estimated that the cold electron

density is 1.9 /cm3 using equation (2) in Hubbard et al. [1979]. Furthermore, we assume that the electron

temperature of the coldest component ranges from 1 to 10 eV. To maintain the quasi-neutrality, the proton’s

distribution function is assumed to be the Maxwellian with the temperature and the density are 1 eV and

2.8 /cm3, respectively.

Using parameters described above, we calculated bounce-averaged PA diffusion coefficients near the loss

cone as a function of electron energy, by modifying normal angle of ECH waves and temperature of coldest

component (Figure 2.12a). From Figure 2.10c, it is expected that the PA diffusion coefficient of the ECH

wave has a peak at 5 keV. Among the combinations of the electron temperature and the wave normal angle

that peak at the PA diffusion coefficient of 5 keV (Figure 2.12b), the linear growth rate of the first harmonic

band of the ECH wave calculated using KUPDAP is largest at 8 eV and 88.5◦ (Figure 2.12c). Under these
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Table 2.1. Parameters of multicomponent subtracted Maxwellian in Equation (1) of Liang et al. [2010].
The parameters of coldest component 1 are not the result of fitting but assumptions.

conditions, it is reasonable that the ECH wave contributes to scattering of electrons for 5 keV.

The calculated parallel cyclotron resonance energy of LBC at this time is 4 keV under the first-order

cyclotron resonance condition in Kennel and Engelmann [1966]. That near the magnetic equator is smaller

than the energy that correlates with the loss-cone flux. However, LBC waves grow, and their resonance

energies increase as they propagate to the higher MLAT [Miyoshi et al., 2010, 2015a], causing PA scattering

of ∼9 keV electrons. More in detail, the resonance energy of LBC reaches 9 keV at the MLAT of −3◦ during

this event. Although ECH and LBC waves were concurrently excited for this event, it must be considered

that the difference between their cyclotron resonance energies differentiated their contributions to the PA

scattering of inner magnetospheric electrons, as discussed in Fukizawa et al. [2018].

Unfortunately, we did not observe auroral emission in this event because the footprint of the Arase satel-

lite was in the sunlit region. The Internal Reference Ionosphere (IRI) and Mass Spectrometer Incoherent

Scatter (MSIS) models are used to evaluate ionosphere and thermosphere conditions at the footprint of

Arase. To estimate the auroral intensity, the downward electron energy flux, F , at the ionospheric altitudes

is estimated as F ≈ (Bi/Beq)EJeq∆Ω∆E [Kasahara et al., 2018a], where Bi and Beq are the magnetic

field strength at the ionosphere and at the equator, respectively; E is the electron’s characteristic energy;

Jeq is the differential number flux at the magnetic equator; ∆Ω is the solid angle of the loss cone; and ∆E

is the energy range of precipitation electrons. We adopt E ≈ 5 keV and ∆E ≈ 2 keV from Figure 2.10c,

take Bi ≈ 50, 000 nT from the TS04 model, Beq ≈ 88 nT from the MGF observation, Jeq ≈ 4.6 × 106

/s/sr/cm2/keV from the LEPe observation, and ∆Ω ≈ 3.7 × 10−3 sr from the angular resolution of LEPe,

and adopt a downward electron energy flux of approximately F ≈ 9.7× 107 keV/cm2/s, or 0.15 erg/cm2/s,

which potentially contributes to auroral emissions. The volume emission rate was calculated from the esti-

mated downward electron flux in the altitude range from 80 to 500 km using the electron two-stream model

[Ono, 1993]. The column emission intensity of oxygen 557.7-nm aurora was obtained by integrating the

volume emission rate. We estimated the column emission intensity to be about 200 R. The estimated col-

umn emission intensity and downward energy flux are reasonable values. It is expected that the auroral
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Figure 2.12. (a) Bounce-averaged PA diffusion coefficients near the loss cone as a function of electron
energy, by changing wave normal angle of the ECH waves and temperature of coldest component. (b) En-
ergies where (a) have a peak. (c) Linear growth rate of the first harmonic hand of the ECH wave calculated
using KUPDAP.
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emission has a quasi-periodic modulation, i.e., pulsation, because the electron flux observed by the Arase

satellite had a quasi-periodic modulation of 26 s.

Although we suggested that ECH waves caused the PsA emission at 557.7 nm basing on our case study,

we cannot exclude the contribution of ECH waves to the auroral emission in the F region. The cyclotron

resonance energy of ECH waves has the broad range from a few hundred eV to a few keV; therefore, ECH

waves would scatter electrons with energies lower than 1 keV, and thus contribute to cause the auroral

emission in the F region. It should be noted that the electron flux inside the loss cone in the energy range

lower than ∼1 keV was not observed by LEPe considering the present study. We examined the energy range

in which ECH waves had high-PA scattering efficiency by a statistical analysis of wave and electron data

obtained with Arase in Chapter 3.

2.6 Brief Summary

In this chapter, we calculated the cross-correlation coefficient between the ECH wave intensity and the

electron flux observed by the Arase satellite, and demonstrated for the first time that ECH waves cause

the PA scattering of electrons into the loss cone in the inner magnetosphere. We analyzed the event dur-

ing which the downward electron flux in the loss cone and the ECH wave intensity had a quasi-periodic

modulation: we found that the ECH wave intensity is correlated with the ∼5-keV electron flux in the loss

cone. Moreover, the PA diffusion coefficient was calculated to evaluate whether the observed ECH wave

could scatter 5 keV electrons into the loss cone. The PA diffusion coefficient of 5-keV electrons is relatively

greater than that for other energy electrons, assuming that the electron temperature is 8 eV and the wave

normal angle is 88.5◦. The observed electron flux correlated with the ECH wave can cause 557.7-nm au-

roral emission with brightness of about 200 R. It is expected that the auroral emission has a quasi-periodic

modulation, i.e., pulsation, since the electron flux observed by the Arase satellite had a quasi-periodic mod-

ulation of 26 s. These results suggest that ECH waves propagating nearly perpendicular to the ambient

magnetic field scatter a few keV electrons into a loss cone near the magnetic equator of the inner magne-

tosphere, and probably produce diffuse or pulsating auroral emission. It should be noted that we cannot

exclude the contribution of ECH waves to the auroral emission in the F region. We examined the energy

range in which ECH waves had high-PA scattering efficiency by a statistical analysis of wave and electron

data obtained with Arase in Chapter 3.
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3 Strong Diffusion of Low-Energy Electrons

by Chorus and ECH Waves [Fukizawa et al.,

2022a]

In this chapter, we demonstrate that the loss cone filling, known as strong diffusion, of low-energy elec-

trons (0.1–10 keV) associated with LBC, UBC, and ECH waves has been commonly observed in the mag-

netospheric equatorial region using electron and wave data obtained from the Arase satellite. More in

detail, we found that LBC, UBC, and ECH waves contribute to PA scattering of electrons at different en-

ergies. Strong diffusion by LBC, UBC, and ECH waves occurred at energies of ∼2–20 keV, ∼1–10 keV,

and ∼0.1–2 keV, respectively. The Occurrence rate of the strong diffusion by high-amplitude LBC (>50

pT), UBC (>20 pT), and ECH (>10 mV/m) waves were ∼70%, 40%, and 30% higher than those without

considering wave activity, respectively. The energy range in which the occurrence rate was high agreed

with the range where the PA diffusion rate of each wave exceeded the strong diffusion level based on the

quasilinear theory.

3.1 Background

Previous studies theoretically suggested that ECH waves could fill a loss cone, known as strong diffusion

[e.g., Lyons, 1974], in the energy range of a few hundred eV [Horne and Thorne, 2000, Horne et al., 2003,

Lyons, 1974, Tripathi et al., 2011], and thus they could contribute to ∼10–20% of the total electron energy

precipitation flux due to ECH, LBC, and UBC waves [Khazanov et al., 2015a, Tao et al., 2011, Thorne,

2010, Tripathi et al., 2013]. However, PA scattering efficiencies of low-energy electrons (0.1–10 keV) by

each wave have not been investigated via in situ observations due to the difficulties in measuring electron

fluxes within loss cones in the magnetosphere. Although a loss cone is usually too small to be resolved in

conventional electron measurements in the magnetosphere, the advent of the Arase satellite [Miyoshi et al.,

2018d] has enabled a direct evaluation of loss cone electron fluxes, with the advantage of a relatively-high-

angular resolution of low-energy and energetic electron instruments. Kasahara et al. [2019] reported that

a strong diffusion of high-energy electrons (10–100 keV) by LBC waves commonly occurs using in situ

observation data obtained through medium-energy particle experiments-electron analyzer [Kasahara et al.,

2018b] onboard the Arase satellite. In this chapter, we demonstrate that the strong diffusion of low-energy
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electrons associated with LBC, UBC, and ECH waves has been commonly observed in the magnetospheric

equatorial region, by using electron data obtained from LEPe [Kazama et al., 2017], wave data from OFA

[Kasaba et al., 2017, Kasahara et al., 2018a, Matsuda et al., 2018, Ozaki et al., 2018], electron density data

from HFA [Kumamoto et al., 2018], and magnetic field data from MGF [Matsuoka et al., 2018b] onboard

the Arase satellite.

3.2 Case Study

In order to clarify the relationship among LBC, UBC, and ECH waves, and the electron flux within a

loss cone, we carried out a case study using wave and electron observation data obtained through the Arase

satellite. Figure 3.1 shows a typical example of wave and electron observation data obtained from 20:00 UT

on March 27, 2017 to 2:00 UT on March 28, 2017: this event has been selected since the electron flux within

a loss cone has been observed for a relatively long time. The Roederer’s L-parameter L∗, MLT, and the

magnetic latitude (MLAT) of the Arase satellite are shown as labels in Figure 3.1. More in detail, the value

of L∗ has been derived for a 90◦ PA using the TS04 model [Tsyganenko and Sitnov, 2005]. During this

event, which happened in a geomagnetically active period with Kp indexes ranging from 4 to 6+, the Arase

satellite crossed the magnetic equator from the southern to the northern hemisphere at 23:43 UT. More in

detail, the Dst index showed that this event occurred during the recovery phase of storm (not shown).

Figures 3.1a and 3.1b show the power spectral density of wave electric and magnetic fields, respectively.

ECH waves were observed in the frequency bands between integer multiples of the local electron cyclotron

frequency, fce loc. The magnetic field observed by MGF was used to calculate fce loc. On the other hand,

LBC and UBC waves were detected in the lower and upper band of the electron cyclotron frequency at the

magnetic equator, fce eq, since LBC and UBC waves are excited near the magnetic equator and propagated

to the off-equator. To calculate fce eq, we used the magnetic field intensity derived by tracing the magnetic

field line from the satellite position to the magnetic equator with the TS04 model: when the traced magnetic

field was larger than the local observed by MGF, the latter was used to calculate fce eq. Figures 3.1c,

3.1d, and 3.1e depict the amplitudes of ECH, UBC, and LBC waves integrated in the frequency hands

of 1.00–2.00fce loc, 0.50–0.90fce eq, and 0.10–0.45fce eq, respectively. During this event, ECH and UBC

waves have been observed near the magnetic equator (MLAT from −1◦ to 3◦ and MLAT from −3◦ to 8◦).

Moreover, LBC waves have been observed from the magnetic to the off-equator (MLAT from −20◦ to 15◦):

their amplitude was larger in the latter location, whereas ECH and UBC wave amplitudes were larger near

the former.

Figures 3.1f and 3.1g depict electron fluxes in PA ranges of 0◦–5◦ and 175◦–180◦, respectively, whereas

Figures 3.1h and 3.1i show electron fluxes averaged for the PA range of 5◦–45◦ and 135◦–175◦, respectively.

The PA resolution of LEPe is ∼3.75◦. The PA distribution of electrons was averaged every 5◦ to improve

the signal-to-noise ratio. The loss cone angle near the magnetic equator in the inner magnetosphere is
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Figure 3.1. Summary plot of wave and particle data obtained with Arase from 20:00 UT on March 27, 2017
to 2:00 UT on March 28, 2017. Frequency-time spectrograms for the (a) wave electric and (b) magnetic
fields. Black lines indicate 0.1fce eq, 0.5 fce eq, and nfce loc where fce eq and fce loc are the equatorial and
local electron cyclotron frequency, respectively and n is integer. (c, d, and e) ECH, UBC, and LBC wave
amplitudes in 1.00–2.00fce loc, 0.50–0.90fce eq, and 0.10–0.45fce eq frequency bands, respectively. Differ-
ential fluxes of loss cone electrons ((f) PA ranges of 0◦ –5◦ and (g) 175◦ –180◦) and averaged bouncing
electrons ((h) PA ranges of 5◦ –90◦ and (i) 175◦ –180◦) in the unit of eV/s/cm2/sr/eV. (j and k) Ratios of
parallel flux j(0–5◦)/⟨j(5◦–90◦)⟩ and antiparallel flux j(175◦–180◦)/⟨j(90◦–175◦)⟩, respectively. Black
solid lines denote cyclotron resonance energies of chorus waves with frequencies of 0.3fce, 0.5fce, and
0.7fce, from top to bottom. Black dashed lines denote cyclotron resonance energies of ECH waves with
frequencies of 1.2fce and 1.8 fce, from bottom to top. (l) PA distribution of 180 eV electrons.
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usually smaller than 5◦. The loss cone angle calculated using the TS04 model was ∼4◦ for this event.

Although, the electron fluxes shown in Figures 3.1f and 3.1g include the electron flux outside the loss

cone, we assumed that most of them come from the loss cone. Under this assumption, we calculated

the loss cone filling ratios for parallel and antiparallel electrons, defined as j(0◦–5◦)/⟨j(5◦–45◦)⟩ and

j(175◦–180◦)/⟨j(135◦–175◦)⟩, respectively, where j is the energy flux of electrons (Figures 3.1j and 3.1k).

The electron flux in PA of 45–135◦ was not used to exclude the effect of pancake distributions (peaked at

PA ∼90◦) of electrons [Meredith et al., 2000].

To estimate the driver of the PA scattering, the cyclotron resonance energies of LBC, UBC, and ECH

waves were overlaid on the electron flux data in Figures 3.1f–3.1k. The cyclotron resonance energies of

chorus waves, Echorus, can be written as follows [Kennel and Petschek, 1966]

Echorus =
B2

0

2µ0ne

fce

f

(
1− f

fce

)3

, (3.1)

where B0 is the ambient magnetic field, f is the wave frequency, fce is the electron cyclotron frequency,

µ0 is the magnetic permeability in a vacuum, and ne is the electron density derived from the upper hybrid

resonance frequency obtained from the in situ observation. The lower and upper limits of cyclotron res-

onance energy for LBC and UBC waves are represented by Echorus(f = 0.1fce, 0.5fce, 0.9fce), which are

depicted as magenta lines in Figures 3.1f–3.1k. We used the observed magnetic field for the upper limit of

the cyclotron resonance energy for LBC waves Echorus(f = 0.1fce) because the LBC waves were observed

over the entire range, as shown in Figures 3.1a, 3.1b, and 3.1e. On the other hand, high-amplitude UBC

waves were observed in the |MLAT| < 3◦ region (Figures 3.1a, 3.1b, and 3.1d). Therefore, the observed

magnetic field was used for |MLAT| < 3◦, whereas for |MLAT| ≥ 3◦, the magnetic field at 3◦ derived using

the TS04 model was used to determine the upper and lower limits of the UBC wave cyclotron resonance

energy, Echorus(f = 0.5fce) and Echorus(f = 0.9fce), respectively. The cyclotron resonance energies of

ECH waves, EECH, were calculated using the following equation

EECH =
1

2
mev

2
R, (3.2)

where me is the electron mass and vR is the velocity that satisfies the cyclotron resonance condition. From

the cyclotron resonance condition, we obtain

vR =
2π(f − nfce)

k∥
, (3.3)

where k∥ is the wavenumber parallel to the ambient magnetic field and n is integer. The upper and lower

limits of the ECH wave cyclotron resonance energy EECH(f = fce, 2fce) are displayed as black lines in

Figures 3.1f–3.1k. In the same manner as that for UBC waves, the observed and modeled magnetic field

were used to calculate fce in Eq. 3.3 for |MLAT| < 1◦ and ≥ 1◦, respectively. To obtain k∥ in Eq.
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3.3, the dispersion relation was solved using KUPDAP as explained in Section 2.5. Electrons comprised

cold and hot components (1 eV and 1 keV, respectively). The cold and hot components were, respectively,

Maxwellian and subtracted Maxwellian distributions [e.g., Ashour-Abdalla and Kennel, 1978, Horne, 1989]

with loss cone depth and width of ∆ = 5 and β = 0.02 and 89.5◦ wave normal angle [Horne and Thorne,

2000]. During the time shown in Figure 3.1, the electron density and magnetic field observed by HFA and

MGF varied ∼4–9 cm−3 and ∼150–242 nT, respectively (not shown). We used their mean values (7 cm−3

and 190 nT) as the total electron density and ambient magnetic field to solve the dispersion relation. The

cold electron density is two orders of magnitude larger than the hot one[cf., Kazama et al., 2018].

Both parallel and antiparallel loss cone fluxes (Figures 3.1f and 3.1g) and filling ratios in the cyclotron res-

onance energies of UBC and ECH waves (Figures 3.1j and 3.1k) have been enhanced with high-amplitude

ECH and UBC waves near the magnetic equator (MLAT from −4◦ to 2◦) from 23:10 to 00:00 UT. More-

over, those in the cyclotron resonance energies of LBC waves have been enhanced with high-amplitude

LBC waves from the magnetic to the off-equator (MLAT = −10◦ to −2.5◦) from 22:00 to 23:20 UT: these

enhancements provide evidence of PA scattering by each wave.

Between 22:00 and 22:10 UT, an increase in the parallel and antiparallel loss cone flux occurred at

energies of several keV (Figures 3.1f and 3.1g), which fall between the resonance energies of Echorus(f =

0.5fce) and Echorus(f = 0.1fce). This suggests that they are associated with LBC waves. However, the loss

cone filling ratios significantly increase at energies corresponding to values lower than Echorus(f = 0.5fce)

(Figures 3.1j and 3.1k). There is no evidence for UBC or ECH waves in the data at this time (Figures 3.1c

and 3.1d); however, it is possible that the diffusion occurred because of UBC and ECH waves being closer

to the equator that were not observed at higher latitudes. To summarize this event, for each LBC, UBC, and

ECH waves, we found that the loss cone filling ratio in the cyclotron resonance energy range increased with

high wave amplitude.

Moreover, the loss cone filling ratios exceeded 1 from 20:00 to 21:50 UT (Figures 3.1j and 3.1k). Figure

3.1l shows the differential flux of 180-eV electrons. Electron beams, which were not caused by PA scatter-

ing with plasma waves, have been observed during these excessive enhancements. Therefore, electron data

where the loss cone filling ratio exceeds 1 should be excluded in the following statistical analysis because

our focus is on the PA scattering by multiple plasma waves.

3.3 Statistical Results

To obtain a statistical view for the strong electron scattering by LBC, UBC, and ECH waves, we analyzed

a dataset of waves and electrons obtained with the Arase satellite from March 24, 2017, to August 31, 2020.

Figure 3.2g shows the number of data sampling in L∗-MLAT plane. One sample corresponds to one satellite

spin (∼8 s). To select typical- to high-amplitude wave events from the dataset, we set the threshold level of

amplitude for LBC, UBC, and ECH waves in the 0.10–0.45fce, 0.50–0.90fce, and 1.00–2.00fce frequency
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Figure 3.2. Occurrence rates of active (a) LBC, (b) UBC, (c) ECH, (d) LBC waves excluding UBC and
ECH, (e) UBC waves excluding LBC and ECH, and (f) ECH waves excluding LBC and UBC in the L∗-
MLAT plane. We used a dataset of waves and electrons obtained through the Arase satellite from March
24, 2017, to August 31, 2020. The definition of the occurrence rate is given in the panel, where BLBC and
BUBC is the wave magnetic field of LBC and UBC waves, respectively, whereasEECH is the wave electric
field of ECH waves, and n is (g) the sampling number.
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bands to 3 pT, 3 pT, and 0.1 mV/m, respectively (c.f., Figures 3.1c–3.1d). Figures 3.2a–3.2c show LBC,

UBC, and ECH wave distributions that exceeded each threshold amplitude. A moving average is calculated

for each wave amplitude with a 1-min time window. Active LBC waves were frequently observed from the

magnetic equator to the off-equator, whereas active UBC and ECH waves have been frequently observed

near the magnetic equator. It is not easy to examine the one-to-one correspondence between the loss cone

filling ratio and individual wave amplitude, since these waves are often simultaneously observed as seen in

Figures 3.1a–3.1e.

We selected the dataset according to when the wave amplitude of interest was higher than the threshold

amplitude, and the other two wave amplitudes were smaller than the threshold amplitude. Figures 3.2d–3.2f

show the occurrence rates of LBC waves excluding UBC and ECH, UBC waves excluding LBC and ECH,

and ECH waves excluding LBC and UBC in the L∗-MLAT plane. The definition of the occurrence rate is

shown in Figure 3.2.

The cyclotron resonance energy of LBC waves increased as they propagated to a higher MLAT region

from the magnetic equator: the energy reached a few MeV [Miyoshi et al., 2015a, 2020], while the upper

energy limit of the LEPe instrument was ∼20 keV. Moreover, the loss cone filling ratios observed in off-

equator regions included the effect of the PA scattering near the magnetic equator: therefore, we used the

dataset obtained near the magnetic equator (|MLAT| < 5◦). It should be noted that the relationship between

LBC waves and the ∼10–100-keV electron flux within the loss cone was investigated by Kasahara et al.

[2019] using medium-energy particle experiments–electron analyzer (MEPe) onboard the Arase satellite.

Although 70-keV–1-MeV and 400-keV–20-MeV electrons have been observed by high-energy electron

(HEP) and extremely high-energy electron experiment (XEP), respectively, HEP and XEP cannot resolve

the electron flux within the loss cone.

To remove the dataset possibly related to plasma sheet phenomena, such as PA scattering due to the

magnetic field line curvature [Büchner and Zelenyi, 1989, Young et al., 2008], we discarded the dataset

if the angle between the background magnetic field and the model dipole field was >30◦ [cf., Kasahara

et al., 2019]. Moreover, we used the dataset obtained outside the plasmapause (L∗ > 4 and ne < 30 cm−3,

where ne is the electron density) to exclude the contribution from plasmaspheric hiss. Visual inspection

confirmed that this threshold successfully removed the whistler hiss without the significant omission of

chorus activities. Finally, we did not use the wave data 1 min before and after calibration pulses of the PWE

instrument [Matsuda et al., 2018] and the electron data during commissioning operations.

Extracted data of wave amplitudes and loss cone filling ratios are shown in Figures 3.3–3.5 as scatter

plots of LBC, UBC, and ECH wave amplitudes versus the loss cone filling ratios in logarithmic scales.

In order to exclude the contribution from electron beams, we excluded the dataset associated with a loss

cone filling ratio exceeding 1, and wave amplitudes lower than 3 pT, 3 pT, and 0.1 mV/m for LBC, UBC,

and ECH waves, respectively, as explained in Subsection 3.2. Red circles show median values of loss cone
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Figure 3.3. Scatter plots of LBC wave amplitudes versus loss cone filling ratios in logarithmic scales (black
diamonds). Red circles show median values of loss cone filling ratios obtained with amplitude intervals
of the logarithm of 0.1. The median values where the amount of data is ≤1% of the amount of data are
indicated by red open circles. Blue open circles show the median value lower than the threshold value. Red
lines show regression lines determined using the least square method using red filled circles.
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Figure 3.4. Scatter plots of UBC wave amplitudes versus loss cone filling ratios in the same format as Figure
3.3. Red filled and open circles show median values of loss cone filling ratios obtained with amplitude
intervals of the logarithm of 0.05.
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Figure 3.5. Scatter plots of ECH wave amplitudes versus loss cone filling ratios in the same format as Figure
S1. Red filled and open circles show median values of loss cone filling ratios obtained with amplitude
intervals of the logarithm of 0.2.
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filling ratios obtained with amplitude intervals of logarithms of 0.1, 0.05, and 0.2 for LBC, UBC, and ECH

waves, respectively. The median values where the amount of data used to calculate the median value is

≤1% of the total amount of data are indicated by red open circles. To quantify the contribution of the

PA scattering by each wave, we estimated the slope of the regression line determined by the least square

fitting to the loss cone filling ratios indicated by red filled circles. Moreover, to confirm the accuracy of the

contribution estimation, we calculated Kendall’s rank correlation coefficients and the two-sided significance

of its deviation from zero using the loss cone filling ratios indicated by the red filled circles.

Figure 3.6 shows the estimated slopes, their 2σ uncertainties, and correlation coefficients for all energies.

When we consider the problem of fitting a set of N data points (xi, yi) to a straight-line model y = ax+ b,

the uncertainty σ was calculated as

σ =

√√√√√√ 1

N

1 +

(∑N
i=1 xi

)2
N
∑N

i=1 t
2
i

 χ2

N − 2
, (3.4)

where

χ2 =

N∑
i=1

(yi − a− bxi)
2
, (3.5)

and

ti = xi −
∑N

i=1 xi
N

. (3.6)

Details of the σ derivation are explained in Section 15.2 on Press et al. [1992]. The LBC wave has a

positive slope with a statistically significant correlation coefficient at energies greater than ∼2 keV, whereas

the ECH wave has a smaller positive slope at energies lower than ∼2 keV, accordingly with the typical

cyclotron resonance energy range of each wave mode. On the other hand, the UBC wave has a positive

slope with a statistically significant correlation coefficient in the energy range of ∼1–10 keV.

Furthermore, to examine how often the strong diffusion or approaching strong diffusion occurs by LBC,

UBC, and ECH waves, we calculated occurrence rates using the same extracted dataset. Figure 3.7a shows

the occurrence rates of strong diffusion with typical-amplitude LBC, UBC, and ECH waves, and without

wave activities. The occurrence rate of strong diffusion with LBC, UBC, and ECH waves were calculated

as n(r > 0.5)/n for the samples under the condition of 10 pT ≤ BLBC < 50 pT, BUBC < 3 pT, and

EECH < 0.1 mV/m; BLBC < 3 pT, 10 pT ≤ BUBC < 20 pT, and EECH < 0.1 mV/m; and BLBC < 3 pT,

BUBC < 3 pT, and 1 mV/m ≤ EECH < 10 mV/m, respectively, where n is the number of data points, and r

is the loss cone filling ratio. The occurrence rate of strong diffusion without wave activity is defined to be

n(r > 0.5)/n under the condition of BLBC < 3 pT, BUBC < 3 pT, and EECH < 0.1 mV/m and is labeled

as ”No wave” in Figures 3.7a and 3.7b. Although strong diffusion is defined as occurring when the loss
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Figure 3.6. Energy dependence of (a) regression line slopes and (b) Kendall’s rank correlation coefficients
between loss cone filling ratios and LBC (black circles), UBC (blue squares), and ECH (red diamonds)
wave amplitudes. Error bars in Figure 3.6a indicate the 2σ level. Filled and open symbols in Figure 3.6b
indicate p < 0.05 and p ≥ 0.05, respectively.

cone is filled (i.e., r = 1), a large number of data had values of <1 even when each wave exhibited a large

amplitude was large (Figures 3.3–3.5). This is consistent with Figure 3 in Reidy et al. [2021], which shows

that the PA distribution is not quite flat, even when the bounce averaged pitch angle diffusion coefficient of

chorus waves reached the strong diffusion limit. Moreover, note that LEPe instrument does not completely

observe the electron flux in the loss cone. Furthermore, short bursts of chorus waves reduce the average

flux in the loss cone because the precipitation takes a certain time. Thus, we set a threshold value of 0.5 for

the loss cone filling ratio to define strong diffusion.

If a simultaneous wave activity is not observed, the loss cone is not empty, in particular at lower energies

(< ∼1 keV), attributable to the effect of PA scattering at different MLATs on the same magnetic field

line or to backscattered electrons. Therefore, the contribution for the strong diffusion by wave activity can

be observed by comparing the occurrence rate with each wave activity and that without considering wave

activities. At ∼10 keV, the occurrence rate of strong diffusion by LBC waves was the highest of the three

waves and ∼30% higher than those without wave activity. Meanwhile, in the energy range lower than a few

keV, the occurrence rate of strong diffusion by UBC waves was highest and ∼10%–40% higher than those

without wave activity.

Figure 3.7b shows the occurrence rate of strong diffusion by higher-amplitude waves. The occurrence

rate was calculated under the condition of BLBC ≥ 50 pT, BUBC ≥ 20 pT, and EECH ≥ 10 mV/m. In an
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Figure 3.7. Energy dependence of occurrence rates of strong diffusion by (a) typical- and (b) high-amplitude
LBC (black circles), UBC (blue squares), and ECH (red diamonds) waves. Amplitude ranges are shown
at the top of each panel. Green triangle shows occurrence rates of strong diffusion without simultaneous
wave activity. Bounce-averaged PA diffusion coefficients (⟨Dαα⟩) of LBC (black), UBC (blue), and ECH
waves (red) as a function of the electron energy for electron densities of (c) 1 and (d) 5 cm−3. The upper
and lower ends of the bands represent ⟨Dαα⟩ for 10 and 100 pT (LBC), 10 and 30 pT (UBC), and 1 and 10
mV/m (ECH), respectively. The dashed line indicates the strong diffusion level.
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energy range greater than 2 keV, the occurrence rate by higher-amplitude LBC waves (Figure 3.7b) was

higher than that by lower-amplitude LBC waves (Figure 3.7a) and ∼50%–70% higher than that without

considering simultaneous wave activities. In an energy range lower than 1 keV, the occurrence rate by ECH

waves was the highest of the three waves and ∼20%–30% higher than that without simultaneous wave

activities. These results show that the contribution of ECH waves to the strong diffusion is dominant among

three waves when the wave amplitude is high (≥10 mV/m).

To examine the energy range where each wave can fill the loss cone, we calculated the bounce-averaged

PA diffusion coefficient ⟨Dαα⟩ (see Section 1.6) at PA = 2.5◦ and L = 6 as a function of energy, and com-

pared with the strong diffusion level [Horne and Thorne, 2000]. The bounce-averaged first-order cyclotron

resonance diffusion coefficient was calculated by the method given in Shprits et al. [2006] for parallel prop-

agating LBC and UBC waves. Additionally, the bounce-averaged first- to tenth-order cyclotron resonance

and Landau resonance diffusion coefficients were calculated using the method in Horne and Thorne [2000]

for ECH waves. The contribution from the first- and second- order cyclotron resonance was dominant for

ECH waves (not shown). The power spectral density was assumed to be Gaussian centered at fm = 0.35fce

and fm = 0.65fce for LBC and UBC waves, respectively, with a standard deviation (bandwidth) δf =

0.15fce/
√
2 and bounded by upper (fm + 2

√
2δf ) and lower (fm－ 2

√
2δf ) cutoffs, resembling typical

LBC and UBC in the same manner as Shprits et al. [2006]. Both LBC and UBC wave amplitudes were

assumed to be spatially uniform at |MLAT|≤ 10◦ and set to 0 at |MLAT|> 10◦. In our observations, there

was a large ambiguity in electron density outside the plasmapause, since the UHR frequency cannot be

identified by the HFA observation. Therefore, we made calculations considering two density values (n0 =

1 and 5 cm－ 3) [cf., Sheeley et al., 2001]. The peak frequency of the wave spectrum for ECH waves was

assumed to be 1.5fce, while the peak wavenumber was obtained by solving the dispersion relation with

KUPDAP. The electron distributions explained in Subsection 3.2 have been used; only the total electron

density was changed to n0 = 1 and 5 cm－ 3. We assumed the wave growth was centered at a propagation

angle of ψ = 89.5◦ and an angular width of ∆ψ = 0.5◦ [Horne and Thorne, 2000]. The ECH wave ampli-

tude was assumed to be spatially uniform at |MLAT| ≤ 3◦ and was set to 0 at |MLAT| > 3◦ [Gough et al.,

1979, Meredith et al., 2009, Ni et al., 2017].

Figures 3.7c and 3.7d show calculated ⟨Dαα⟩ for n0 = 1 and 5 cm－ 3, respectively. Energy ranges

where the calculated ⟨Dαα⟩ exceeded the strong diffusion level were almost consistent with those where

the occurrence rates of strong diffusion are high for each wave. Note that there was the energy range where

the occurrence rate of strong diffusion was ∼10% larger than those without simultaneous wave activity

even when the diffusion coefficient did not exceed the strong diffusion limit. This discrepancy would be

attributed to the threshold value of r = 0.5 to define the occurrence rate of strong diffusion since each wave

can fill the loss cone to some extent even if the diffusion coefficient is smaller than the strong diffusion

limit. The PA scattering by other waves at different MLAT would increase the occurrence rate in these
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energy ranges.

Moreover, the occurrence rate of strong diffusion with UBC waves is higher than that without simultane-

ous wave activity at energies greater than a few keV (Figures 3.7a and 3.7b), but the PA diffusion coefficient

did not exceed the strong diffusion limit in these energies (Figures 3.7c and 3.7d). If we change the thresh-

old value of wave amplitude to exclude ECH waves stricter from 0.1 to 0.01 mV/m, the occurrence rate with

UBC waves in these energies becomes smaller than that without simultaneous wave activity (not shown),

implying that the strong diffusion at energies greater than a few keV is not due to UBC waves.

3.4 Brief Summary and Discussion

In this chapter, we revealed the energy ranges where LBC, UBC, and ECH waves contribute to scattering

electrons in loss cones, by using in situ observation data obtained by LEPe and OFA on the Arase satellite.

From the case study, we reported that the loss cone filling ratios were enhanced in the cyclotron resonance

energy ranges of LBC, UBC, and ECH waves with corresponding wave enhancements. Statistical results

showed that the regression line slopes for wave amplitudes versus loss cone filling ratios were positive,

and correlation coefficients between them were statistically significant at energies greater than ∼2 keV for

LBC waves, from ∼1 to ∼10 keV for UBC waves, and lower than ∼2 keV for ECH waves. The strong PA

scattering commonly occurred in almost the same energy range for each wave, accordingly with the energy

ranges that PA diffusion coefficients exceeded the strong diffusion level on the basis of the quasi-linear

theory.

Landau resonance between chorus waves and electrons could cause electron flux enhancement parallel

to the magnetic field, generating a large ratio between the parallel and perpendicular fluxes [e.g., Ma et al.,

2017]. However, waves with large magnetic field amplitudes typically have relatively small wave normal

angles, whose cyclotron scattering may be more efficient than Landau acceleration. The contribution of

Landau resonance to PA scattering should be examined using statistical analysis that incorporates the wave

normal angle.

Previously, studies demonstrated that the contribution of ECH waves to strong diffusion is relatively

small, compared to LBC and UBC waves [Khazanov et al., 2015a, Tao et al., 2011, Thorne, 2010, Tripathi

et al., 2013]. Recently, Kazama et al. [2021] identified via Arase observations that both LBC and UBC

waves contribute to the electron PA scattering near the equator. On the other hand, PA scattering of keV

electrons in a loss cone by ECH waves was reported using ground-based all-sky imager and Arase satellite

observations [Fukizawa et al., 2018, 2020]. Although these previous studies are based on case studies,

our study is based of statistical analyses of data obtained with a relatively high-angular-resolution electron

instrument onboard the Arase satellite. More in detail, our statistical analysis demonstrated that LBC waves

commonly scattered electrons of energies greater than a few keV in loss cones near the inner magnetospheric

magnetic equator (L∗ = 4–6 and |MLAT| < 5◦) and made strong diffusion of electrons. On the other hand,
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we showed that ECH waves scattered electrons in the loss cone in an energy range lower than ∼1 keV, and

made strong diffusion of electrons at an energy of ∼0.1 keV with an occurrence rate of ∼95%. Therefore,

PA scattering by ECH waves contributes to loss of plasma sheet electrons and emissions of diffuse aurora

in the inner magnetosphere.
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4 Electron Density Enhancement in the F

Region Associated with PsA [Fukizawa et al.,

2021]

As described in Section 1.7, previous studies showed that PsAs are generally caused by high-energy

electron precipitation with a typical energy greater than a few keV. Additionally, soft electron precipitation

(< a few keV) has often been observed as associated with PsAs, and may enhance the electron density in

the ionospheric F region. However, to date, the relationship between PsAs and soft electron precipitation

has not been fully understood. In this chapter, we concern two PsA events on the relationship between

the electron density height profile and the aurora type, by using data taken by the EISCAT radar and the

auroral all-sky imager at Tromsø. Additionally, we conducted statistical studies for 14 events to elucidate

how often F region electron density enhancement occurs associated with a PsA. We consequently found

that 76% of electron density height profiles showed a local peak in the F region with electron temperature

enhancements. Furthermore, it was found that 89% of the F region peak altitudes were above the peak

altitude of the ionization rate produced by electrons with a characteristic energy lower than 100 eV. The

occurrence rate of these profiles exceeded 80% in the 22–3 MLT ranges. We suggest that the electron

density enhancement in the F region could be caused by ECH waves in the magnetosphere.

4.1 Background

In addition to the energetic (> a few keV), the soft electron precipitation associated with PsAs in an

energy range smaller than a few keV has often been observed by sounding rockets and low-altitude satellites

[e.g., McEwen et al., 1981, Miyoshi et al., 2015a, Tesema et al., 2020a]. The generation process of electron

precipitation of energies from 100 eV to a few keV in the PsAs region is considered to be the pitch angle

scattering by UBC and ECH waves near the magnetic equator [e.g., Fukizawa et al., 2018, 2020, Khazanov

et al., 2015a, Miyoshi et al., 2015b, Su et al., 2009, 2010, Tao et al., 2011, Thorne et al., 2013]. On the

other hand, electron precipitation in an energy range greater than 100 eV generated by LBC, UBC, and

ECH waves causes a cascading toward thermal energies and the production of secondary electrons (< 100

eV) via impact ionization of the neutral atmosphere: these electrons can escape to the magnetosphere,

and precipitate into the conjugate ionosphere. This process can occur multiple times, and enhances the
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low-energy electron spectra in diffuse or pulsating auroras [Khazanov et al., 2014, 2015a,b].

Soft electron precipitation is of crucial importance since it contributes to the background diffuse auroral

emission and the ionization in the ionospheric F region, as well as to high-energy electron precipitation

[Saito et al., 1992, Sandahl et al., 1980, Smith et al., 1980, Whalen et al., 1971]. The electron temperature

in the ionospheric F region is enhanced by soft electron precipitation in PsAs [Liang et al., 2017, 2018].

Oyama et al. [2014] reported double-peak structures of the ionospheric electron density in E and F regions

at the beginning of the substorm recovery phase basing on the data taken by the EISCAT radar: more in de-

tail, they attributed the enhancement of the F region electron density to lower energy electron precipitation

and long-lived plasma that drifted horizontally from the dayside. Furthermore, ionospheric electron heating

associated with PsAs has been observed by the Swarm satellite: soft electron precipitation may have had

some effects on it [Liang et al., 2018]. By contrast, Samara et al. [2015] reported that soft electron precip-

itation was reduced during strongly temporally varying PsAs, due to the field-aligned current with parallel

potential drops up to 1 kV. Although soft electron precipitation associated with PsA has been reported in

past studies, its detailed characteristics and generation mechanism are not entirely understood.

In this chapter, we aim to elucidate the characteristics of soft electron precipitation in PsAs using iono-

spheric electron density altitude profiles obtained through the EISCAT radar, while PsAs have been ob-

served by the all-sky imager. We focus on two events to investigate in detail the relationship between the

electron density height profile and the type of aurora. Additionally, we performed a statistical analysis of

14 events to examine the characteristics of the F region ionization in PsAs.

4.2 Instrumentation

4.2.1 All-Sky Imagers

We used two Watec Monochromatic Imagers (WMIs) at Tromsø, Norway (69.58◦N, 19.23◦E, 66.40◦

MLAT), which consist of a highly-sensitive camera with a charge-coupled device made by Watec Co. Ltd,

a fish-eye lens by Fujinon Co. Ltd., and a band-pass filter. The central wavelengths of the band-pass filters

were 560 and 632 nm, with the full width at half maximum of 10 nm [Ogawa et al., 2020]. More in

detail, WMI with a 560-nm filter has been used to detect PsAs: PsA emissions are dominated by the atomic

oxygen green line at 558 nm of which the typical altitude is in the E region. Thus, the auroral green line

emission was used as an indicator of relatively high-energy electron precipitation. Moreover, the temporal

resolution of 558-nm data was 1 s: this was sufficient to observe the main modulation of the PsAs, whose

typical quasi-periodicity ranged from a few to tens of seconds. On the other hand, WMI with a 632-nm

filter has been used to detect the atomic oxygen red line at 630 nm in the F region, caused by soft electron

precipitation: the temporal resolution was 4 s. Hereafter, we call these two WMIs WMI-558 and WMI-630,

respectively.
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4.2.2 EISCAT UHF Radar

We used the data obtained by the EISCAT UHF radar at Tromsø with the CP1 mode [Folkestad et al.,

1983] to estimate the electron density and temperature in the altitude range of 76–282 or 76–647 km along

the local geomagnetic field direction. The altitude resolution was in the range of 3–33 km, while the

temporal resolution was 1 min.

4.3 Case Studies

4.3.1 Case 1: 0–4 UT on February 18, 2018

Figures 4.1a and 4.1b show the keograms obtained from the cross-section of successive all-sky images

with WMI-558 and WMI-630. We selected the cross-section along the geographic north–south meridian

direction to involve a pixel of the EISCAT radar observation point. After the auroral breakup at 00:10 UT,

the following three types of auroras were observed: (A) amorphous PsAs from 00:11 to 00:20 UT, (B)

auroral streamers from 00:31 to 00:34 UT, and (C) patchy PsAs from 00:46 to 03:00 UT. The former is

an irregularly shaped and rapidly varying PsA, while the latter comprises stable emission structures with

pulsations over a large fraction of their spatial extent [Grono and Donovan, 2018]. Figures 4.1c–4.1f show

the 558 and 630 nm emission intensities, electron density, and temperature at the EISCAT observation point.

The electron density had a peak at an altitude of ∼100 km when a discrete aurora appeared (Figure 4.1e),

while that at ∼130 km altitude was enhanced with the auroral streamer (Figure 4.1e). When the 558 nm

auroral emission started quasi-periodic modulations (Figures 4.1a and 4.1c), the electron density at ∼200

km altitude decreased, and a weak peak at ∼250 km altitude emerged (Figure 4.1e), consistently with that

reported by Oyama et al. [2014]. Median height profiles of the electron density and temperature for the

periods of A, B, and C are shown in Figures 4.2a and 4.2b, respectively. In C, median profiles were derived

for data where the median electron temperature in the 240–270 km altitude range was larger than its median

value from 00:00–03:53 UT. The median height profile of electron temperature from 00:00–03:53 UT is

shown in Figure 4.2b. These electron density enhancements in the E region have probably been caused

by electron precipitation, since they were followed by electron temperature enhancements relative to the

background temperature (green dotted line in Figure 4.2b).

To examine the relationship between the electron density enhancement in the F region and the charac-

teristic energy of precipitating electrons, we compared auroral images at 558 nm with those at 630 nm.

Figure 4.3 shows a series of auroral images with an interval of 12 s at 558 and 630 nm from 00:53:02 to

00:53:38 UT at the beginning of C, when the ON–OFF modulation of the auroral emission was observed.

The 558-nm PsA’s patch brightened at the EISCAT radar observation point, as indicated by a white plus

mark in Figures 4.3a, 4.3b, and 4.3d. On the other hand, the 630-nm PsA’s patch, whose shape was similar

to the former, also brightened, as shown in Figures 4.3f and 4.3h. Regarding the WMI-630 data, this type
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Figure 4.1. Summary plot of Case 1 obtained on February 18, 2018. Keograms for (a) WMI-558 and
(b) WMI-630. Horizontal dashed lines in (a) and (b) represent the pixel that corresponds to the EISCAT
radar observation point. The emission intensities at the horizontal lines for (c) WMI-558 and (d) WMI-
630. (e) electron density and (f) temperature obtained with the EISCAT UHF radar. Three types of aurora
(amorphous PsA, auroral streamer, and patchy PsA) were mainly observed in the timespans labeled as A,
B, and C.
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Figure 4.2. Height profiles of (a) electron density and (b) temperature averaged in the timespan shown in
Figure 4.1 as A, B, and C.

Figure 4.3. A series of auroral images spaced 12-seconds apart obtained by WMI-558 (a–d) and by WMI-
630 (e–h) from 00:53:02 to 00:53:38 UT on February 18, 2018.
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Figure 4.4. Auroral spectrum obtained with the compact optical spectrograph at 00:53:14 UT on February
18, 2018. It should be noted that the exposure time was 29.0 seconds, the wavelength range was 545–635
nm, the resolution was ∼0.4 nm, and the interval was ∼0.1 nm.

of ON–OFF modulation (or main pulsation) might be mainly dominated by N2 1PG (10,7) (not by OI 630

nm) as suggested by Tsuda et al. [2020]. The auroral image data obtained by WMI-630 would not indicate

soft electron precipitation in case the WMI-630 data were contaminated by the N2 1PG (10.7), since the N2

1PG emission occurs in the E region caused by energetic electron precipitation. To evaluate this contami-

nation, we examined the auroral spectrum data simultaneously obtained by a compact optical spectrograph

at Tromsø [cf. Oyama et al., 2018, Tsuda et al., 2020]. The field-of-view was 0.03◦ in elevation, and 2◦

in azimuth at the local magnetic zenith. Figure 4.4 indicates the auroral spectrum obtained by the compact

optical spectrograph at 00:53:14 UT, when the PsA occurred as shown in Figure 4.3. We confirmed that the

630 nm emission was detected, while the N2 1PG emission was not seen in the spectrum, thus suggesting

the existence of soft electron precipitation (at least as a stable or background component) during the ap-

pearance of a PsA. From Figures 4.1d and 4.3e–4.3h, we observe the pulsation of 630 nm aurora: this is

controversial since its emission lifetime is 110 s. This OI 630 nm pulsation might be caused at lower alti-

tudes of F region as suggested by Liang et al. [2016]. Future study is necessary to identify the periodicity

of OI 630 nm emission by excluding the N2 1PG (10,7) emission.

4.3.2 Case 2: 23–24 UT on October 27, 2019

Figure 4.5 shows observation data obtained on October 27, 2019, given in the same format as that in

Figure 4.1. The EISCAT radar observation was conducted from 23 UT on this day. PsA patches were

detected by WMI-558 from 23:00 to 23:40 UT (Figures 4.5a and 4.5c). In the 558 nm all-sky image data

from 23:13 to 23:18 UT (D in Figure 4.5), PsA patches were detected at the EISCAT radar observation point,
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Figure 4.5. Summary plot of Case 2 obtained on October 27, 2019. Keograms for (a) WMI-558 and (b)
WMI-630. Emission intensities at the horizontal lines in (a) and (b) for (c) WMI-558 and (d) WMI-630. (e)
Electron density and (f) temperature obtained with the EISCAT UHF radar. The electron density had a local
peak in the F region with PsAs in the timespans labeled as D, and without PsAs in the timespan labeled as
E.
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Figure 4.6. Height profiles of (a) electron density and (b) temperature averaged in the timespan shown in
Figure 4.5 as D and E.

Figure 4.7. A series of auroral images spaced 4-seconds obtained by WMI-558 (a–d) and WMI-630 (e–h)
from 23:13:55 to 23:14:07 UT on October 27, 2019.

and, simultaneously, the electron density in the F region was slightly enhanced (see Figure 4.5e). Height

profiles of the electron density and temperature averaged for the period of D are shown as solid black lines

in Figures 4.6a and 4.6b. The electron density enhancement in the F region might have been caused by

soft electron precipitation, since it was accompanied by both a 630 nm aurora, and an electron temperature

enhancement (Figures 4.5b, 4.5d, 4.5f, and 4.6b). Note that the auroral emission was partially covered by

clouds, moving from north to south (Figures 4.5a, and 4.5b). Figure 4.7 shows successive auroral images

with a time interval of 4 s from 23:13:55 to 23:14:07 UT. The auroral omega band or the torch-like structure

can be seen in the auroral images obtained by WMI-558. Regarding the EISCAT observation point, which

is indicated by a white plus mark, the 558 nm emission brightened, as shown in Figures 4.7b and 4.7d,

whereas the 630 nm emission was somewhat stable. In particular, the latter was enhanced in the eastern part

of the omega band or the western part of the torch. We confirmed through the simultaneous spectrograph

data that the OI-630.0 nm emission was dominated in the WMI-630 data as shown in Figure 4.8. From
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Figure 4.8. Auroral spectrum obtained with the compact optical spectrograph at 23:13:59 UT on October
27, 2019. It should be noted that the exposure time was 0.7 seconds, the wavelength range was 615–705
nm, the resolution was ∼0.4 nm, and the interval was ∼0.1 nm.

23:40 to 23:59 UT (E in Figure 4.5), the electron density had a peak in the F region (Figure 4.5e), whereas

PsA patches were not detected at the EISCAT radar observation point (Figures 4.5a and 4.5c). Median

height profiles of the electron density and temperature during the period of E are shown as red dashed lines

in Figures 4.6a and 4.6b: this F region electron density peak might be caused by polar patches, since it was

not accompanied by an electron temperature enhancement relative to the background temperature (green

dotted line in Figure 4.6b).

4.4 Statistical Results

To understand the quantitative characteristics of the F region electron density enhancement associated

with PsAs, we carried out statistical analysis using the simultaneous EISCAT UHF radar data and all-sky

imager data for 14 nights from September 2016 to December 2019, when PsA patches were seen in WMI-

558. The 26-hour data were selected by visual inspection using the quick-look viewer (http://pc115.seg20.

nipr.ac.jp/www/AQVN/evs1.html). We examined the electron density data obtained by the EISCAT radar

in the following analysis method: first, an all-sky image was smoothed by a moving bin with 5×5 pixels to

gain a signal-to-noise ratio. Figure 4.9 shows an example of events used for the statistical analysis. Figure

4.9a shows the keogram created from the smoothed all-sky images on February 18, 2018. The horizontal

dashed line in Figure 4.9a represents the EISCAT radar observation point. The 558 nm emission intensity

is shown in Figure 4.9b. We conducted a wavelet transform with a time window of 1 min; the calculated

power spectrum is given in Figure 4.9c. We excluded the data in the timings shaded in gray in Figure 4.9

http://pc115.seg20.nipr.ac.jp/www/AQVN/evs1.html
http://pc115.seg20.nipr.ac.jp/www/AQVN/evs1.html
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Figure 4.9. An example showing the procedure to extract electron density data during PsAs with electron
temperature enhancement. (a) Keogram for WMI-558. (b) Emission intensity at the EISCAT radar obser-
vation point (horizontal dashed line in (a)). (c) The wavelet power spectrum of (b). (d) Electron density and
(e) temperature. (f) Median electron temperature at 240–270 km altitude (black diamond and line) and its
median value during an hour (red line). Gray and red shades are explained in the text.
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Figure 4.10. (a) Electron density height profiles extracted through the procedure explained in Figure 4.9
for two observation modes of the EISCAT radar: one covered the altitude range from 76 to 282 km (blue
lines), the other a higher altitude range, from 76 to 647 km (orange lines). Each median profile is shown
by a solid black or dashed line. (b) Electron density height profiles which had two peaks in the E and F

regions: they are divided into a weak (≤ 5×1010 m−3) ionization one (blue lines) and a strong (> 5×1010

m−3) ionization one (orange lines) at an altitude of 247 km. Each median profile is shown by a solid black
or dashed line.

when the wavelet power in the period range from 2 to 40 s was smaller than that of the red-noise level,

with a confidence interval of 95% [Torrence and Compo, 1998], since this period range corresponds to a

typical PsA period. The red noise was defined to be x(t) = rx(t − 1) + σε(t), where x(t) is the value of

variable x at time t, r is the lag 1 autocorrelation coefficient, σ is the standard deviation, and ε(t) is the

white noise function with the variance 1. Furthermore, we excluded data in the timings shaded in red, when

the median electron temperature in the 240–270 km altitude range (black diamond and line in Figure 4.9f)

was lower than its median value for an hour (red line in Figure 4.9f) to remove the influence of the electron

density enhancement by polar patches. Additionally, we excluded data when the local shadow height had

an altitude of less than 400 km, in order to remove the influence of the electron density enhancement by

sunlight. Hence, we carefully selected the periods when PsA was observed by the EISCAT radar and all-sky

imagers without the effects of polar patches and sunlit conditions, as indicated by the unshaded timings in

Figure 4.9d. Figure 4.10 shows 272 electron density profiles extracted from the EISCAT data for 26 hours,

with a temporal resolution of 1 min, using the procedure explained above. There were two observation

modes of the EISCAT radar during this period: one covered the altitude range from 76 to 282 km (short

mode), and is related to 124 profiles, as indicated by blue lines; the other covered a higher altitude range,

from 76 to 647 km (long mode), and is related to 148 profiles, as indicated by orange lines. The median

profile for each mode is shown by a solid black or dashed line. Focusing on the F region electron density

obtained with the long mode, the median profile showed local maximums at two altitudes: 1.06×1011 m−3

at 114 km and 4.42× 1010 m−3 at 247 km. Furthermore, we observe the local minimum with 3.51× 1010

m−3 at 187 km. Moreover, the electron density estimated from the EISCAT data covering 76–282 km
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tended to increase as well in the F region, although it seems difficult to identify the maximum of the electron

density because of the data coverage obtained with the short mode. Noteworthily, the electron height profile

exhibited a double-peak structure, and, therefore, we identified the profiles with double peaks with a local

minimum between them: we found that 112 (76%) out of the 148 profiles covering 76–647 km had such

double peaks, thus suggesting that a PsA is accompanied by soft electron precipitation in most cases. We

divided the 112 profiles with double peaks into two: one with a weak (≤ 5 × 1010 m−3) ionization (blue

lines in Figure 4.10b), the other with a strong (> 5 × 1010 m−3) ionization (orange lines in Figure 4.10b)

at an altitude of 247 km. The median profile for each case is shown by a solid black or dashed line. The

numbers of profiles that had weak and strong F region ionization were 59 and 53, respectively. When the

ionization in the F region was strong, the ionization in the E region was also strong. Figure 4.11a shows the

MLT distribution of the electron density profiles generated by sorting all 272 profiles in MLT. Figure 4.11b

shows their hourly median distribution produced by allocating 1 h time slots, as in Figure 4.11a. Figure

4.11c shows the occurrence rate of double peaks (red dots and line) and the number of samples (blue dots

and line) in 1 h time slots. We note that the occurrence of double peaks exceeded 80% in the 22–3 MLT

range. The peak of electron densities in the F region was not clear after 3 MLT.

4.5 Brief Summary and Discussion

We showed case studies for two events and statistical analysis for 14 events using data simultaneously

obtained with the EISCAT UHF radar and auroral imagers at 558 and 630 nm, in order to elucidate how

often a PsA is accompanied by soft electron precipitation. We explained that the electron density in the

ionospheric F region was enhanced associated with PsAs: this is expected to be caused by the soft electron

precipitation, since the electron temperature was also enhanced. From the statistical analysis, we found that

76% of electron density profiles had a double-peak structure with local enhancements in the ionospheric E

(∼110 km) and F (∼250 km) regions.

Here, using the global airglow (GLOW) model [Solomon et al., 1988], we estimated height profiles

of the ionization rate produced by the isotropic Maxwellian electrons, with a total energy flux of 1 erg

cm−2 s−1, and characteristic energies in the range from 100 eV to 10 keV (Figure 4.12). The selected

location and time is Tromsø and 1 UT on February 18, 2018, respectively. The GLOW model is available

at http://download.hao.ucar.edu/pub/stans/glow. It is clear from Figure 4.12 that the local enhancements

at ∼110 and ∼250 km altitude could be caused by the electron precipitation with energies of 10 keV and

<100 eV, respectively, supposing that the electron density enhancement has been caused by the electron

precipitation. It is reasonable that the upper atmospheric dynamics, such as ambipolar diffusion, have not

been considered in this study, since the target was limited in the E and lower-F regions. From the electron

height profile data for the 112 events when the double peak was observed, combined with the relationship

between the precipitating electron energy and the ionization peak height, we estimated the electron energy

http://download.hao.ucar.edu/pub/stans/glow
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Figure 4.11. (a) MLT distribution of the extracted 272 electron density height profiles. (b) Their median
distribution during an hour. (c) The occurrence rate that the profile at each MLT had two peaks in the E and
F region (red dot and line) and number of samples (blue dot and line).
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Figure 4.12. Ionization rate produced by isotropic Maxwellian electrons of total energy flux of 1 erg cm−2

s−1 and characteristic energies from 100 eV to 10 keV, using the GLOW model.

for each peak altitude: we sorted these electron energy values into seven energy bins of 0.1, 0.2, 0.5, 1, 2,

5, and 10 keV. Figure 4.13 shows the occurrence rate histogram of precipitating electron energies estimated

for the E (blue bars) and the F region peaks (orange bars). From these results, we suggest that 86% of the

E region peaks were caused by precipitating electrons in the energy range from 500 eV to 5 keV, whereas

89% of the F region peaks were caused by precipitating electrons in the energy range below 100 eV. This

is consistent with Tesema et al. [2020a], who showed that precipitating electrons had a low-energy peak at

approximately 0.03–1 keV, besides a high-energy peak at ∼10 keV.

The electron density enhancement in the E region in PsAs is caused by precipitating electrons in the

energy range from a few to tens of keV. Previous studies showed that this relatively high-energy electron

precipitation is generated by the pitch angle scattering with LBC waves near the magnetic equator [Kasahara

et al., 2018c]: these cannot produce the enhancement of electron density peaked in the F region. We suggest

that this enhancement with electron temperature increase would be caused by precipitating electrons with

energies lower than 1 keV: these electrons are generated by UBC and/or ECH waves and the backscattered

primary and secondary electrons in the opposite hemisphere [Evans et al., 1987, Fukizawa et al., 2018,

2020, Inan et al., 1992, Khazanov et al., 2014, 2015a, Miyoshi et al., 2015b]. Figure 4.10b indicates that

the electron density enhancements in the E and F regions have a positive correlation: this may imply a

positive correlation between each source mechanism or the positive correlation of the UBC, ECH wave

amplitude, and secondary electron flux with the LBC wave amplitude.

The hourly-averaged occurrence rate of the F region electron density peak exceeded 80% in the 22–3

MLT range (Figure 4.11c). Ni et al. [2017] reported that strong (>1.0 mV m−1) ECH waves are frequently

excited at the magnetic equator (|MLAT| < 3◦) in approximately the same MLT range. By contrast, the
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Figure 4.13. Occurrence rate of the E (blue bars) and the F region peaks (orange bars) at the peak altitude
of the ionization rate produced by electrons of characteristic energy, shown as the horizontal axis.

UBC wave intensity is strong in a wider range from 20 to 11 MLT [Meredith et al., 2012]. Thus, the ap-

pearance of an UBC is not consistent with the result of the occurrence of a F region electron density peak

event, showing the decrease of occurrence in the morning sectors after 3 MLT (see Figure 4.11c). Also note

that the MLT range where the F region electron density peak occurred is approximately consistent with

that of the polar patches observed in Ny-Ålesund, Norway (78.9◦N, 12◦E; 76◦MLAT) [Moen et al., 2007].

Although we set the threshold of electron temperature to remove the influence of electron density enhance-

ment by polar patches in the statistical analysis, we have probably not been able to completely remove it.

The identification of the generation process of the F region electron density enhancement associated with

PsAs will be conducted by coordinated ground-satellite observations in the future.

Statistical results showed that 24% of PsA events was not accompanied by the electron density enhance-

ment in the F region. Samara et al. [2015] suggested that the low-energy electron precipitation (< 1 keV)

was prevented by upward field-aligned currents caused by parallel potential drops of up to 1 kV associated

with strongly and temporally varying PsAs. However, potential drops would not be sufficient to account for

the reduction of the low-energy electrons if the field-aligned currents occur at the edges of PsA patches as

suggested by [Fujii et al., 1985]. Another possible mechanism to explain PsA events without the F region

electron density enhancement is that ECH and UBC waves are not excited in the magnetosphere. These

mechanisms are valuable subjects to study in the future.

Recently, it has been reported that precipitating electron energy changes depending on the different types

of PsAs [Grono and Donovan, 2018, Tesema et al., 2020b, Yang et al., 2019]. However, we could not

distinguish electron density height profiles of different types of PsAs since the temporal resolution of the

EISCAT radar was longer than the typical modulation period of PsAs. Three-dimensional ionospheric
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observations with higher temporal resolution (∼0.1 s) by EISCAT 3D radar [McCrea et al., 2015] are

planned in the near future. The difference of electron density profiles during different types of PsAs should

be investigated by coordinated EISCAT 3D radar and high-sensitivity camera observations.

One of the unsolved issues for PsAs is what determines their shapes. The low-energy electron precipi-

tation in PsAs, which are suggested in this study, may contribute to a change in the spatial structure of the

plasma density or the growth rate of the driver of the PsAs (chorus and ECH waves) in the magnetosphere

by the outflowing of the ionospheric plasma into the magnetosphere.
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5 Reconstruction of Precipitating Electrons

Associated with PsAs [Fukizawa et al.,

2022b]

In recent years, auroral observation networks with high-sensitivity cameras have been developed in the

high-latitude region: these networks allow us to observe dimmer auroras, such as PsAs, with a high signal-

to-noise ratio. In this chapter, we describe the reconstruction of the three-dimensional distribution of the

volume emission rate (VER) of the PsA and the horizontal distribution of precipitating electrons using

monochromatic PsA images, obtained from three observation points with computed tomography. The char-

acteristic energy of the reconstructed precipitating electron flux ranges from 6 to 23 keV, while the peak

altitude of the reconstructed VER ranges from 90 to 104 km. We here evaluate the reconstruction ac-

curacy by comparing results from observed auroral images and from a model aurora. Furthermore, the

reconstructed ionospheric electron density is compared with the observed density, which was correctly re-

constructed to some extent, even after a decrease in PsA intensity. Basing on the above, we suggest that the

horizontal distribution of precipitating electrons associated with PsAs can be effectively reconstructed from

ground-based optical observations.

5.1 Background

Energy distribution of precipitating electrons is a key parameter to understand the generation process

in the magnetosphere. In general, satellite and rocket observations are required to observe precipitating

electrons. On the other hand, the auroral height profile is determined by the energy distribution of precip-

itating electrons: therefore, the peak altitude and thickness of the auroral emission are useful to estimate

the characteristics of precipitating electrons. In past studies, stereoscopic observation through the triangu-

lation method has been applied to investigate the aurora height profile. More in detail, Stenbaek-Nielsen

and Hallinan [1979] investigated approximately 300 PsAs using stereoscopic observations, thus finding that

altitudes ranged from 83 to 135 km, while the mean altitude is 98.5 km. The mean vertical extent is 0.4 km

with ±1.0 RMS km. This thin vertical extent implies that, in this case, PsAs are not caused by collisions

between atmosphere and precipitating electrons. Instead, they suggested a new model basing on the fact that

the energy is carried by precipitating electrons, but its loss in the atmosphere that causes PsAs is primarily
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Figure 5.1. The reconstructed total energy flux (Q0) from five auroral images for noise levels of (a) 0 R, (b)
100 R, (c) 300 R, and (d) 500 R [after Tanaka et al., 2011].

through the wave–particle interaction in the ionosphere rather than through direct collisions. However, this

mechanism has not been fully elucidated. Jones et al. [2009] found that the electron density profile asso-

ciated with PsAs had a thickness of ∼15–25 km by using the Poker Flat Incoherent Scatter Radar (PFISR)

data, suggesting that the thin pulsating patches observed by Stenbaek-Nielsen and Hallinan [1979] are a

subset of PsAs.

Computed Tomography (CT) used in clinical medicine has been applied to solar-terrestrial physics since

1990s [e.g., Aso et al., 1990, 1993, 1998, Frey et al., 1996, Nygrén et al., 1997]: this method reconstructs

three-dimensional (3-D) structures using a large number of images taken from various directions. On the

other hand, the number of ground-based stations is limited for aurora observations. Nevertheless, it has

been suggested that an auroral 3-D structure can be sufficiently reconstructed by adding to the CT method

relatively weak constraints associated with auroral emission properties [e.g., Aso et al., 1998]. Furthermore,

Aurora Computed Tomography (ACT) is a technique to retrieve the 3-D luminous structure of aurora from

multiple auroral images obtained simultaneously at multipoint stations [e.g., Aso et al., 1998]. Additionally,

Generalized ACT (G-ACT) has been developed to reconstruct the spatial energy distributions of precipitat-

ing electrons from the electron density and cosmic noise absorption (CNA) data, besides monochromatic

auroral images taken at multiple stations [Aso et al., 2008, Tanaka et al., 2011]. The ACT and G-ACT

methods have been applied to discrete auroras. Tanaka et al. [2011] demonstrated the reconstruction of a

discrete aurora through G-ACT using auroral image data obtained by the Auroral Large Imaging System

(ALIS), the electron density from the European Incoherent Scatter (EISCAT) radar, and CNA from the

Imaging Riometer for Ionospheric Study (IRIS) at Kilpisjärvi. Figure 5.1 shows the reconstructed total

energy Q0 of the precipitating electron flux from five auroral images for various amount of noise levels

given in a simulated manner. The reconstruction is accurate regarding low noise (Figures 5.1a and 5.1b).

However, underestimation of Q0 in the western part of the auroral arc and along the northern and southern

boundaries of the simulation region occurred as the noise increased (Figures 5.1c and 5.1d). This underes-

timation has been improved when one of the four southern stations was moved to the north of the aural arc

(not shown). Figure 5.2 exhibits the reconstructed differential flux of the incident electrons at the EISCAT
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Figure 5.2. The differential flux of the incident electrons reconstructed based only on auroral images with
no noise (blue curve) and with a background noise of 300 R (purple curve), and considering both auroral
images with a background noise of 300 R and the EISCAT electron density with a Gaussian noise, whose
mean value is 0 m−3 and standard deviation is 1% (green curve) or 3% (red curve). The black curve
represents the differential flux of the original incident electrons [Tanaka et al., 2011].

radar observation point. From this figure, the differential flux reconstructed based only on auroral images

with a background noise of 300 R (purple curve) is less than the incident flux for energies at and below

EP, and greater than the incident flux for energies above EP, where EP is the peak energy. By using the

electron density obtained by the EISCAT radar (green and red curves), it is obvious that the underestima-

tion and overestimation of the differential flux have been significantly corrected. The improvement of the

reconstruction is limited to energies greater than 700 eV, since the electron density above a 170-km altitude

was used for the inversion.

The application of ACT and G-ACT methods to PsAs is rather difficult, and has not been reported since

the PsA intensity is dimmer than that of a typical discrete aurora (several hundreds of Rayleigh’s up to tens

of kR at 557.7 nm; a few hundred Rayleigh ’s to ∼10 kR at 427.8 nm) [McEwen et al., 1981]. However,

remote operation of many high-sensitivity cameras via internet and an archive system capable of storing a

huge amount of aurora data make it possible to observe PsA events with high signal-to-noise ratio and si-

multaneously with high temporal resolution at multiple observation points. The Magnetosphere Ionosphere

Radars All-sky Cameras Large Experiment (MIRACLE) network consists of nine all-sky cameras (ASCs),

located in Fennoscandian Peninsula. Two ASCs with intensified charge-coupled device (ICCD) have been

replaced with a new camera with an electron-multiplying CCD (EMCCD) in 2007: such cameras are more

suitable for measuring rather faint auroral structures like PsAs [Sangalli et al., 2011]. In addition, as de-

scribed in Subsection 4.2.1, Ogawa et al. [2020] developed a low-cost multiwavelength imaging system for

aurora and airglow studies, called WMI, and installed it at several locations in the north and south polar

regions. In this study, we attempt to reconstruct for the first time the 3-D VER of PsAs and the horizontal

distribution of precipitating electrons using data obtained by these high-sensitivity cameras by applying the
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ACT methods.

5.2 Data and Method

5.2.1 Auroral Images

During the substorm recovery phase from 0 to 2 UT on February 18, 2018, PsA patches were observed

by MIRACLE ASCs at Kilpisjärvi (KIL, 69.05◦N, 20.36◦E), Abisko (ABK, 68.36◦N, 18.82◦E), and WMIs

in Skibotn (SKB, 69.35◦N, 18.82◦E). These ASCs have common field-of-view, as shown in Figure 5.3b.

The location of Tromsø (TRO, 69.58◦N, 19.23◦E), where the EISCAT radar is operative, is shown. Figure

5.3a shows 427.8-nm auroral images obtained by the three ASCs from 00:53:30 to 00:53:42 UT. We se-

Figure 5.3. (a) Successive auroral images obtained by MIRACLE ASCs at Abisko (ABK), Kilpisjärvi
(KIL), and WMIs at Skibotn (SKB) from 00:53:30 UT to 00:53:42 UT on February 18, 2018. (b) Locations
and field of views of all-sky cameras at ABK (green), SKB (red), and KIL (blue) at a 100 km altitude. The
location of Tromsø (TRO) is shown by a white asterisk.
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lected these auroral images since PsA patches have been detected at the EISCAT radar observation point.

Comparison between the reconstruction results with the electron density obtained by the EISCAT radar is

described in Subsection 5.3.4. The temporal resolution of both MIRACLE ASCs and WMIs was 2 s. The

original image has 512×512 and 640×480 pixels for MIRACLE ASCs and WMIs, respectively. A median

filter of 3× 3 pixels was applied to all auroral images. The signal-to-noise ratio of auroral images obtained

with the WMIs is lower than that obtained with the MIRACLE ASCs. To gain the signal-to-noise ratio

of the auroral image obtained with the WMIs, we composited auroral images at 427.8 nm simultaneously

obtained by four WMIs at SKB. The auroral images taken by four WMIs at SKB had a time ambiguity of

∼1–2 s. We determined the timing of auroral images of WMIs by comparing with the temporal changes in

the PsA patch observed at ABK and KIL.

5.2.2 Reconstruction Region

We reconstructed the energy and spatial distribution of precipitating electrons and the 3-D distribution

of VER of PsA patches, as shown in Figure 5.3a. The ACT method used in this study is based on Tanaka

et al. [2011]. More in detail, we adopted an oblique coordinate system with the origin (O) at coordinates

of (69.4◦N, 19.2◦E), the x-axis antiparallel to the horizontal component of the geomagnetic field, Y-axis

eastward, and the z-axis antiparallel to the geomagnetic field and perpendicular to the y-axis (Figure 5.4).

The simulation region was from −75 to 75 km, from −100 to 100 km, and from 80 to 180 km for the x-, y-,

and z-axes, respectively. We set the energy (E) range to extend from 300 eV to 100 keV. This region was

divided linearly into nx × ny × nz voxels along x-, y-, and z-axes, and logarithmically into nE bins in the

energy. We set the parameters (nx, ny, nz, nE) to (75, 100, 50, 50), corresponding to a spatial mesh size

as 2 × 2 × 2 km. These parameters were selected so that each voxel has at least one line-of-sight crossing

from the pixels in the auroral images.
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Figure 5.4. Schematic illustration of coordinate systems used in ACT [Tanaka et al., 2011]. B0 is the
directional vector of the geomagnetic field.

5.2.3 Forward Problem

Incident electrons at a location (x1, y1, zmax) cause auroral emission in the voxels below zmax along

a field line. A vector fx1,y1
(E) = {fi|i = 1, 2, ..., nE} [m−2s−1eV−1] and Lx1,y1

(z) = {Li|i =

1, 2, ..., nz} [m−3s−1] are defined for the differential flux of the incident electrons at (x1, y1, zmax), where

fi is the differential flux in energy between Ei and Ei +∆Ei, and Li is the 427.8-nm VER at the altitude

between zi and zi +∆zi. The relation between fx1,y1(E) and Lx1,y1(z) is given by

Lx1,y1
= mfx1,y1

, (5.1)

where m is a nz × nE matrix for calculating Lx1,y1
(z) from fx1,y1

(E) and is described in detail in the

Appendix of Tanaka et al. [2011]. If m is independent of x1 and y1, Eq. 5.1 can be expanded in the x- and

y-directions as follows:

L1,1

L1,2

...

Lnx,ny


=



m 0 . . . 0

0 m
. . . 0

...
. . . . . . 0

0 . . . 0 m





f1,1

f1,2
...

fnx,ny


, (5.2)

L = Mf , (5.3)
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Figure 5.5. Schematic illustration of the forward problem.

where f(x, y, E) = {fi|i = 1, 2, ..., n} and L(x, y, z) = {Li|i = 1, 2, ...,m} with n = nE × nx × ny and

m = nz × nx × ny . M is a large sparse matrix defined by

M =



m 0 . . . 0

0 m
. . . 0

...
. . . . . . 0

0 . . . 0 m.


(5.4)

A gray level gi [photonsm−2s−1sr−1] at a pixel i in the auroral images is approximated by a linear

integration along a line of sight and expressed as follows:

gi =
cg(θ, φ)

4π

∫
L(r, θ, φ)dr, (5.5)

where (r, θ, φ) are polar coordinates whose origin is located at the center of the camera lens, and cg(θ, φ)

is a sensitivity and vignetting factor [Aso et al., 1990]. The gray level indicates the brightness of a pixel.

Eq. 5.5 is expressed by the matrix operation:

g(f) = PL = PMf , (5.6)

where g = {gi|i = 1, 2, ..., lg} is a gray-level vector, whose length is lg , and P is a lg ×m matrix used to

calculate g by integrating L in Eq. 5.3 along the line of sight, and includes the sensitivity and vignetting

factors. Schematic illustration of the forward problem is shown in Figure 5.5.
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5.2.4 Inverse Problem

The inverse problem is based on the Bayesian model, and is formulated as a problem of maximization of

posterior probability. According to Bayes’ theorem, the posterior probability P (f |g̃), which is the proba-

bility that model f is true given observational data g̃, is expressed by:

P (f |g̃) =
P (g̃|f)P (f)

P (g̃)
∝ P (g̃|f)P (f), (5.7)

where P (g̃|f) is the probability of observing data g̃ given model f , P (f) is the prior probability of model

f , P (g̃) is the marginal probability of g̃.

For the prior probability of f , a smoothness constraint of f was adopted and given by:

P (f) ∝ exp

(
−||∇2f ||2

2σ2

)
, (5.8)

where σ2 is the variance of ∇2f , and the second-order derivative of f is taken with respect to x, y, and E.

Assuming that data g̃ has Gaussian errors, the likelihood is expressed by:

P (g̃|f) ∝ exp

{
−1

2
(g̃ − g(f))

T
Σ−1 (g̃ − g(f))

}
, (5.9)

where Σ−1 is the inverse covariance matrix, and g(f) is given by Eq. 5.6. We determined Σ−1 as the

standard deviation calculated from each auroral image. The 32 × 32 pixel region in which no PsA patch

was contained was used to calculate Σ−1.

By substituting Eqs. 5.8 and 5.9 into Eq. 5.7, P (f |g̃) is given by

P (f |g̃) ∝ exp

[
−1

2

{
(g̃ − g(f))

T
Σ−1 (g̃ − g(f)) +

∣∣∣∣∇2f
∣∣∣∣2

σ2

}]
. (5.10)

To maximize the posterior probability, it is necessary to minimize the function:

φ(f ;λ, λE , cj) =
∑
j

(cj g̃j − gj(f))
T
Σ−1

j (cj g̃j − gj(f))

+ λ2
∣∣∣∣∇2

x,yf + λ2E∇2
Ef
∣∣∣∣2 , (5.11)

where λ, λE , and cj are the so-called hyperparameters, which are constant corresponding to the weighting

factors for the spatial (λ) and energy (λE) derivative terms, and the correction factors for the relative sensi-

tivity between cameras (cj), respectively. The subscript j signifies the three observation points (ABK, KIL,

and SKB). The parameter cSKB was fixed at 1. The summation was conducted for the first term in Eq. (2)

since cj and Σ−1
j were different during the three ASCs.

To take advantage of the nonnegative constraint of the differential flux f (i.e., f ≥ 0), a change of

variables, f = exp(x) was carried out. Then, min[φ(x;λ, λE , cj)] is a nonlinear least squares problem

with respect to x. We solved this problem by the Gauss–Newton algorithm.
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Figure 5.6. Schematic illustration of the Newton method.

The Gauss–Newton algorithm is a modification of Newton’s method for finding a minimum of a func-

tion. Newton’s method attempts to solve the minimization problem min[φ(x;λ, λE , cj)] by constructing

a sequence {x(k)} from an initial guess x(0) that converses toward a minimizer of φ by using a sequence

of second-order Taylor approximations of φ around the iterates. The second-order Taylor expansion of φ

around x(k) is

φ(x(k) +∆x) ≈ φ(x(k)) + k(x(k))∆x(k) +
1

2
H(x(k))(∆x(k))2, (5.12)

where k is the gradient vector of φ, and H is the Hessian matrix of φ. The next iteration x(k+1) is defined

to minimize this quadratic approximation in ∆x(k) (Figure 5.6) where:

x(k+1) = x(k) +∆x(k). (5.13)

If the Hessian matrix is positive, the quadratic approximation is a convex function of ∆x(k), and its mini-

mum can be found by setting the derivative to zero:

k+H∆x(k) = 0. (5.14)

From Eq. 5.14, the minimum is achieved for

∆x(k) = −H−1k. (5.15)

Since φ = ||r(x;λ, λE , cj)||2 =
∑

j r
2
j , the gradient is given by

ki = 2
∑
j

rj
∂rj
∂xi

. (5.16)

Elements of the Hessian matrix are calculated by differentiating the gradient elements gi with respect to xk:

Hik = 2
∑
j

(
∂rj
xi

∂rj
∂xk

+ rj
∂2rj
∂xi∂xk

)
. (5.17)
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The Gauss–Newton method is obtained by ignoring the second-order derivative terms (the second term in

Eq. 5.17). Then, the Hessian matrix is approximated by:

Hik ≈ 2
∑
j

JjiJjk, (5.18)

where Jji = ∂rj/∂xi are entries of the Jacobian matrix J of r(x) with respect to x. The gradient and the

approximated Hessian can be written in matrix notation as:

k = 2JTr, (5.19)

H ≈ 2JTJ. (5.20)

Here, T represents transpose of matrix. By substituting Eqs. 5.19 and 5.20 into Eq. 5.15 we obtained:

(JTJ)∆x(k) = −JTr(x(k)), (5.21)

which is a normal equation with a large sparse matrix. We solved Eq. 5.21 by the Conjugate Gradient

Normal Residual (CGNR) method [e.g., Barrett et al., 1994, Hestenes and Stiefel, 1952]. Eq. 5.21 can be

written as:

Ay = c, (5.22)

where A = JTJ,y = ∆x, and c = −JTr. The solution x∗ of Eq. 5.22 can be expressed as:

x∗ =
∑
i

αipi, (5.23)

where P = {p1, p2, ..., pn} is a set of mutually conjugate vectors with respect to A. The procedure of the

CGNR algorithm is explained as follows.

1. Set initial values t(0) = c−Ay(0),p0 = q0 = A∗t(0), and k = 0.

2. Calculate α(k) = ||q(k)||2/||s(k)||2 where s(k) = Ap(k).

3. Calculate the next iteration y(k+1) = y(k) + α(k)p(k).

4. Calculate the next residual t(k+1) = t(k) − α(k)s(k).

5. Calculate p(k+1) = q(k+1) + β(k)p(k), where q(k+1) = A∗t(k) and β(k) = ||q(k+1)||2/||q(k)||2.

6. Repeat Procedures 2–5 for k with an increment of 1 until the residual t(k+1) in Procedure 4 becomes

small enough.
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Here, ∗ represents the conjugate transpose of matrix. Then, y(k) = ∆x(k) where the residual t(k+1) is

small enough is the solution of Eq. 5.22, or Eq. 5.21. In procedure 1 of the CGNR algorithm, initial

guess y(0) = ∆x(0) = −(JTJ)−1JTr(x(0)) is required. We set the initial value x(0) = log (f0) with

f (0) = 107[m−2s−1eV−1]. The flow chart of the inverse problem is shown in Figure 5.7.

Figure 5.7. Flow chart of the inverse problem.

PsA patches shown in Figure 5.3a are embedded in the background diffuse auroral emission. We found

that a horizontally uniform diffuse aurora causes ambiguity in the reconstruction results, since the altitude

of the uniform auroral structure cannot be determined from the single-wavelength images. The VER recon-

structed from auroral images without background emission subtraction had unexpected large value at the

northern and western part of the reconstruction region (Figure 5.8). Thus, we subtracted the background

emission from the images prior to the ACT reconstruction. We created the background emission image by

assuming the same VER values for all voxels. The value was determined by comparing the auroral intensity

profiles crossed the PsA patch with the created background emission (Figure 5.9b). The background VER

was taken to be 75 cm−3 s−1 (Figure 5.9c) and was subtracted from the original image (Figure 5.9d).

5.2.5 Determination of Hyperparameters

The fivefold cross-validation method was used to determine the hyperparameters λ, λE , cABK, and cKIL

[Stone, 1974]. Firstly, the full dataset was divided into 5 subsets, where the k-th subset consists of the
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Figure 5.8. Preliminary results of reconstruction from auroral image without background emission subtrac-
tion.

Figure 5.9. Determination of the background emission intensity. (a) Original images. (b) The auroral
intensity profiles along white dashed lines in Figure 5.9a. (c) Background emission intensity created by
assuming that all voxels have 75 cm−3 s−1. (d) Auroral images produced by subtracting the images in
Figure 5.9c from those in Figure 5.9a.



5.3 Result and Discussion 93

k-th, k + 5-th, k + 10-th,... elements of the vectors g̃. Then, the cross-validation score for the assumed

hyperparameters (λ, λE , cj) was calculated as follows.

Out of the 5 subsets, one was selected as a test set (g̃tes
j ), while the others as a training set (g̃tra

j ). We found

the solution x̂ to minimize φ(x;λ, λE , cABK, cKIL) using only the training set g̃tra
j and then predicted the

test set g̃tes
j (x̂). The sum of the squares of the residuals between the test and predicted data was calculated

as:

δ(λ, λE , cABK, cKIL) =
∑
j

∣∣∣∣cj g̃tes
j − gtes

j

∣∣∣∣2 . (5.24)

The cross-validation score δ̄(λ, λE , cABK, cKIL) was calculated by averaging over 5 δ(λ, λE , cABK, cKIL)s,

which were obtained by replacing the test set with one of the training sets in turn. The hyperparameters λ,

λE , cABK, and cKIL were determined by minimizing δ̄(λ, λE , cABK, cKIL) with a trial-and-error method. In

addition, the number of iterations for the Gauss-Newton algorithm was also simultaneously determined to

be 200 to minimize δ̄.

5.3 Result and Discussion

5.3.1 Reconstruction of a Model Aurora

We reconstructed a model PsA patch from pseudo auroral images to evaluate the analytical error of ACT

before reconstructing the observed PsA patch. To create pseudo auroral images, we prepared horizontal

distributions of the total, Q0, and the characteristic energy, Ec. As a next step, we derived the 3-D VER, L,

as shown in Figure 5.10a. The total energy was assumed to have a Gaussian shape in horizontal directions

with a maximum value of 6 mW m−2, while the energy distribution was assumed to be a Maxwellian

distribution with an isotropic characteristic energy of 15 keV. Figure 5.10b shows the pseudo auroral images

viewed from three stations, obtained by solving the forward problem with L. We added random noise

from the normal distribution, with a mean value of 0 and a standard deviation determined from observed

auroral images. Figure 5.10c shows Q0 and Ec of the electron flux reconstructed from the pseudo auroral

images, including the noise. Values of Q0 were calculated as Q0 =
∑

iEif(Ei)(Ei+1 − Ei). Since we

assume the energy distribution to be a Maxwellian distribution, the characteristic energy can be written as

Ec = 1
2 ⟨E⟩ = 1

2
Q0∑

i f(Ei)(Ei+1−Ei)
. We calculated the errors between the model and the result for Q0,

Ec, and L (Figure 5.10d). Median errors values were −5% for Q0, −21% for Ec, and −11% for L. The

northwestern part of Q0 was overestimated by at most 23%, the edge part was underestimated by at most

29%, while the central part was more accurately reconstructed with an error of ∼ − 8%. Similarly, the

central part of Ec was correctly reconstructed, while the edge part (in particular, the northwestern part)

was underestimated by at most 56%. The underestimation of Ec was caused by the overestimation of the

emission altitude (Figure 5.10d): information on this parameter is easily lost when obtaining the auroral
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Figure 5.10. (a) Horizontal distribution of the prepared totalQ0 and characteristic energyEc of precipitating
electrons and vertical cross section of the volume emission rate L along the dashed lines are shown in the
left and middle panels. We derived L from the prepared Q0 and Ec values by solving the forward problem.
Q0 and Ec are not shown for Q0 values less than 1 mW m−2. (b) Pseudo auroral images obtained from
model volume emission rates by solving the forward problem. (c) Horizontal distribution of Q0 and Ec and
vertical distribution of L reconstructed by aurora computed tomography from Figure 5.10b. (d) Errors of
Q0, Ec, and L, calculated as (Error) = [(Result)− (Error))]/(Model)× 100 where Model is Figures
5.10a and Result is 5.10c.
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Figure 5.11. (a) Total, Q0, and (b) characteristic energy, Ec, of precipitating electron flux reconstructed
from the auroral images obtained at 00:53:30–00:53:42 UT on February 18, 2018. Results of Q0 and Ec

where Q0 is less than 1 mW m−2 are not shown.

image, since the structure of the PsA patch is vertically thin and horizontally wide. In addition, the signal-

to-noise ratio in the edge part is lower than in the central part, since we assumed a Gaussian shape for the

horizontal distribution of Q0, thus tending to reduce the accuracy in the edge part.

It should be noted that results obtained using the hyperparameters determined by the cross-validation

method revealed unexpected fine structures: to avoid this, we set the lower limit of λ by a different method,

namely by minimizing the residual sum of squares between the model and the reconstructed result of Q0

and Ec. The lower limit on λ makes it challenging to reconstruct actual fine-scale structures in patches.

To summarize this subsection, we quantitatively evaluated the error of reconstruction results by ACT.

Although the error tended to be large in the edge part of a PsA patch, we could reconstruct most part of

the PsA patch from pseudo auroral images. Thus, we are able to reconstruct a PsA patch with sufficient

accuracy by applying the ACT method to observed PsAs.

5.3.2 Precipitating Electrons

Figure 5.11 shows Q0 and Ec as reconstructed from auroral images obtained at 00:53:30–00:53:42 UT

on February 18, 2018 given in Figure 5.3a. The maximum value of Q0 was ∼6 mW m−2, while the

characteristic energy of reconstructed precipitating electrons in the interested PsA patch ranged from 6

to 23 keV, consistently with the results obtained from the past sounding rocket and low-altitude satellite

observations [e.g., McEwen et al., 1981, Miyoshi et al., 2015b]. The horizontal distribution of Ec was

neither uniform nor stable in the patch during the pulsation. In particular, the southwestern part of Ec was

enhanced at 00:53:38 UT. It should be noted that the edge and northwestern parts of Ec are expected to

be underestimated, due to analytical errors, as shown in Figure 5.10d. These temporal variations probably

indicate changes in the cyclotron resonance energy of whistler-mode chorus waves during the pulsation:

these chorus waves scatter electrons into a loss cone near the magnetic equator. More in detail, the cyclotron

resonance energy of chorus waves depends on the background magnetic field, electron density, and wave
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Figure 5.12. (a) Reconstructed 3-D volume emission rates (VERs) L. VERs lower than 1 cm−3 s−1 are
not shown. (b) Cross sections in the horizontal plane at an altitude of 94 km. VERs are not shown for
Q0 values lower than 1 mW m−2. (c) Peak altitudes of the reconstructed L and (d) their associated errors,
determined using the model aurora. (e) Altitude widths of the reconstructedL and (f) their associated errors.
(g) Altitude profiles of L at the EISCAT radar observation point, as indicated by black plus marks in Figures
5.12b–5.12f.

frequency [e.g., Kennel and Petschek, 1966]. Thus, the observed temporal variations represent changes in

the magnetospheric source region’s background magnetic or plasma environment during the pulsation. The

ACT method is helpful for investigating PsA-associated temporal variations in the horizontal distribution

of precipitating electrons using only observation data obtained from the ground.

5.3.3 Volume Emission Rate

Figure 5.12a shows the 3-D VER of a 4278-nm aurora derived from the reconstructed electron flux by

solving the forward problem. Cross sections in the horizontal plane at an altitude of 94 km are shown in

Figure 5.12b. The peak altitude ranges from 90 to 104 km (Figure 5.12c): its associated error, estimated by

the method described in Subsection 5.3.1, is shown in Figure 5.12d. More in detail, the high peak altitude

in the northwestern part is expected to be overestimated by at most 8%, due to analytical errors, as shown in

Figure 5.12d, which corresponds to the underestimation of the characteristic energy of differential flux (Fig-

ure 5.10d). The full width at half maximum of altitude distribution is almost uniform, with a median value

of ∼20 km (Figure 5.12e). For the most part, altitude width is expected to be overestimated by ∼2% (Figure

5.12f) from the error estimation given in Subsection 5.3.1. The reconstructed peak altitude and width are
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Figure 5.13. Auroral images projected at altitudes from 80 to 120 km, with an interval of 2 km. The images
were obtained at Skibotn (SKB), Abisko (ABK), and Kilpisjärvi (KIL) at 00:53:36 UT on February 18,
2018. Residuals between projected images at each pair of stations (SKB and ABK, and ABK and KIL) are
shown. The auroral intensity is normalized as follows: Ij = (I− Ī)/σ, where I is the auroral intensity, Ī is
the average of I , σ is the standard deviation of I , and j signifies ABK, KIL, or SKB. The residual squared
sum (RSS) is shown at the top of each panel: it is calculated as follows: RSS = Σ

(Ij−Ij+1)
2

N , where N is
the number of datapoints.

consistent with those estimated in most past studies by stereoscopic observations or by an incoherent scatter

radar [Brown et al., 1976, Jones et al., 2009, Kataoka et al., 2016]. Nevertheless, our results do not support

the thin (<1 km vertical extent) PsA patches reported in Stenbaek-Nielsen and Hallinan [1979]. Figure

5.12g shows the altitude profile of the VERs at the EISCAT radar observation point, represented by black

plus symbols in Figures 5.12b–f: these VERs are converted to the ionospheric electron density in the next

Subsection to compare the electron density obtained by reconstruction with that by the EISCAT radar.

Here, we compare the emission altitudes estimated with ACT and by Kondo [2016], who estimated the

peak altitude of a PsA patch with a different method, and check the consistency between the two methods.

We project the observed auroral images at altitudes from 80 to 120 km, with an interval of 2 km (Figure

5.13). Kondo [2016] determined the emission altitude to be the altitude where the residual squared sum

between two projected images reach a minimum value (Figure 5.14) by changing the projection altitude of
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Figure 5.14. Residual squared sum (RSS) between the projected images at two stations (SKB and ABK,
and ABK and KIL) at each altitude at 00:53:36 UT on February 18, 2018. The altitude at which the RSS
reached a minimum value is shown in the panel title.

Figure 5.15. The altitude at which the residual squared sum (RSS) reached a minimum value for each of 6
timepoints from 00:53:30 UT to 00:53:40 UT on February 18, 2018. Error bars indicate the altitude range
over which the RSS was less than 1.2 times each RSS minimum.

the observed auroral images from 80 to 120 km, with an interval of 2 km. The estimated peak altitude range

was 92–106 km from 00:53:30 UT to 00:53:40 UT (Figure 5.15), closely matching with those determined

by ACT.

5.3.4 Electron Density

Altitude profiles of the VER of a 427.8 nm aurora at the EISCAT radar observation point, shown in

Figure 5.12g, have been converted to the ionospheric electron density, and compared with that obtained

from the EISCAT radar data at 00:53:30–00:53:42 UT on February 18, 2018. The continuity equation for

the electron density can be written as [e.g., Hosokawa et al., 2010]:

∂ne

∂t
= kL− αeffn

2
e, (5.25)
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Figure 5.16. Electron density altitude profiles converted from the reconstructed volume emission rates
with the subtraction of background emission (red lines), without the background emission (blue lines), and
observed by the EISCAT radar (black lines). Details of effective recombination coefficients αfit, αO+

2
, and

αNO+ are explained in the text. The measurement uncertainties are represented by error bars.

where ne [m−3] is the electron density, L [m−3 s−1] is the VER of a 427.8 nm aurora, k is a positive

constant for converting VER to the ionization rate (see Appendix), and αeff is the effective recombination

rate. We derived the electron density from the VER by solving the continuity equation (Eq. 5.25) by

applying the Runge–Kutta method. The initial value was derived from the continuity equation under steady

state conditions (i.e., ∂ne/∂t = 0) using reconstructed L at 00:53:36 UT. VERs have been interpolated

linearly to use the Runge–Kutta method. The altitude profile of αeff has been investigated by several studies

using rocket- and ground-based measurements. Vickrey et al. [1982] summarized many of these results and

proposed the following best fit parameterization:

αfit = 2.5× 10−12 exp (−z/51.2) [m3s−1], (5.26)

where z is the altitude in km. Semeter and Kamalabadi [2005] used effective recombination coefficients

αNO+ and αO+
2

for NO+ and O+
2 , respectively [Walls and Dunn, 1974], as upper and lower bounds on αeff:

αNO+ = 4.2× 10−13(300/Tn)
0.85 [m3s−1], (5.27)

αO+
2
= 1.95× 10−13(300/Tn)

0.7 [m3s−1]. (5.28)

Here Tn is the neutral temperature. The red lines in Figure 5.16 show the derived electron densities us-

ing these three recombination coefficients. We note that these values are underestimated compared to the

electron densities observed by the EISCAT radar (black lines in Figure 5.16): this is probably related to

background emission subtraction from the auroral images prior to ACT and from the ambiguity in the

effective recombination coefficient. Electron densities reconstructed from auroral images without back-

ground emission subtraction are shown as blue lines for reference in Figure 5.16. Reconstruction results
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from images, including background emission, approached the electron density profile observed with the

EISCAT radar, although there still remains some ambiguity due to the uniform emission. More in detail, we

noted that the electron density was reconstructed correctly to some extent after auroral emission intensity

decreased at 00:53:40 UT: this is due to the incorporation of the time derivative term in the continuity equa-

tion. The electron density would seem to have rapidly decreased after 00:53:40 UT, if the time derivative

term were not considered, thus suggesting that the time derivative term should be considered when we use

the continuity equation (Eq. 5.25) to derive electron densities associated with PsAs.

It should be noted that the electron density is still underestimated at higher altitudes (>∼140 km): this

would be improved by reconstructing low-energy electron flux from auroral images in the F region, such

as atomic oxygen emission at 844.6 nm.

5.4 Brief Summary

We successfully reconstructed for the first time PsA patches and the horizontal distribution of precipitat-

ing electrons through the ACT method with 427.8-nm auroral images obtained at three observation points.

We improved the previously proposed ACT method by adding the following processes: subtraction of the

background diffuse aurora from the auroral images prior to ACT, estimation of the relative sensitivity be-

tween ASCs, and determination of the hyperparameters of the regularization term. Characteristic energies

of the reconstructed electron fluxes (6 to 23 keV) and peak altitudes of the reconstructed VERs (90 to 104

km) were consistent with those reported in previous studies (Figure 5.17). We determined that the horizon-

tal distribution of the characteristic energy was neither uniform nor stable in the patch during the pulsation.

For the investigation of the spatial and temporal variations of PsAs, the capability of ACT provides com-

plementary opportunities to in situ data obtained by rockets and satellites. The error in the ACT method

was evaluated using a model auroral patch. We confirmed that the central part of the characteristic energy

was correctly reconstructed with an error of ∼0.1%. The energy of electron flux was underestimated at the

patch edge by at most 56%, while the peak altitude was overestimated by at most 8%. The reconstructed

electron flux will be improved in future works by incorporating auroral images at various wavelengths.

As described in Section 5.1, Tanaka et al. [2011] extended ACT to G-ACT: they demonstrated that the

incorporation of the ionospheric electron density from the EISCAT radar improved the accuracy of the

reconstructed electron flux for discrete auroras. By combining G-ACT with 3-D ionospheric observation

data obtained by EISCAT 3D (Figure 5.18, http://www.eiscat3d.se.) scheduled to begin its operation in

2023, which would allow us to improve the VER reconstruction accuracy and electron density.

http://www.eiscat3d.se.
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Figure 5.17. Summary of the reconstruction of the characteristic energy of precipitating electrons and 3-D
volume emission rate from 427.8-nm images.

Figure 5.18. Schematic illustration of the EISCAT 3D radar.





103

6 Discussion and Future Prospects

The PA scattering by ECH waves has been considered to be one of the generation mechanisms of PsAs

since 1970s. Lyons [1974] theoretically suggested that ECH waves cause the pitch angle scattering of

electrons in energies from a few hundred eV to a few keV. On the other hand, my Master’s degree study

[Fukizawa et al., 2018] found that the ECH wave intensity has a correlation with the PsA emission intensity.

Furthermore, the energy of precipitating electrons was estimated to be ∼3–4 keV from the time lag when

the cross-correlation coefficient between the ECH wave intensity and the PsA emission intensity had the

maximum value. However, there was no observation of the PA scattering by ECH waves in the inner

magnetosphere.

In this study, we focus on the PA scattering by ECH waves. The relationships among LBC, UBC, ECH

waves, electron precipitation, ionospheric density, and PsAs are schematically shown in Figure 6.1. In

Chapter 2, we clarify that ECH waves scattered ∼5-keV electrons into a loss cone using in situ observation

data obtained by the Arase satellite. Indeed, a computer simulation showed that the electron flux correlated

with the ECH wave intensity caused a 557.7-nm auroral emission with a brightness of 200 R: we suggest

that this had a quasi-periodic modulation, since the electron flux had a modulation with a periodicity of

∼26 s. These results indicate that ECH waves contribute to cause the PsA emission in the E region. On

the other hand, in Chapter 3, the energy range of electrons that have been effectively scattered by ECH

waves have been quantitatively estimated from Arase satellite data. We found that the PA scattering is the

most efficient for electrons in an energy range smaller than 1 keV, while it is not efficient for a few keV

electrons, consistently with the quasi-linear theory [e.g., Horne and Thorne, 2000]. Moreover, statistical

results suggest that PsA emissions in the E region are mainly caused by LBC waves, rarely by ECH waves.

In Chapter 4, we show that the electron density enhancement in the F region associated with PsAs has been

frequently observed. Here we suggest that low-energy (<1 keV) electron precipitation by ECH and UBC

waves contribute to auroral emissions and ionizations in the F region. It should be noted that we do not

completely decline the possibility of the PA scattering of a few keV electrons by ECH waves. The cyclotron

resonance energy of ECH waves could reach a few keV, depending on the background magnetic and plasma

environment, as reported in Chapter 2.

One of the remarkable findings of this study is that PsAs are frequently accompanied by low-energy

electron precipitation: this is crucial since it would cause ion upflow, as described in Section 1.7 [Liang

et al., 2018]. A further statistical analysis to investigate the relationship between ion upflow and low-energy

electron precipitation associated with PsA should be conducted in future studies.
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Figure 6.1. Block diagram summarizing the results of this study.

Another important finding of this study is that low-energy electrons are scattered into loss cones by

UBC and ECH waves in the inner magnetosphere: this would also cause a background low-energy electron

density variation in the magnetosphere by outflows from the ionosphere. Thus, there might be a causal

relationship between ECH, UBC, and LBC waves. Nevertheless, the source mechanism which causes

chorus wave modulation in the inner magnetosphere is not understood. Nishimura et al. [2015] defined

the effect of background low-energy electron density variation in the magnetosphere on the modulation of

chorus waves as described in Section 1.7. The large cold plasma density is favorable for the excitation

of chorus waves as described in Section 1.4. We expect that the relationship between ECH, UBC, and

LBC waves will contribute to understand the generation mechanism of chorus wave modulation in the inner

magnetosphere. This is beyond the scope of this study, and should be attributed in future studies. For

example, the ion velocity along the geomagnetic field observed by the EISCAT radar during PsA events

should be statistically analyzed.

In Chapter 5, we succeeded to reconstruct the horizontal distribution of precipitating electrons in the

energy range from 30 eV to 100 keV, by using the image data of PsA emission at 427.8 nm obtained

at three ground stations. The F -region auroral structure is crucial to estimate the low-energy electron

precipitation associated with PsAs. Here we carried out the reconstruction of the E-region aurora using the

427.8 nm emission data: therefore, the reconstruction of the F -region aurora is a future issue. One method

to reconstruct low-energy electrons is applying F -region auroral emissions to ACT, such as OI 844.6 nm:

this improvement is challenging because an 844.6 nm emission is dimmer than a 427.8 nm, thus precise

validation of noise is necessary. Another method is to apply G-ACT in which the ionospheric electron

density obtained from the EISCAT or EISCAT 3D radar are included. Here, we propose a principle of

considering the time change of the ionospheric electron density with G-ACT. The continuity equation of
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electron density, Ne, can be written as

∂Ne

∂t
+∇ · (Nev) = q − αeffN

2
e , (6.1)

where t is time, v is the velocity, q is the ionization rate, and αeff is the effective recombination coefficient.

Using backward-difference approximation, Eq. 6.1 can be written as

N2
e +

Ne, t −Ne, t-1

αeff∆t
+
nabla · (Nev)

αeff
− q

αeff
≈ 0. (6.2)

By adding the problem to minimize RSS of the left side of Eq. 6.2 into Eq. 5.11, the precipitating electron

flux can be reconstructed by taking the time change of Ne into account. In this way, precipitating electrons,

including low-energy, would be reconstructed, since the electron density data obtained from incoherent

scatter radars contain the information about F -region ionization caused by low-energy electron precipita-

tion. As a result, we will be able to obtain a more accurate characteristic electron energy than that estimated

with the GLOW model described in Chapter 4.
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7 Conclusion

In the present research, we investigate the generation mechanism of electron precipitation associated with

pulsating auroras (PsAs), mainly focusing on the pitch angle scattering of electrons by electrostatic electron

cyclotron harmonic (ECH) waves. More in detail, we show for the first time evidences that ECH waves

actually scattered electrons into the loss cone. Furthermore, we reveal that lower (LBC) and upper band

choruses (UBC), and ECH waves effectively contribute to scatter electrons in different energies. Ionospheric

F -region electron density enhancements associated with PsAs have been quantitatively examined using the

ground-based optical and radar data. In addition, we reconstruct the three-dimensional (3-D) structure of

PsA patches from ground-based auroral images with sufficient accuracy. Detailed results are summarized

as follows.

In Chapter 2, we verify that ECH waves scattered electrons into a loss cone by comparing the ECH wave

intensity with the electron flux inside the loss cone. The ECH wave intensity and the electron flux have

been obtained through onboard frequency analyzer (OFA) and low-energy particle experiments–electron

analyzer (LEPe) on the Arase satellite, respectively. The cross-correlation coefficient between the ECH

wave intensity and the loss cone electron flux at the energy of ∼5 keV is statistically significant, while that

with the LBC wave intensity at the same energy is small. As a next step, we calculate the pitch angle (PA)

diffusion coefficients of ECH waves, assuming that the wave normal angle is 87.0◦ , and that the electron

temperature is 1 eV. As a result, the diffusion coefficient of 5-keV electrons is 10 times greater than that of

other energies where cross-correlation coefficients were small. The linear growth rate of ECH waves is also

large when the wave normal angle and electron temperature satisfy this condition. The downward electron

flux correlated with ECH waves would cause the 557.7-nm auroral emission with a column emission rate

of about 200 R, according to the model calculation.

In Chapter 3, we carry out a statistical analysis on the strong electron scattering caused by LBC, UBC,

and ECH waves through wave and electron data obtained by the Arase satellite from March 24, 2017 to

August 31, 2020. More in detail, we examine the relationship between loss cone filing ratios for different

energies and LBC, UBC, and ECH waves, thus revealing energy ranges where these waves contribute to

scatter electrons into the loss cone. The slopes of regression lines for wave amplitudes versus loss cone

filling ratios are positive, while correlation coefficients between them are statistically significant in electron

energies greater than ∼2 keV for LBC waves, at ∼0.4 keV for UBC waves, and smaller than ∼2 keV for

ECH waves. In these energies, the occurrence rate of the strong PA scattering is also high considering

each wave. Energy ranges are consistent with those predicted by the quasi-linear theory in the case that PA
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diffusion coefficients exceed the strong diffusion level. Here we clarify, basing on the statistical analysis

of the Arase data, that a few keV electron precipitation scattered by ECH waves is not common, while

electrons with energy less than 1 keV are scattered by ECH waves. This statistical result is not necessarily

inconsistent with the results of Chapter 2, since the cyclotron resonance energy of ECH waves could reach

a few keV depending on the magnetospheric conditions.

In Chapter 4, we conduct two case studies to investigate in detail the relationship between the electron

density height profile and auroral type by using the data obtained by the European incoherent scatter (EIS-

CAT) radar and the auroral all-sky imager at Tromsø on February 18, 2018 and October 27, 2019. In

addition, we conduct statistical studies for 14 events, in order to clarify how often F -region electron density

enhancement accompanied with PsA occurs. As a consequence, we find that 76% of electron density height

profiles show a local peak in the F region with an electron temperature enhancement. Compared with the

model profile ionized by electron precipitation, we suggest that 76% of these local peaks have been caused

by precipitating electrons in an energy range lower than 100 eV. The hourly averaged occurrence rate of

these local peaks exceeds 80% in the 22–3 magnetic local times. We thus suggest that the electron density

enhancement in the F region would be caused by ECH waves in the magnetosphere or secondary electrons.

Another candidate is polar patches traveling from the dayside ionosphere.

In Chapter 5, we examine the horizontal distribution of precipitating electrons of a PsA patch by the

reconstruction method called Aurora Computed Tomography (ACT). The 3-D volume emission rate (VER)

and the horizontal distribution of precipitating electrons were calculated from 428-nm auroral images ob-

tained at three stations. To apply the ACT method to a diffuse and dimmer PsA auroral patch, we improved

the previous ACT used for discrete auroras in the following three points: (1) the subtraction of background

diffuse aurora from the auroral images before conducting ACT, (2) the estimation of the relative sensitivity

between all-sky cameras, and (3) the determination of the hyperparameters of the regularization term. As

a result, we succeeded to reconstruct for the first time 3-D VER of the PsA patch and the horizontal distri-

bution of precipitating electrons. The characteristic energy of the reconstructed precipitating electron flux

ranges from 6 to 23 keV, while the peak altitude of the reconstructed VER ranges from 90 to 104 km, con-

sistently with previous studies. Furthermore, the horizontal distribution of precipitating electron’s charac-

teristic energy is neither uniform nor stable in the PsA patch during the pulsation: these spatial and temporal

variations indicate changes in the cyclotron resonance energy of LBC waves during the pulsation. There-

fore, the observed spatiotemporal variations of PsAs are important to understand the background magnetic

and plasma conditions in the magnetospheric source region. Our results of reconstruction of precipitating

electrons and VER are a great advantage of multiple ground-based data, since such 3-D distributions cannot

be obtained by rockets and satellites. We quantitatively evaluated the reconstructed results using a model

PsA patch by adding artificial noises and compared with the ionospheric electron density observed by the

EISCAT radar. By considering the time derivative term of the continuity equation, the electron density was
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reconstructed with sufficient accuracy even when the PsA intensity decreased.
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Appendix

Derivation of k

In the Appendix, we describe how to obtain the positive constant k(z) in Section 5.3.4. The N+
2 (427.8

nm) emission is due to the transition from N+
2 (B

2Σ+
u )v=0 to N+

2 (X
2Σ+

g )v=1. According to Sergienko and

Ivanov [1993], the volume emission rate L(z) [m−3 s−1] is approximated by

L(z) =
A0−1q0−0

ΣvA0−v
w(z) =

A0−1q0−0

ΣvA0−v

p(z)ε(z)

∆ε
, (A.1)

where z is the altitude, A0−1 is the Einstein coefficient for the transition from N+
2 (B

2Σ+
u )v=0 to

N+
2 (X

2Σ+
g )v=1, w(z) [m−3 s−1] is the production rate of N+

2 (B
2Σ+

u ), q0−0 is the Franck–Condon fac-

tor for the electronic transition from N+
2 (X

1Σ+
g )v=0 to N+

2 (B
2Σ+

u )v=0, p(z) is the probability that ε(z)

excites N2, ε(z) [eV m−3 s−1] is the energy deposition rate, and ∆ε [eV] is the excitation energy cost of

N+
2 (B

2Σ+
u ). The ionization rate due to the precipitating electrons qion(z) [m−3 s−1] is given by

qion(z) =
ε(z)

∆εion
. (A.2)

where ∆εion is the energy used to produce an ion–electron pair. Substituting Eq. A.1 into Eq. A.2 gives

qion(z) =
ΣvA0−v)

A0−1q0−0

∆ε

∆εion

1

p(z)
L(z). (A.3)

Therefore, the positive constant k(z) for converting volume emission rate to the ionization rate is

k(z) =
ΣvA0−v)

A0−1q0−0

∆ε

∆εion

1

p(z)
. (A.4)

The parameters used for the calculation are summarized in Table A.1.

Table A.1. Simulation parameters used in Eq. A.4

Parameter Value References
A0−1q0−0

ΣvA0−v
0.197 Jones [1974]

∆ε 350 eV Sergienko and Ivanov [1993]
∆εion 35.5 eV Semeter and Kamalabadi [2005]
p(z) Calculated from MSISE-00 model Picone et al. [2002]
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