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## Chapter 1

## Introduction

In this chapter, we set $c=\hbar=k_{B}=1$. In 1972, Bekenstein proposed that a black hole has thermal entropy proportional to its horizon $A$ [1]. After that, Hawking showed by semi-classical approximation that a black hole emits thermal radiation, which is referred to as the Hawking radiation today, the temperature of which is

$$
\begin{equation*}
T=\frac{1}{8 \pi G M} \tag{1.0.1}
\end{equation*}
$$

for a Schwarzschild black hole with mass $M$ [2]. Thus a black hole is not perfectly "black". Since the "energy" of a Schwarzschild black hole equals to $M$ [3], when we regard Eq. (1.0.1) as the black hole's temperature, its thermal entropy $S_{B H}$ is calculated as

$$
\begin{equation*}
S_{B H}=\frac{A}{4 G}, \tag{1.0.2}
\end{equation*}
$$

where $A=4 \pi(2 G M)^{2}$, via the thermodynamic relation

$$
\begin{equation*}
\frac{\partial S_{B H}}{\partial M}=\frac{1}{T} . \tag{1.0.3}
\end{equation*}
$$

$S_{B H}$ is called Bekenstein-Hawking (BH) entropy. In addition, Gibbons and Hawking used the Euclidean action for gravity, evaluated the partition function by semi-classical approximation and derived the BH entropy as a thermodynamic potential for a stationary black hole [4]. In statistical mechanics, the entropy of a micro canonical ensemble is defined as $S=\ln W$, where $W$ is the number of microstates with a given energy. Therefore the fact a black hole has the BH entropy implies that it has a lot of microstates.

However, the uniqueness theorem [5-7] states that every 4-dimensional stationary black hole solution to the Einstein-Maxwell equation in general relativity is just the Kerr-Newman metric which is completely characterized by just three parameters, mass, angular momentum and electric charge. Thus, it does not seem that there exist such a lot of degrees of freedom. What is the origin of microstates contributing to the BH entropy?

So far, a great deal of effort has been devoted to explaining the origin of the BH entropy. In field theory, the BH entropy is suggested to be derived from quantum entanglement [8, 9]. It is also pointed out that entanglement may be the origin of the BH entropy in quantum gravity [10-13]. Besides, in string theory, special D-branes correspond to extremal black holes in the classical regime. The value of logarithm of the number of BPS states of the branes approaches the value of its corresponding BH entropy [14].

Another possible origin is microstates generated by asymptotic symmetry on a horizon. General relativity is invariant under diffeomorphisms. Sometimes, it is argued that diffeomorphisms are gauge transformations in general relativity, which do not change the state of the system physically. If so, the metrics connected by diffeomorphisms cannot be distinguished from each other and hence diffeomorphisms may seem to have nothing to do with the origin of microstates. However, in fact, not all diffeomorphisms generate gauge transformations. A way to judge whether a diffeomorphism is not a gauge transformation is
to check the value of the charge generating the transformation. If the value of a charge is not constant, then it is not a gauge transformation since the original metric and the transformed one can be discriminated. Such a physical transformation generates microstates that may contribute to the BH entropy. Note that the fact there exists such a diffeomorphism does not contradict to the uniqueness theorem because the theorem determines the metric up to diffeomorphisms. As we will see in Chapter 3 in detail, the value of a charge generating an infinitesimal diffeomorphism is given by an integral over the boundary of Cauchy surface of a spacetime in general relativity. Thus, the asymptotic behavior of a diffeomorphism and the metric play a crucial role to identify transformations which cannot be gauged away. An asymptotic symmetry is a symmetry whose charge given by a boundary integral cannot be gauge away. In the case of asymptotically flat black hole, there are two boundaries of Cauchy surface. In fact, the energy of such a black hole is given by an integral over one of the boundaries, i.e. spatial infinity of the Cauchy surface, as the charge of the asymptotic symmetry associated with the time translation, which is the so-called ADM energy. Therefore, asymptotic symmetries on the other boundary, i.e. black hole horizon, have the potential to generate microstates that contribute to the BH entropy. That is, we anticipate that for a given ADM energy, the logarithm of the number of microstates on a horizon is BH entropy. The schematic pictures of the situation are shown in Figs. 1.1 and 1.2. To this end, we must identify all the possible asymptotic symmetries on a horizon.

Such asymptotic symmetries on a horizon of spacetimes have been investigated as a possible origin of the BH entropy, e.g. in Refs. [15-31]. In 2001, supertranslation and superrotation with non-gauge charges were discovered as horizon asymptotic symmetries of a Schwarzschild black hole in $(1+3)$-dimensional general relativity [16, 17]. Supertranslation is time translation depending on the position at the horizon, while superrotation is a 2-dimensional general diffeomorphisms on the horizon. In 2016, Hawking, Perry and Strominger rediscovered the symmetries and named the micro states generated by the transformations as soft hair [18]. Their work has stimulated interest in the quest for other symmetries at the horizon [19, 24].

Despite such an importance, studies on asymptotic symmetries often take enormous efforts. In the conventional approach, we first specify the asymptotic behavior of the metrics near the boundary and solve the asymptotic Killing equation. The set of all asymptotic Killing vectors forms an algebra which generates a diffeomorphism. Next, we check whether the so-called integrability condition is satisfied. It ensures that the charges associated with diffeomorphisms are well-defined. If it is not, we have to go back to the beginning to get a well-defined charge. Even when the integrability condition is satisfied, there remains a possibility that all the charges are constant for any metric in question. In this case, since the metric cannot be discriminated by the value of the charge, the diffeomorphism can be gauged away. Thus, to find a non-trivial charge, we also have to restart the above protocol from the beginning. In this sense, it is important but sometimes difficult to find an appropriate asymptotic behavior of the metrics in the first step which result in non-trivial and integrable charges by trials and errors. Although there are several ways to construct a charge in general relativity, such as the Regge-Teitelboim method [32] and the covariant phase formalism developed in Refs. [33-40] which is also adopted in our approach introduced later, all of them require such efforts in trials and errors.

Instead of the conventional approach, the author and collaborators propose an approach without imposing asymptotic behaviors of metrics by hand in Ref. [41]. We call it "A Lie algebra-based approach". In contrast to the conventional approach, in our approach, we first pick a pair of two vector fields such that the Poisson bracket of the charges that generate infinitesimal diffeomorphisms along them does not vanish at a fixed but arbitrary metric $\bar{g}_{\mu \nu}$, which we call the background metric. We then fix a Lie algebra $\mathcal{A}$, which contains those vector fields. Instead of the metrics with an asymptotic behavior introduced by hand, we adopted the set of metrics $\mathcal{S}$ which are connected to $\bar{g}_{\mu \nu}$ by diffeomorphisms generated by $\mathcal{A}$. The algebra of the charges is non-trivial by construction as long as the integrability condition is satisfied since there is a set of elements whose Poisson bracket does not vanish. This implies that the obtained charges cannot be gauge away. In Ref. [41], we applied this approach to the Rindler horizon and found a new symmetry which we refer to as superdilatation. This superdilatation includes two classes of diffeomorphisms. One of them is an extension of dilatation in the direction perpendicular to the horizon. The other is an extension of dilatation in the time direction. We explicitly calculate the expression of charges for an example of the superdilatation algebra.

Although our approach proposed in Ref. [41] may be powerful in finding asymptotic symmetries,


Figure 1.1: The Penrose diagram of a back hole formed by collapsed matters. $\Sigma$ is a Cauchy surface which has two boundaries, spatial infinity $i^{0}$ and the intersection with horizon $\mathcal{H}$.


Figure 1.2: The ADM energy $E_{A D M}$ is the charge of the asymptotic symmetry associated with the time translation around $i^{0}$. Asymptotic symmetries on horizon generate microstates for a given $E_{A D M}$.
there remains a hard task, namely to check the integrability of the charges directly. We need to solve differential equations to obtain all the diffeomorphisms generated by $\mathcal{A}$ and identify $\mathcal{S}$. Although such differential equations can be solved for the example in Ref. [41], in general, it is quite difficult to solve the differential equations for a given $\mathcal{A}$. Therefore, the author and collaborator proposed a modified approach to over come this issue in Ref. [42]. A key ingredient is a sufficient condition for charges to be integrable, which can be checked at the background metric $\bar{g}_{\mu \nu}$. It enables us to check the integrability condition without solving any differential equation. Since the algebra of integrable charges can be fully characterized by calculating the value of the Poisson bracket at the background metric $\bar{g}_{\mu \nu}$, there is no need to identify diffeomorphisms generated by $\mathcal{A}$ or $\mathcal{S}$ directly. We call this modified approach "A modified Lie algebra approach". As an explicit example, we investigated the asymptotic symmetries on the Killing horizon with our approach. We found a new asymptotic symmetry composed of a class of supertranslations, superrotations and superdilatations in $D$-dimensional spacetimes with the Killing horizon. In particular, the algebra of the charges in 4 -dimensional spacetimes with a spherical Killing horizon was calculated explicitly, which was shown to be a central extension of $\mathcal{A}$. In Chapter 4, we will explain the Lie algebra-based approach and modified Lie algebra-based approach in detail.

This Ph.D thesis is organized as follows: In Chapter 2, we review the covariant phase space formalism, which is adopted in this thesis to construct the charges generating infinitesimal diffeomorphisms. In Chapter 3, we introduce the concept of asymptotic symmetry and the conventional approach to find asymptotic symmetries with examples. Chapter 4 is the main part of the thesis. Instead of the conventional approach, we propose a Lie algebra-based approach first developed in Ref. [41] and a modified Lie algebra-based approach in Ref. [42], and exhibit two examples as applications of it. In Sec. 5, we present the conclusion and outlook of this thesis. In this thesis, we set the speed of light to unity: $c=\hbar=k_{B}=1$.

## Chapter 2

## Covariant phase space formalism

In this thesis, we will use the covariant phase space formalism developed in Refs. [33-40]. An advantage of the method of investigating the asymptotic symmetries in general relativity is that we can carry out a covariant treatment unlike the Hamiltonian method, e.g. the Arnowitt-Deser-Misner (ADM) decomposition [43]. In this chapter, let us review the covariant phase space formalism to calculate the charge corresponding to a diffeomorphism. In Sec. 2.1, we will introduce our notations and terminologies adopted in the thesis. In Sec. 2.2, Hamiltonian mechanics with constraint system will be reviewed from the point of view of symplectic manifold. In Sec. 2.3 , we will give a review of the covariant phase space formalism.

### 2.1 Notations and terminologies

In this thesis, we use the terminology of differential geometry. Here, we summarize the notations and terminology adopted in this thesis.

Let us consider the $D$-dimensional manifold $M$. The $\mathfrak{X}(M)$ denotes a set of vector fields on manifold $M$ and $\Omega^{p}(M)$ denotes a set of $p$-form on $M$. The bracket [ ] for indices is the antisymmetrization defined as

$$
\begin{equation*}
A_{\left[\mu_{1} \cdots \mu_{d}\right]}:=\frac{1}{d!} \sum_{\sigma \in S_{d}}(-1)^{\sigma} A_{\mu_{\sigma(1)} \cdots \mu_{\sigma(d)}} \tag{2.1.1}
\end{equation*}
$$

where $S_{d}$ is a permutation group. In a coordinate chart $(U, \varphi)$ such that $\varphi(p)=\left(x^{1}(p), \cdots, x^{D}(p)\right)$ for $p \in U \subset M$, a $p$-form $\omega \in \Omega^{p}(M)$ is written in a coordinate basis as

$$
\begin{equation*}
\omega=\frac{1}{p!} \omega_{\mu_{1} \cdots \mu_{p}} \mathrm{~d} x^{\mu_{1}} \wedge \cdots \wedge \mathrm{~d} x^{\mu_{p}} \tag{2.1.2}
\end{equation*}
$$

where $\omega_{\mu_{1} \cdots \mu_{p}}=\omega_{\left[\mu_{1} \cdots \mu_{p}\right]}$. The exterior derivative is defined to be the linear map d : $\Omega^{k}(M) \rightarrow \Omega^{k+1}(M)$ which has the following properties:

1. $\mathrm{d} f$ is the total differential for a 0 -form $f$.
2. $\mathrm{d}^{2}=0$.
3. $\mathrm{d}(\alpha \wedge \beta)=\mathrm{d} \alpha \wedge \beta+(-1)^{p}(\alpha \wedge \mathrm{~d} \beta)$ where $\alpha$ is $p$-form.

In the coordinate basis,

$$
\begin{equation*}
\mathrm{d} \omega=\frac{1}{p!} \partial_{\mu_{0}} \omega_{\mu_{1} \cdots \mu_{p}} \mathrm{~d} x^{\mu_{0}} \wedge \mathrm{~d} x^{\mu_{1}} \wedge \cdots \wedge \mathrm{~d} x^{\mu_{p}} \tag{2.1.3}
\end{equation*}
$$

The interior product is defined to be the contraction of a differential form with a vector field. If $X \in \mathfrak{X}(M)$, then $i_{X}: \Omega^{k}(M) \rightarrow \Omega^{k-1}(M)$ is the map which has the property that

$$
\begin{equation*}
\left(i_{X} \omega\right)\left(X_{1}, \cdots, X_{p-1}\right)=\omega\left(X, X_{1}, \cdots, X_{p-1}\right) \tag{2.1.4}
\end{equation*}
$$

for any vector fields $X_{1}, \cdots, X_{p-1}$. The Lie derivative of $p$-form is calculated by the Cartan magic formula

$$
\begin{equation*}
£_{X} \omega=i_{X}(\mathrm{~d} \omega)+\mathrm{d}\left(i_{X} \omega\right) . \tag{2.1.5}
\end{equation*}
$$

We use the integral measure defined as

$$
\begin{equation*}
\left(\mathrm{d}^{D-p} x\right)_{\mu_{1} \ldots \mu_{p}}:=\frac{\epsilon_{\mu_{1} \ldots \mu_{p} \mu_{p+1} \ldots \mu_{D}}}{p!(D-p)!} \mathrm{d} x^{\mu_{p+1}} \wedge \cdots \wedge \mathrm{~d} x^{\mu_{D}} . \tag{2.1.6}
\end{equation*}
$$

In Eq. (2.1.6), $\epsilon_{\mu_{1} \cdots \mu_{d}}$ is the $D$-dimensional Levi-Civita symbol defined as

$$
\begin{align*}
\epsilon_{\mu_{1} \cdots \mu_{D}} & =\epsilon_{\left[\mu_{1} \cdots \mu_{D}\right]}  \tag{2.1.7}\\
\epsilon_{1 \cdots d} & =1 . \tag{2.1.8}
\end{align*}
$$

When $\omega$ is the $(D-1)$-form on $M$, the (generalized) Stokes' theorem states that

$$
\begin{equation*}
\int_{M} \mathrm{~d} \omega=\int_{\partial M} \omega \tag{2.1.9}
\end{equation*}
$$

where $\partial M$ is the boundary of $M$. We say that a $p$-form $\omega$ is closed if $\mathrm{d} \omega=0$ holds, and is exact if there exists a $(p-1)$-form $f$ such that $\omega=\mathrm{d} f$. An exact form is also a closed form because $\mathrm{d}^{2}=0$. The Poincaré lemma states that the converse is also true under the assumption that $M$ is contractible. Through the thesis, it is assumed that $M$ is contractible at least for the region of manifold in question. For a vector field $V^{\mu}$ and anti-symmetric tensor field $W^{\mu \nu}$, we have

$$
\begin{align*}
\int_{V} \mathrm{~d}^{D} x \sqrt{-g} \nabla_{\mu} V^{\mu} & =\int_{\partial V}\left(\mathrm{~d}^{D-1} x\right)_{\mu} \sqrt{-g} V^{\mu},  \tag{2.1.10}\\
\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \sqrt{-g} \nabla_{\nu} W^{\mu \nu} & =\int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} \sqrt{-g} W^{\mu \nu}, \tag{2.1.11}
\end{align*}
$$

where $V$ is the $D$-dimensional submanifold of $M$ and $\Sigma$ is the $(D-1)$-dimensional submanifold of $M$.

### 2.2 Hamiltonian mechanics

In this section, we give a review of Hamiltonian mechanics from the point of view of symplectic geometry. In particular, a gauge reduction is introduced for a constrain system, which is a common concept in the covariant phase space formalism discussed in the next section.

### 2.2.1 Symplectic manifold and Poisson bracket

Let us consider the classical Lagrangian $L\left(q^{i}, \dot{q}^{i}\right)$ of non-relativistic $N$ particles, which does not depend on $t$ explicitly. For the time being, we assume that $L$ is not singular (i.e. $\left.\operatorname{det}\left(\frac{\partial L}{\partial \dot{q}^{i} \partial \dot{q}^{j}}\right) \neq 0\right)$. The Hamiltonian is defined by the Legendre transformation of $L\left(q^{i}, \dot{q}^{i}\right)$ as $H\left(q^{i}, p_{i}\right):=p_{i} \dot{q}^{i}-L$.

The phase space of $N$ particles is parameterized by $\left(q^{i}, p_{i}\right)_{(i=1, \ldots, N)}$. Once the value of $\left(q^{i}, p_{i}\right)$ is given at the time $t=0$, we can uniquely determine the trajectories of the particles $\left(q^{i}(t), p_{i}(t)\right)$ by using the following equation of motion:

$$
\begin{equation*}
\dot{q}^{i}=\frac{\partial H}{\partial p_{i}}, \quad \dot{p}_{i}=-\frac{\partial H}{\partial q^{i}} . \tag{2.2.1}
\end{equation*}
$$

We can treat this system more abstractly and geometrically in a symplectic geometry as follows. Given a two form $\omega \in \Omega^{2}(M)$ on a manifold $M$, which is called symplectic if

1. $\omega$ is non-degenerate:

$$
\begin{equation*}
\forall Y \in \mathfrak{X}(M) \quad i_{Y} i_{X} \omega=\omega(X, Y)=0 \Longrightarrow X=0 \tag{2.2.2}
\end{equation*}
$$

2. $\omega$ is closed:

$$
\begin{equation*}
\mathrm{d} \omega=0, \tag{2.2.3}
\end{equation*}
$$

are satisfied. Equation. (2.2.2) means that given an arbitrary vector field $X \in \mathfrak{X}(M)$ the map

$$
\begin{align*}
\omega(X, \cdot): \mathfrak{X}(M) & \rightarrow C^{\infty}(M) \\
Y & \mapsto \omega(X, Y) \tag{2.2.4}
\end{align*}
$$

is an isomorphism, or equivalently, $\operatorname{Ker} \omega(X, \cdot)=\{0\}$. In some coordinate $\left(Q^{I}\right)_{(I=1, \ldots, 2 N)}$, we can write $\omega=\frac{1}{2} \omega_{I J} \mathrm{~d} Q^{I} \wedge \mathrm{~d} Q^{J}$ and the matrix $\omega_{I J}$ has its inverse $\omega^{I J}$ due to its non-degeneracy, where $\omega_{I J}=-\omega_{J I}$ and $\omega^{I J}=-\omega^{J I}$.

For a smooth function $f \in C^{\infty}(M)$, there exists the vector field $X_{f}$ satisfying

$$
\begin{equation*}
\mathrm{d} f=i_{X_{f}} \omega \tag{2.2.5}
\end{equation*}
$$

In a coordinate $\left(Q^{I}\right)$, it can be written as

$$
\begin{equation*}
\partial_{J} f=\omega_{I J} X_{f}^{I} \tag{2.2.6}
\end{equation*}
$$

Such a $X_{f}$ is uniquely determined by

$$
\begin{equation*}
X_{f}^{I}=-\omega^{I J} \partial_{J} f \tag{2.2.7}
\end{equation*}
$$

since $\omega$ is non-degenerate. In addition, $X_{f}$ preserves $\omega$, that is,

$$
\begin{equation*}
£_{X_{f}} \omega=i_{X_{f}}(\mathrm{~d} \omega)+\mathrm{d}\left(i_{X_{f}} \omega\right)=\mathrm{d}(\mathrm{~d} f)=0 . \tag{2.2.8}
\end{equation*}
$$

We call the vector field $X_{f}$ the Hamiltonian vector field associated with $f$.
Conversely, let us consider a vector field $X$ satisfying $£_{X} \omega=0$. Since

$$
\begin{equation*}
0=£_{X} \omega=i_{X}(\mathrm{~d} \omega)+\mathrm{d}\left(i_{X} \omega\right)=\mathrm{d}\left(i_{X} \omega\right), \tag{2.2.9}
\end{equation*}
$$

we have

$$
\begin{equation*}
\exists f \in C^{\infty}(M) \quad \mathrm{d} f=i_{X} \omega \tag{2.2.10}
\end{equation*}
$$

due to the Poincaré lemma. Thus the necessary and sufficient condition that there exists $f \in C^{\infty}(M)$ satisfying $\mathrm{d} f=i_{X} \omega$ for a given $X$ is

$$
\begin{equation*}
\mathrm{d}\left(i_{X} \omega\right)=0 \quad \text { (or equivalently, } £_{X} \omega=0 \text { ) } \tag{2.2.11}
\end{equation*}
$$

which we call the integrability condition. A vector field which satisfies Eq. (2.2.11) is referred to as a symplectic vector field. In a coordinate $\left(Q^{I}\right)$, it can be written as

$$
\begin{equation*}
\forall I, J \quad \partial_{I}\left(\omega_{K J} X^{K}\right)-\partial_{J}\left(\omega_{K I} X^{K}\right)=0 \tag{2.2.12}
\end{equation*}
$$

When the integrability condition is satisfied, we obtain the function $f$ by

$$
\begin{align*}
f\left(Q ; Q_{0}\right) & =\int_{\gamma} i_{X} \omega  \tag{2.2.13}\\
& =\int_{\gamma} \omega_{I J} X^{I} \mathrm{~d} Q^{J} \tag{2.2.14}
\end{align*}
$$

where $\gamma$ is an arbitrary path from a reference point $Q_{0}$ to a point $Q$ on $M$. The integrability condition ensures that $f$ obtained by Eq. (2.2.14) does not depend on the choice of $\gamma$ because for two different curves $\gamma$ and $\gamma^{\prime}$,

$$
\begin{equation*}
\int_{\gamma^{\prime}} i_{X} \omega-\int_{\gamma} i_{X} \omega=\oint_{\partial B} i_{X} \omega=\int_{B} \mathrm{~d}\left(i_{X} \omega\right)=0 \tag{2.2.15}
\end{equation*}
$$

holds, where $B$ is the region such that its boundary $\partial B=\gamma \cup \gamma^{\prime}$, where we have used the Stokes theorem at the second equality. Note that if we shift $f \rightarrow f+$ const., it is also a solution of Eq. (2.2.5). Thus we often redefine $f$ so that it takes the value zero at the reference point $Q_{0}$ by shifting a constant. Such a function $f$ is referred to as the generating function associated with $X$, and evaluated at some point $Q$ we call it the charge associated with $X$. In the following, we often denote by $H_{X}$ the generating function associated with $X$.

On the phase space $M$, the transformation induced by $X$ is described through the integral curve $Q(t)$ of $X$, which is the curve on $M$ satisfying

$$
\begin{equation*}
\frac{\mathrm{d} Q^{I}}{\mathrm{~d} t}=X^{I}(Q(t)) \tag{2.2.16}
\end{equation*}
$$

where we take a chart $(U, \varphi)$ on $M, Q^{I}(t)$ denoting the $I$-th component of $\varphi(Q(t))$, and $X=X^{I} \frac{\partial}{\partial Q^{I}}$. If we take $\sigma\left(t, Q_{0}\right)$ as the integral curve of $X$ and which passes the point $Q_{0}$ at $t=0$, that is, $\sigma\left(t, Q_{0}\right)$ satisfies

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \sigma^{I}\left(t, Q_{0}\right)=X^{I}\left(\sigma\left(t, Q_{0}\right)\right) \tag{2.2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{I}\left(0, Q_{0}\right)=Q_{0}^{I} \tag{2.2.18}
\end{equation*}
$$

it defines the map $\sigma: \mathbb{R} \times M \rightarrow M$ called the flow generated by $X$. A flow $\sigma: \mathbb{R} \times M \rightarrow M$ satisfies

1. $\sigma(0, Q)=Q$,
2. $t \mapsto \sigma(t, Q)$ is the solution of Eqs.(2.2.17) and (2.2.18),
3. $\sigma(t, \sigma(s, Q))=\sigma(t+s, Q)$.

For a fixed $t, \sigma_{t}(Q): M \rightarrow M$ is a diffeomorphism on $M$.
As an example, we consider the Hamiltonian vector field $X_{H}$ associated with the Hamiltonian $H$, which satisfies

$$
\begin{equation*}
\mathrm{d} H=i_{X_{H}} \omega \tag{2.2.19}
\end{equation*}
$$

Taking the coordinate $\left(Q^{I}\right)=\left(q^{i}, p_{i}\right)$ such that $\omega=\mathrm{d} q^{i} \wedge \mathrm{~d} p_{i}{ }^{*}$, we get

$$
\begin{equation*}
X_{H}=\frac{\partial H}{\partial p_{i}} \frac{\partial}{\partial q^{i}}-\frac{\partial H}{\partial q^{i}} \frac{\partial}{\partial p_{i}} \tag{2.2.20}
\end{equation*}
$$

and the equations of its integral curve $\left(Q^{I}(t)\right)=\left(q^{i}(t), p_{i}(t)\right)$ are

$$
\begin{equation*}
\frac{\mathrm{d} q_{i}}{\mathrm{~d} t}=\frac{\partial H}{\partial p_{i}}, \quad \frac{\mathrm{~d} p_{i}}{\mathrm{~d} t}=-\frac{\partial H}{\partial q^{i}} \tag{2.2.21}
\end{equation*}
$$

which is just the equation of motion Eq. (2.2.1).
In addition, we can define the Poisson bracket $\{\cdot, \cdot\}: C^{\infty}(M) \times C^{\infty}(M) \rightarrow C^{\infty}(M)$ on $M$ as

$$
\begin{equation*}
\{f, g\}:=-i_{X_{f}} i_{X_{g}} \omega=\omega\left(X_{f}, X_{g}\right) \tag{2.2.22}
\end{equation*}
$$

The Poisson bracket has the following properties:

1. Anti-commutativity: $\{f, g\}=-\{g, f\}$,
2. Bilinearity: $\{a f+b g, h\}=a\{f h\}+b\{g, h\},\{h, a f+b g\}=\{a h, f\}+b\{h, g\} \quad a, b \in \mathbb{R}$,
3. Leibniz's rule: $\{f g, h\}=f\{g, h\}+\{f, h\} g$,

[^0]4. Jacobi identity: $\{f,\{g, h\}\}+\{g,\{h, f\}\}+\{h,\{f, g\}\}=0$.

The Poisson bracket defines the Lie algebra of $C^{\infty}(M)$ often called the Poisson algebra. By using the Poisson bracket, the time evolution of an arbitrary function $f\left(q^{i}, p_{i}\right)$ on $M$ can be written as

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} t}=\frac{\mathrm{d} q^{i}}{\mathrm{~d} t} \frac{\partial f}{\partial q^{i}}+\frac{\mathrm{d} p_{i}}{\mathrm{~d} t} \frac{\partial f}{\partial p_{i}}=X_{H}(f)=\mathrm{d} f\left(X_{H}\right)=\{f, H\} \tag{2.2.23}
\end{equation*}
$$

The equation of motion is the special case where we take $q_{i}$ and $p^{i}$ as $f$. In general, $\{f, g\}=X_{g}(f)$ equals to the variation of $f$ along the flow generated by $g$. By using the inverse matrix $\omega^{I J}$,

$$
\begin{equation*}
\{f, g\}=-\omega^{I J} \partial_{I} f \partial_{J} g \tag{2.2.24}
\end{equation*}
$$

### 2.2.2 Symmetries and conserved charges

As clearly seen from Eq. (2.2.23), a function $f$ which commutes with the Hamiltonian under the Poisson bracket, $\{f, H\}=0$, does not depend on time and defines a conserved charge. This is Noether's thorem for the Hamiltonian mechanics. We can also see that for any two functions $f$ and $g$ commuting with the Hamiltonian $H$, their Poisson bracket also commutes with $H$ since

$$
\begin{equation*}
\{H,\{f, g\}\}=-\{f,\{g, H\}\}-\{g,\{H, f\}\}=0 \tag{2.2.25}
\end{equation*}
$$

holds from the Jacobi identity. Therefore, conserved charges form an closed algebra.
Independently of whether or not the functions are conserved charges, there is the correspondence between the Poisson algebra of $C^{\infty}(M)$ and the Lie algebra of symplectic vector fields on $\mathfrak{X}(M)$. For the vector fields $X$ and $Y$ which satisfy the integrability condition, there exist the corresponding generating functions $H_{X}$ and $H_{Y}$ respectively, and

$$
\begin{align*}
i_{[X, Y]} \omega=£_{X} i_{Y} \omega-i_{Y} £_{X} \omega & =£_{X} i_{Y} \omega \\
& =\mathrm{d}\left(i_{X} i_{Y} \omega\right)+i_{X} \mathrm{~d}\left(i_{Y} \omega\right) \\
& =\mathrm{d}(\omega(Y, X)) \\
& =\mathrm{d}\left(-\left\{H_{X}, H_{Y}\right\}\right) \tag{2.2.26}
\end{align*}
$$

holds. Thus the generating function of $[X, Y]$ is $-\left\{H_{X}, H_{Y}\right\}$ and then we have

$$
\begin{equation*}
\left\{H_{X}, H_{Y}\right\}=-H_{[X, Y]}+C \tag{2.2.27}
\end{equation*}
$$

where we have used Eq. (2.2.14) and $C$ is a constant. Conversely, for given the two functions $f$ and $g$, there exist the corresponding vector fields $X_{f}$ and $X_{g}$, and

$$
\begin{equation*}
\left[X_{f}, X_{g}\right]=-X_{\{f, g\}} \tag{2.2.28}
\end{equation*}
$$

holds. Thus the Lie bracket of two Hamiltonian vector fields is also Hamiltonian vector fields. Note that the map $\iota: C^{\infty}(M) \rightarrow \mathfrak{X}(M)$ is the Lie algebra homomorphism, not the isomorphism in general since ker $\iota=\{C$ : constant function on $M\}$ which means that two functions whose difference is a constant correspond the same Hamiltonian vector fields. Since we can redefine a generating function by adding an arbitrary constant, there is a possibility that $C$ in Eq. (2.2.27) is set to be zero. If it is, the Poisson algebra of $C^{\infty}(M)$ is isomorphic to the Lie algebra of $\mathfrak{X}(M)$. If not, it is a central extension of that of $\mathfrak{X}(M)$.

### 2.2.3 Constraint system

Although we have assumed so far that Lagrangian is not singular, as is well known in gauge theories this is not the case in general. If the Lagrangian is singular, $\operatorname{det}\left(\partial L / \partial \dot{q}^{i} \partial \dot{q}^{j}\right)=0$, there exist $m$ independent primary constraints $\chi_{A}(\boldsymbol{q}, \boldsymbol{p})=0(a=1, \cdots, m)$ where $m=N-\operatorname{rank}\left(\partial L / \partial \dot{q}^{i} \partial \dot{q}^{i}\right)$. The treatment of
such a constraint system was developed in Refs. [45-48]. In the primary constraint, the time evolution of an arbitrary quantity $f$ is

$$
\begin{align*}
\frac{\mathrm{d} f}{\mathrm{~d} t} & =\left\{f, H^{\prime}\right\}  \tag{2.2.29}\\
H^{\prime} & =H+\lambda^{A} \chi_{A} \tag{2.2.30}
\end{align*}
$$

In addition, the consistency condition that the constraints should hold at any time $\left\{\chi^{a}, H^{\prime}\right\}=0$ results in the determination of some coefficient $\lambda^{A}$, or additional $k$ secondary constrains $\zeta_{A^{\prime}}(\boldsymbol{q}, \boldsymbol{p})=0\left(A^{\prime}=\right.$ $m+1, \cdots, m+k)$. When we obtain the secondary constraints, we should impose a consistency condition such that no additional constraints are generated. In this way, we finally get $K$ independent constraints $\chi_{a}=0(a=1, \cdots, K)$ and the dynamics is now confined to a constraint submanifold $N \subset M$ which is the co-dimension $K$ hypersurface characterized by $\chi_{a}=0(a=1, \cdots, K)$ in $M$.

By the inclusion map $i: N \hookrightarrow M$, the induced symplectic form $\tilde{\omega}$ on $N$ is defined as $\tilde{\omega}=i^{*} \omega$. More concretely, introducing the coordinates $\left(Q^{I}\right)(I=1, \cdots, D)$ and $\left(q^{i}(Q)\right)(i=1, \cdots, D-K)$ on $N$,

$$
\begin{equation*}
\tilde{\omega}=\frac{1}{2} \tilde{\omega}_{i j} d q^{i} \wedge d q^{j} \tag{2.2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\omega}_{i j}=\omega_{I J} \frac{\partial Q^{I}}{\partial q^{i}} \frac{\partial Q^{J}}{\partial q^{j}} \tag{2.2.32}
\end{equation*}
$$

$\tilde{\omega}$ is closed but may be degenerate. In the degenerate case where at each point on $N \omega_{I J} X^{I} Y^{J}=0$ for all vectors $Y^{I}$ tangent to $N$ implies that $X^{I}$ is also a non-vanishing tangent vector to $N$.

About the rank of $\tilde{\omega}_{i j}$, we have the following theorem: [49]
Theorem 1. $D-2 K \leq \operatorname{rank} \tilde{\omega}_{i j} \leq D-K$
Proof. Since $\tilde{\omega}_{i j}$ is a $(D-K) \times(D-K)$ matrix, the upper bound is trivial. Let us take the basis vectors $\left\{X_{a}^{I}, Y_{\bar{a}}^{I}\right\}$ at each point on $N$ where $X_{a}^{I}(a=1, \cdots, A)$ is a basis of degeneracy vectors of $\tilde{\omega}_{i j}$ and $Y_{\bar{a}}^{I}(\bar{a}=A+1, \cdots, D-K)$ are additional vectors such that $\left\{X_{a}^{I}, Y_{\bar{a}}^{I}\right\}$ is a basis of $N$. We add $K$ vectors $Z_{\alpha}^{I}(\alpha=D-K+1, \cdots, D)$ for $\left\{X_{a}^{I}, Y_{\bar{a}}^{I}, Z_{\alpha}^{I}\right\}$ to obtain a basis of $M$.

First, since $\left\{X_{a}^{I}\right\}$ are degeneracy vectors of $\tilde{\omega}_{i j}$, we have on $N$

$$
\begin{equation*}
\omega_{I J} X^{I} X^{J}=\omega_{I J} X^{I} Y^{J}=0 \tag{2.2.33}
\end{equation*}
$$

where $X^{I}=A^{a} X_{a}^{I}$ and $Y^{I}=B^{\bar{a}} Y_{\bar{a}}^{I}$ are arbitrary linear combinations in each basis.
Second, consider the following $K$ homogeneous equations for $A$ unknown coefficients $C^{a}$

$$
\begin{equation*}
C^{a} X_{a}^{I} \omega_{I J} Z_{\alpha}^{J}=0 \tag{2.2.34}
\end{equation*}
$$

If $A>K$, these have non-trivial solutions whatever $\omega_{I J} X_{a}^{I} Z_{\alpha}^{j}$ is. In that case,

$$
\begin{equation*}
\omega_{I J} X^{I} Z^{J}=0 \tag{2.2.35}
\end{equation*}
$$

where $X^{I}=C^{a} X_{a}^{I}$ and $Z^{I}=D^{\alpha} Z_{\alpha}^{I}$. However Eqs. (2.2.33) and (2.2.35) imply that $\omega_{I J} X^{I}=0$ at each point on $N$ since $\left\{X_{a}^{I}, Y_{\bar{a}}^{I}, Z_{\alpha}^{I}\right\}$ is a basis of $M$, which contradicts the fact that $\omega_{I J}$ is non-degenerate. Therefore, we have $A \leq K$ and $D-2 K \leq \operatorname{rank} \tilde{\omega}_{i j}$.

In general, constrains are classified into two classes [45]:

1. $\left\{\chi_{a}, \chi_{b}\right\}=f_{a b}{ }^{c} \chi_{c} \quad$ first class
2. $\left\{\chi_{a}, \chi_{b}\right\} \neq f_{a b}{ }^{c} \chi_{c} \quad$ second class
where $f^{a b}{ }_{c}$ is an arbitrary function on $M$. Defining $C_{a b}:=\left\{\chi_{a}, \chi_{b}\right\}, \operatorname{det} C_{a b} \approx 0$ for the first class, and $\operatorname{det} C_{a b} \not \approx 0$ for the second class, where $\approx(\not \approx)$ represents being equal (not equal) on $N$. For each $\chi^{a}$, the corresponding Hamiltonian vector fields $V_{a}$ are

$$
\begin{equation*}
V_{a}^{I}=-\omega^{I J} \partial_{J} \chi_{a} . \tag{2.2.36}
\end{equation*}
$$

The constraint submanifold $\left(N, \tilde{\omega}_{i j}\right)$ has different properties depending on which class of constrains are given.

### 2.2.3.1 First class case

When all the constraints are first class, we have the following theorem:
Theorem 2. If $\chi^{a}$ are first class,

$$
\begin{equation*}
\operatorname{rank} \tilde{\omega}_{i j}=D-2 K \tag{2.2.37}
\end{equation*}
$$

and its degeneracy vector fields are $V_{a}$.
Proof. First note that a vector $Y^{I}$ is tangent to $N$ if and only if $Y^{I} \partial_{I} \chi_{a} \approx 0$. Since $V_{a}^{I} \partial_{I} \chi_{b}=$ $-\omega^{I J} \partial_{J} \chi_{a} \partial_{I} \chi_{b}=\left\{\chi_{a}, \chi_{b}\right\} \approx 0, V_{a}$ are tangent to $N$. Second, $\omega_{I J} V_{a}^{I} Y^{J}=0$ holds on $N$ for an arbitrary tangent vector $Y^{I}$ to $N$ since $\omega_{I J} V_{a}^{I} Y^{J}=Y^{J} \partial_{J} \chi_{a}$. Therefore, $V_{a}$ are $K$ degeneracy vectors of $\tilde{\omega}_{i j}$ and rank $\tilde{\omega}_{i j}=D-K-K=D-2 K$.

Conversely, the following theorem also holds.
Theorem 3. If $\operatorname{det} \tilde{\omega}_{i j}=D-2 K$, the submanifold $N$ is described by the first constrains $\chi_{a}=0$.
Proof. An arbitrary vector $Y^{I}$ tangent to $N$ is subject to the condition $Y^{I} \partial_{I} \chi_{a}=\omega_{I J} Y^{I} V_{a}^{J} \approx 0$ only and no others. Then the vector field $X^{I}$ satisfying $\omega_{I J} Y^{I} X^{I} \approx 0$ for an arbitrary vector $Y^{I}$ is the linear combination $V_{a}^{I}=-\omega^{I J} \partial_{J} \chi_{a}$. Since rank $\tilde{\omega}_{i j}=D-2 K$, there exist $K$ degeneracy vector fields of $\tilde{\omega}_{i j}$ which we can choose to be $V_{a}^{I}$. Thus we get $0 \approx \omega_{I J} V_{a}^{I} V_{b}^{J}=\left\{\chi_{a}, \chi_{b}\right\}$, which implies $\chi_{a}$ are first class.

In this case, $\left(N, \tilde{\omega}_{i j}\right)$ is in fact not a symplectic manifold since $\tilde{\omega}_{i j}$ is degenerate. The equation of motion $d H=i_{X_{H}} \tilde{\omega}$ has non unique solutions $X^{H}$ and $X^{H}+\operatorname{Ker} \tilde{\omega}$. Physically, the orbit of $X^{H}$ and that of $X^{H}+\operatorname{Ker} \tilde{\omega}$ represent the same state. Thus the transformations generated by Ker $\tilde{\omega}$ correspond to gauge transformations. We can construct a symplectic manifold by identifying a point on $N$ with all other points connected to it by a gauge transformation.

First for two arbitrary degeneracy vector fields $X^{i}$ and $Y^{i}$, we have

$$
\begin{equation*}
i_{[X, Y]} \tilde{\omega}=\left[£_{X}, i_{Y}\right] \tilde{\omega}=-i_{Y} £_{X} \tilde{\omega}=-i_{Y} d\left(i_{X} \tilde{\omega}\right)=0 \tag{2.2.38}
\end{equation*}
$$

where we have used $i_{X} \tilde{\omega}=i_{Y} \tilde{\omega}=0$. Thus the commutators between degeneracy vector fields are also degeneracy vector fields, that is, they form a Lie algebra. We can construct the submanifold $\mathcal{V} \subset N$ such that its tangent vector space is spanned by degeneracy vector fields due to the Frobenius theorem (Appendix. A). In a physical context, $\mathcal{V}$ is called a gauge orbit. Introducing the equivalent class $[x]=$ $\{x \in N \mid x \sim y\}$ where $x \sim y$ if and only if $x, y \in \mathcal{V}$, meaning that $x$ and $y$ are connected by a gauge transformation and physically indistinguishable. We can define the quotient space $\Xi:=N / \sim$ and let $\pi$ be a projection map as

$$
\begin{array}{rlll}
\pi: N & \rightarrow & \Xi \\
\Psi & & \Psi \\
x & \mapsto & {[x] .} \tag{2.2.39}
\end{array}
$$

A two form $\omega_{\text {phys }}$ on $\Xi$ is defined by the condition that its pullback is equal to $\tilde{\omega}$ under the projection map $\pi$ :

$$
\begin{equation*}
\tilde{\omega}=\pi^{*} \omega_{\text {phys }} \tag{2.2.40}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\tilde{\omega}(A, B)=\omega_{\text {phys }}\left(\pi_{*} A, \pi_{*} B\right) \quad \forall A, B \in \mathfrak{X}(N), \tag{2.2.41}
\end{equation*}
$$

where $\pi_{*} A, \pi_{*} B$ are the pushforwards of $A, B$ to $\Xi$. All degeneracy vector fields of $\tilde{\omega}$ are mapped to zero vector fields on $\Xi$. By construction, $\omega_{\text {phys }}$ is no longer degenerate and thus a symplectic form on $\Xi$ and $\left(\Xi, \omega_{\text {phys }}\right)$ is a symplectic manifold. ( $\left.\Xi, \omega_{\text {phys }}\right)$ is the so-called reduced phase space and this procedure is called a gauge reduction.


Figure 2.1: A schematic picture of a gauge reduction.
Note that since $£_{X} \tilde{\omega}=d\left(i_{X} \tilde{\omega}\right)=0$ for a gauge direction $X=$ Ker $\tilde{\omega}$, we get the generating function of $X$ as

$$
\begin{equation*}
H_{X}=\int_{\gamma} i_{X} \tilde{\omega}=C_{0} \text { (const.). } \tag{2.2.42}
\end{equation*}
$$

Thus the charge of a gauge transformation is constant on $N$. Physically, it means that we cannot distinguish the points on $N$ connected by the transformation generated by $X$ from each other by their charge.

### 2.2.3.2 Second class case

When all the constrains are second class, the following theorem holds.
Theorem 4. $\chi^{a}$ is second class if and only if rank $\tilde{\omega}_{i j}=D-K$,

$$
\begin{equation*}
\operatorname{det} \tilde{\omega}_{i j} \neq 0 \tag{2.2.43}
\end{equation*}
$$

Proof. An arbitrary vector $Y^{I}$ tangent to $N$ is subject to the condition $Y^{I} \partial_{I} \chi_{a}=\omega_{I J} Y^{I} V_{a}^{J} \approx 0$ only and no others. Thus the vector field $A^{I}$ satisfying $\omega_{I J} Y^{I} A^{I} \approx 0$ for an arbitrary vector $Y^{I}$ is the linear combination $A^{I}=a^{a} V_{a}^{I}$. If $\tilde{\omega}_{i j}$ is degenerate, there exists $A^{I} \neq 0$ such that $\omega_{I J} A^{I} V_{b}^{J}=a^{a} \omega_{I J} V_{a}^{I} V_{b}^{J}=$ $a^{a}\left\{\chi_{a}, \chi_{b}\right\}=a^{a} C_{a b} \approx 0$. However since $\operatorname{det} C_{a b} \not \approx 0$, we have $a^{a} \approx 0$. Thus $\tilde{\omega}_{i j}$ is non-degenerate, $\operatorname{det} \tilde{\omega}_{i j} \neq 0$. Conversely, if $\operatorname{det} \tilde{\omega}_{i j} \neq 0, a^{a} C_{a b} \approx 0$ has the only solution $a^{a} \approx 0$. Thus $\operatorname{det} C_{a b} \not \approx 0$, that is, second class.

In this case, we can determine the dynamics uniquely since $(N, \tilde{\omega})$ is a symplectic submanifold. Any Hamiltonian vector field $V_{a}$ of the constraints $\chi_{a}$ is not tangent to $N$ and does not generate the allowed transformation since the transformed states are off the constraint submanifold.

We can define the Poisson bracket on $N$ by $\tilde{\omega}$ as

$$
\begin{equation*}
\{f, g\}^{*}:=\tilde{\omega}\left(X_{f}, X_{g}\right) \quad \forall f, g \in C^{\infty}(N) \tag{2.2.44}
\end{equation*}
$$

In fact, Eq. (2.2.44) can be rewritten as an operation on $C^{\infty}(M)$. Let us take the coordinates ( $q^{i}, \chi_{a}$ ) on $M$ such that $\left\{q^{i}, \chi_{a}\right\} \approx 0$, where $\left(q^{i}\right)$ is a coordinate on $N$. Such a coordinate can always be chosen because if $\left(q^{\prime i}\right)$ is an arbitrary coordinate on $N$, then $q^{i}=q^{\prime i}+\lambda^{i a} \chi_{a}$ where $\lambda^{i a} C_{a b}=-\left\{q^{\prime i}, \chi_{b}\right\}$ satisfies $\left\{q^{i}, \chi_{a}\right\}=0$. In this coordinate, we get on $N$,

$$
\omega^{I J} \approx\left(\begin{array}{cc}
\left\{q^{i}, q^{j}\right\} & 0  \tag{2.2.45}\\
0 & C_{a b}
\end{array}\right)
$$

so that $\operatorname{det}\left\{q^{i}, q^{j}\right\} \not \approx 0$. Since $C_{a b}$ is invertible,

$$
\omega_{I J} \approx\left(\begin{array}{cc}
\tilde{\omega}_{i j} & 0  \tag{2.2.46}\\
0 & C^{a b}
\end{array}\right)
$$

where $\tilde{\omega}_{i k}\left\{q^{k}, q^{j}\right\}=\delta_{i}{ }^{j}$ and $C_{a c} C^{c b}=\delta_{a}{ }^{b}$. For a function $F$ on $M$ such that $\left.F\right|_{N}=f$, we have

$$
\begin{equation*}
\left.\left\{F, \chi_{a}\right\}\right|_{N}=\left.\sigma^{I J} \partial_{I} F \partial_{J} \chi_{a}\right|_{N}=\left.\sigma^{b c} \partial_{b} F \partial_{c} \chi_{a}\right|_{N}=\left.\sigma^{b a} \partial_{b} F\right|_{N}=C_{b a} \partial_{b} F \tag{2.2.47}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\left.\{F, G\}\right|_{N}=\sigma^{I J} \partial_{I} F \partial_{J} G & =\left.\sigma^{i j} \partial_{i} F \partial_{j} G\right|_{N}+\left.\sigma^{a b} \partial_{a} F \partial_{b} G\right|_{N} \\
& =\sigma^{i j} \partial_{i} f \partial_{j} g+\left.C_{a b} \partial_{a} F \partial_{b} G\right|_{N} \\
& =\sigma^{i j} \partial_{i} f \partial_{j} g+\left.C_{a b}\left\{F, \chi_{c}\right\} C^{c a}\left\{G, \chi_{d}\right\} C^{d b}\right|_{N} \\
& =\{f, g\}^{*}+\left.\left\{F, \chi_{a}\right\} C^{a b}\left\{\chi_{b}, G\right\}\right|_{N} . \tag{2.2.48}
\end{align*}
$$

Finally we get

$$
\begin{equation*}
\{f, g\}^{*}=\left.\{F, G\}_{D}\right|_{N} \tag{2.2.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\{F, G\}_{D}:=\{F, G\}-\left\{F, \chi_{a}\right\} C^{a b}\left\{\chi_{b}, G\right\} . \tag{2.2.50}
\end{equation*}
$$

is known as the Dirac bracket defined on $M$. Eq. (2.2.49) implies that the Poisson bracket on $N$ defined by $\tilde{\omega}_{i j}$ is equal to the Dirac bracket defined on $M$ evaluated on $N$.

### 2.2.3.3 Mixed case

In general, the constraints contain both first class and second class constraints. In the case that $k(<K)$ first class constrains and $K-k$ second class constraints exist, we find

$$
\begin{equation*}
\operatorname{rank} \tilde{\omega}_{i j}=D-K-k \tag{2.2.51}
\end{equation*}
$$

for the induced symplectic form $\tilde{\omega}$ on the co-dimension $K$ constraint submanifold $N . \tilde{\omega}$ has $k$ degeneracy vector fields and we can obtain the reduced phase space $\left(\Xi, \omega_{\text {phys }}\right)$ by quotienting $N$ by the gauge orbits generated by the degeneracy vector fields. Now that $\left(\Xi, \omega_{\text {phys }}\right)$ has only second class constraints, all the dynamics can be determined by the use of the Dirac bracket defined by $\omega_{p h y s}$.

### 2.3 Covariant phase space formalism

In a field theory, an action is defined as the integral on the spacetime $\mathcal{M}$

$$
S[\phi]=\int_{\mathcal{M}} \mathrm{d}^{D} x \mathcal{L}\left[\phi^{a}, \partial_{\mu} \phi^{a}, \partial_{\mu} \partial_{\nu} \phi^{a}, \cdots\right]
$$

where $\phi^{a}$ denotes all the fields considered, e.g. metric and matter, and the Lagrangian density $\mathcal{L}$ is the scalar density (including $\sqrt{-g}$ ) and can contain finite order derivatives of the field $\phi^{a}$. When we move to the Hamiltonian mechanics, we need the split of the spacetime into "time" and "space" because we have to introduce the canonical momentum $\pi^{a}=\partial \mathcal{L} / \partial \dot{\phi}$. This is clearly not a covariant treatment. In particular, general relativity was established based on the principle of general covariance, where a particular "time" direction and "'space' directions do not exist. Although the Arnowitt-Deser-Misner (ADM) formalism [43] is a Hamiltonian treatment of general relativity and has been used for a long time, it breaks general covariance. Thus, in the study of general relativity, some covariant treatments have been introduced, e.g. [50]. The covariant phase space formalism, introduced by Crynkovic and Witten [33], is such a covariant treatment. In this formalism, we view as the "phase space" all the solutions of the equation of motion. In the following, we make a review of this formalism. The recent mathematically rigorous treatment of it can be seen in Ref. [51].

### 2.3.1 Pre-symplectic form on covariant phase space

In the covariant phase space formalism, first we define the space of field configurations $\mathcal{C}$ as a set of fields $\phi^{a}$ on the spacetime $\mathcal{M}$ with some boundary conditions, on which the action

$$
\begin{equation*}
S[\phi]=\int_{\mathcal{M}} \mathrm{d}^{D} x \mathcal{L}\left[\phi^{a}, \partial_{\mu} \phi^{a}, \partial_{\mu} \partial_{\nu} \phi^{a}, \cdots\right] \tag{2.3.1}
\end{equation*}
$$

is defined. For example, $\mathcal{C}$ is a set of all field configuration $\phi^{a}$ that decay "quickly" enough close to the spatial infinity, which are not necessarily solutions to the equation of motion.

Second, we consider a one parameter family $\phi_{\lambda}^{a}$ with $\phi_{\lambda=0}^{a}=\phi^{a}$. The first variation of the action is

$$
\begin{equation*}
\delta S=\int_{\mathcal{M}} \mathrm{d}^{D} x \delta \mathcal{L}[\delta \phi] \tag{2.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \mathcal{L}[\delta \phi]=\left.\frac{\mathrm{d} \mathcal{L}\left[\phi_{\lambda}^{a}, \partial_{\mu} \phi_{\lambda}^{a}, \cdots\right]}{\mathrm{d} \lambda}\right|_{\lambda=0}=\mathcal{E}_{a} \delta \phi^{a}+\partial_{\mu} \theta^{\mu}[\phi, \delta \phi], \tag{2.3.3}
\end{equation*}
$$

and we have used integration by parts and defined

$$
\begin{gather*}
\delta \phi^{a}=\left.\frac{\mathrm{d} \phi_{\lambda}^{a}}{\mathrm{~d} \lambda}\right|_{\lambda=0}  \tag{2.3.4}\\
\mathcal{E}_{a}:=\frac{\partial \mathcal{L}}{\partial \phi^{a}}+\sum_{n \geq 0}(-1)^{n} \partial_{\mu_{1}} \cdots \partial_{\mu_{n}}\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu_{1}} \cdots \partial_{\mu_{n}} \phi^{a}\right)}\right), \tag{2.3.5}
\end{gather*}
$$

which is the equation of motion, and

$$
\begin{equation*}
\theta^{\mu}[\phi, \delta \phi]:=\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi^{a}\right)} \delta \phi^{a}+\cdots \tag{2.3.6}
\end{equation*}
$$

which is the so-called pre-symplectic potential density. It enables us define the real-valued functional of $\phi$ and $\delta \phi$ denoted by $\Theta[\phi, \delta \phi]$ as

$$
\begin{equation*}
\Theta[\phi, \delta \phi]=\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \theta^{\mu}[\phi, \delta \phi] \tag{2.3.7}
\end{equation*}
$$

where $\Sigma$ is an arbitrary Cauchy surface of $\mathcal{M}$. Note that $\Theta[\phi, \delta \phi]$ depends on the choice of the Cauchy surface $\Sigma$.

Third, consider a two parameters family $\phi_{\lambda_{1}, \lambda_{2}}^{a}$ such that

$$
\begin{equation*}
\left.\phi_{\lambda_{1}, \lambda_{2}}^{a}\right|_{\lambda_{1}=\lambda_{2}=0}=\phi^{a}, \quad \delta_{1} \phi^{a}=\left.\frac{\partial}{\partial \lambda_{1}} \phi_{\lambda_{1}, \lambda_{2}}^{a}\right|_{\lambda_{1}=\lambda_{2}=0}, \quad \delta_{2} \phi^{a}=\left.\frac{\partial}{\partial \lambda_{2}} \phi_{\lambda_{1}, \lambda_{2}}^{a}\right|_{\lambda_{1}=\lambda_{2}=0} . \tag{2.3.8}
\end{equation*}
$$

Since

$$
\begin{equation*}
\delta_{2} \mathcal{L}\left[\delta_{2} \phi\right]=\left.\frac{\partial \mathcal{L}}{\partial \lambda_{2}}\right|_{\lambda_{2}=0}=\mathcal{E}_{a} \delta_{2} \phi^{a}+\partial_{\mu} \theta^{\mu}\left[\phi, \delta_{2} \phi\right] \tag{2.3.9}
\end{equation*}
$$

the second variation of $\mathcal{L}$ is

$$
\begin{equation*}
\delta_{1} \delta_{2} \mathcal{L}=\left(\delta_{1} \mathcal{E}_{a}\right) \delta_{2} \phi^{a}+\mathcal{E}_{a}\left(\delta_{1} \delta_{2} \phi^{a}\right)+\partial_{\mu} \delta_{1} \theta^{\mu}\left[\phi, \delta_{2} \phi\right], \tag{2.3.10}
\end{equation*}
$$

where $\delta_{1} \mathcal{E}_{a}$ is the linearized equation of motion around $\phi^{a}$. From above, we get

$$
\begin{align*}
0 & =\left(\delta_{1} \delta_{2} \mathcal{L}-\delta_{2} \delta_{1} \mathcal{L}\right) \\
& =\left(\delta_{1} \mathcal{E}_{a}\right) \delta_{2} \phi^{a}-\left(\delta_{2} \mathcal{E}_{a}\right) \delta_{1} \phi^{a}+\partial_{\mu} \omega^{\mu}\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right] \tag{2.3.11}
\end{align*}
$$

where we have used the relation $\delta_{1} \delta_{2} \phi=\delta_{2} \delta_{1} \phi$ and $\omega^{\mu}$ is so-called the pre-symplectic current density defined by

$$
\begin{equation*}
\omega^{\mu}\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]:=\delta_{1} \theta^{\mu}\left[\phi, \delta_{2} \phi\right]-\delta_{2} \theta^{\mu}\left[\delta \phi, \delta_{1} \phi\right] . \tag{2.3.12}
\end{equation*}
$$

For example, in the case where $\mathcal{L}$ contains up to the first order derivative $\partial_{\mu} \phi^{a}$, we have

$$
\begin{equation*}
\omega^{\mu}\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]=\frac{\partial^{2} \mathcal{L}}{\partial \phi^{a} \partial\left(\partial_{\mu} \phi^{b}\right)}\left[\delta_{1} \phi^{a} \delta_{2} \phi^{b}-\delta_{2} \phi^{a} \delta_{1} \phi^{b}\right]+\frac{\partial^{2} \mathcal{L}}{\partial\left(\partial_{\nu} \phi^{a}\right) \partial\left(\partial_{\mu} \phi^{b}\right)}\left[\left(\partial_{\nu} \delta_{1} \phi^{a}\right) \delta_{2} \phi^{b}-\left(\partial_{\nu} \delta_{2} \phi^{a}\right) \delta_{1} \phi^{b}\right] . \tag{2.3.13}
\end{equation*}
$$

When $\phi_{\lambda_{1}, \lambda_{2}}^{a}$ is a two parameter family of solutions of the equation of motion $\mathcal{E}_{a}=0, \delta_{1} \phi^{a}$ and $\delta_{2} \phi^{a}$ are solutions to the linearized equation of motions $\delta_{1} \mathcal{E}_{a}=0$ and $\delta_{2} \mathcal{E}_{a}=0$ respectively, and we get

$$
\begin{equation*}
\partial_{\mu} \omega^{\mu}\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right] \approx 0 \tag{2.3.14}
\end{equation*}
$$

from Eq. (2.3.11), where the symbol $\approx$ represents the equality holding on-shell ${ }^{\dagger}$. The pre-symplectic current density enables us define the real-valued functional of $\phi, \delta_{1} \phi$ and $\delta_{2} \phi$ denoted by $\Omega\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]$ as

$$
\begin{equation*}
\Omega\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]:=\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \omega^{\mu}\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right] . \tag{2.3.15}
\end{equation*}
$$

$\Omega\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]$ depends on the choice of the Cauchy surface $\Sigma$ in general. For two arbitrary Cauchy surfaces $\Sigma$ and $\Sigma^{\prime}$, we have

$$
\begin{align*}
\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \omega^{\mu}-\int_{\Sigma^{\prime}}\left(\mathrm{d}^{D-1} x\right)_{\mu} \omega^{\mu} & =\oint_{\partial B}\left(\mathrm{~d}^{D-1} x\right)_{\mu} \omega^{\mu}-\int_{C}\left(\mathrm{~d}^{D-1} x\right)_{\mu} \omega^{\mu} \\
& =\int_{B}\left(d^{D} x\right) \partial_{\mu} \omega^{\mu}-\int_{C}\left(\mathrm{~d}^{D-1} x\right)_{\mu} \omega^{\mu} \\
& \approx-\int_{C}\left(\mathrm{~d}^{D-1} x\right)_{\mu} \omega^{\mu} \tag{2.3.16}
\end{align*}
$$

where we have used Stokes' theorem and Eq. (2.3.14). $C$ is the co-dimension one surface whose boundary is $\partial \Sigma \cup \partial \Sigma^{\prime}$ and $B$ is the region whose boundary is $\Sigma \cup \Sigma^{\prime} \cup C$ (see Fig. 2.2). Therefore, when the most right hand side of Eq. (2.3.16) vanishes, $\Omega\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]$ does not depend on the choice of the Cauchy surface on-shell.


Figure 2.2: $B$ is the region whose boundary is the union of $\Sigma, \Sigma^{\prime}$, and $C$.

[^1]Formally, we regard $\mathcal{C}$ as (infinite-dimensional) manifold. A vector field $X$ on $\mathcal{C}$ is defined as

$$
\begin{equation*}
X=\int_{\mathcal{M}} \mathrm{d}^{D} x \delta \phi^{a}(x) \frac{\delta}{\delta \phi^{a}(x)}, \tag{2.3.17}
\end{equation*}
$$

and an one-form $\mathrm{D} \phi(x)$ on $\mathcal{C}$ is defined via the following natural pairing

$$
\begin{equation*}
\mathrm{D} \phi^{a}(x)\left(\frac{\delta}{\delta \phi^{b}\left(x^{\prime}\right)}\right)=\frac{\delta \phi^{a}(x)}{\delta \phi^{b}\left(x^{\prime}\right)}=\delta_{b}^{a} \delta\left(x-x^{\prime}\right) \tag{2.3.18}
\end{equation*}
$$

For an arbitrary $\phi \in \mathcal{C}, \Theta[\phi, \cdot]$ is a linear function of a vector $\delta \phi$ since $\theta^{\mu}$ is linear in $\delta \phi$. Therefore, we can define the so-called pre-symplectic potential $\Theta$ as a one-form on $\mathcal{C}$ via

$$
\begin{equation*}
\Theta_{\phi}(X)=\Theta[\phi, \delta \phi] \quad \forall \phi \in \mathcal{C} \tag{2.3.19}
\end{equation*}
$$

Also for an arbitrary $\phi \in \mathcal{C}, \Omega[\phi, \cdot, \cdot]$ is an anti-symmetric bilinear function of vectors since $\omega^{\mu}$ is linear and anti-symmetric in $\delta_{1} \phi$ and $\delta_{2} \phi$. Thus we can define the so-called pre-symplectic form $\Omega$ as a two-form on $\mathcal{C}$ via

$$
\begin{equation*}
\Omega_{\phi}\left(X_{1}, X_{2}\right)=\Omega\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right] \quad \forall \phi \in \mathcal{C} \tag{2.3.20}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{1,2}=\int_{\Sigma} \mathrm{d}^{D} x \delta_{1,2} \phi^{a}(x) \frac{\delta}{\delta \phi^{a}(x)} \tag{2.3.21}
\end{equation*}
$$

From Eq. (2.3.12), we have the functional relation

$$
\begin{equation*}
\Omega\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]=\delta_{1} \Theta\left[\phi, \delta_{2} \phi\right]-\delta_{2} \Theta\left[\phi, \delta_{1} \phi\right] \tag{2.3.22}
\end{equation*}
$$

or equivalently, in terms of the differential forms

$$
\begin{equation*}
\Omega=\mathrm{D} \Theta \tag{2.3.23}
\end{equation*}
$$

where " D " denotes the exterior derivative on $\mathcal{C}$, which should be distinguished from that on $\mathcal{M}$ denoted by " d ". As with an ordinary exterior derivative, D is defined to be a linear operator mapping from $\Omega^{k}(\mathcal{C})$ to $\Omega^{k+1}(\mathcal{C})$ with the following properties [33]:

1. For an arbitrary function $F, \mathrm{D} F=\frac{\delta F[\phi]}{\delta \phi^{a}} \mathrm{D} \phi^{a}$,
2. $\mathrm{D}^{2}=0$,
3. For $P \in \Omega^{p}(\mathcal{C})$ and $Q \in \Omega^{q}(\mathcal{C}), \mathrm{D}(P \wedge Q)=(\mathrm{D} P) \wedge Q+(-1)^{p} P \wedge(\mathrm{D} Q)$.

The action of D on $n$-form $A$ is

$$
\begin{equation*}
\mathrm{D}\left(A_{a_{1} \cdots a_{n}} \mathrm{D} \phi^{a_{1}} \wedge \cdots \wedge \mathrm{D} \phi^{a_{n}}\right)=\frac{\delta A_{a_{1} \cdots a_{n}}}{\delta \phi^{a_{0}}} \mathrm{D} \phi^{a_{0}} \wedge \mathrm{D} \phi^{a_{1}} \wedge \cdots \wedge \mathrm{D} \phi^{a_{n}} \tag{2.3.24}
\end{equation*}
$$

For the case of Eq. (2.3.13), the pre-symplectic form is

$$
\begin{equation*}
\Omega=\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu}\left[\frac{\partial^{2} \mathcal{L}}{\partial \phi^{a} \partial\left(\partial_{\mu} \phi^{b}\right)} \mathrm{D} \phi^{a} \wedge \mathrm{D} \phi^{b}+\frac{\partial^{2} \mathcal{L}}{\partial\left(\partial_{\nu} \phi^{a}\right) \partial\left(\partial_{\mu} \phi^{b}\right)}\left(\partial_{\nu} \mathrm{D} \phi^{a}\right) \wedge \mathrm{D} \phi^{b}\right] \tag{2.3.25}
\end{equation*}
$$

In the following, we refer to both the functional $\Omega\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]$ and the two form $\Omega$ as pre-symplectic form.
Finally, let us introduce the covariant phase space $\mathcal{S}$ which is defined to be the subset of $\mathcal{C}$ as

$$
\begin{equation*}
\mathcal{S}:=\left\{\phi^{a} \in \mathcal{C} \mid \mathcal{E}_{a}=0\right\} . \tag{2.3.26}
\end{equation*}
$$

The space $\mathcal{S}$ contains the set of all solutions to the equation of motion obeying the same boundary conditions as $\mathcal{C}$, and its tangent space $T_{\phi} S$ corresponds to the set of all solutions to the linearized equation of motion $\delta \mathcal{E}_{a}=0$. The on-shell equality $\approx$ means that the equality holds on $\mathcal{S}$. Note that the pre-symplectic form $\Omega$ is closed which follows from Eq. (2.3.23) and degenerate in general.

### 2.3.2 Symmetries and charges

In the covariant phase space formalism, we can also consider a symmetry of the system and a generating function of it. Let us consider the infinitesimal transformation of $\phi^{a} \in \mathcal{C}$

$$
\begin{equation*}
\phi^{a} \rightarrow \phi^{a}+\hat{\delta} \phi^{a} . \tag{2.3.27}
\end{equation*}
$$

In order to distinguish from an arbitrary variation $\delta \phi^{a}$, we use a hat over $\delta$. When the variation of $\mathcal{L}$ associated with the above transformation satisfies

$$
\begin{equation*}
\hat{\delta} \mathcal{L}=\partial_{\mu} \alpha^{\mu} \tag{2.3.28}
\end{equation*}
$$

the action $S=\int_{M} \mathrm{~d}^{D} x \mathcal{L}$ is invariant under the transformation. In such a case, we say that $\hat{\delta} \phi^{a}$ is a symmetry of the system. The Noether current associated with $\hat{\delta} \phi^{a}$ is defined as

$$
\begin{equation*}
J^{\mu}:=\theta^{\mu}[\phi, \hat{\delta} \phi]-\alpha^{\mu} \tag{2.3.29}
\end{equation*}
$$

Since

$$
\begin{align*}
\partial_{\mu} J^{\mu}=\partial_{\mu} \theta^{\mu}[\phi, \hat{\delta} \phi]-\partial_{\mu} \alpha^{\mu} & =\hat{\delta} \mathcal{L}-\mathcal{E}_{a} \hat{\delta} \phi^{a}-\hat{\delta} \mathcal{L} \\
& =-\mathcal{E}_{a} \hat{\delta} \phi^{a} \\
& \approx 0, \tag{2.3.30}
\end{align*}
$$

the Noether current is conserved on $\mathcal{S}$. By using the Poincaré lemma on the spacetime $\mathcal{M}$, there exists the anti-symmetric tensor $Q^{\mu \nu}$ on $M$ such that

$$
\begin{equation*}
J^{\mu} \approx \partial_{\nu} Q^{\mu \nu}, \quad Q^{[\mu \nu]}=Q^{\mu \nu} \tag{2.3.31}
\end{equation*}
$$

We can define the Noether charge as

$$
\begin{equation*}
Q:=\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} J^{\mu} \approx \int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \partial_{\nu} Q^{\mu \nu} \approx \oint_{\partial \Sigma}\left(\mathrm{d}^{D-2}\right)_{\mu \nu} Q^{\mu \nu} \tag{2.3.32}
\end{equation*}
$$

On the other hand, we can define the generating function $H_{X}$ of a vector field

$$
\begin{equation*}
X=\int_{\mathcal{M}} \mathrm{d}^{D} x \hat{\delta} \phi^{a}(x) \frac{\delta}{\delta \phi^{a}(x)} \tag{2.3.33}
\end{equation*}
$$

on $\mathcal{C}$ satisfying $£_{X} \Omega=0$ as has been done in Eq. (2.2.14). It is the function on $\mathcal{C}$ satisfying

$$
\begin{equation*}
\mathrm{D} H_{X}=-i_{X} \Omega \tag{2.3.34}
\end{equation*}
$$

where the minus sign is just a convention. We call the condition $£_{X} \Omega=0$ also the integrability condition. As a functional, the integrability condition is recast to (cf. Eq. (2.2.12))

$$
\begin{equation*}
\forall I, J \quad \delta_{I} \Omega\left[\phi, \delta_{J} \phi, \hat{\delta} \phi\right]-\delta_{J} \Omega\left[\phi, \delta_{I} \phi, \hat{\delta} \phi\right]=0 \tag{2.3.35}
\end{equation*}
$$

and Eq. (2.3.34) is recast to

$$
\begin{equation*}
\delta H_{X}[\phi]=\Omega[\phi, \delta \phi, \hat{\delta} \phi] . \tag{2.3.36}
\end{equation*}
$$

As with Eq. (2.2.14), we get

$$
\begin{equation*}
H_{X}\left[\phi ; \phi_{0}\right]=\int_{\gamma} \Omega(\phi, \delta \phi, \hat{\delta} \phi) \tag{2.3.37}
\end{equation*}
$$

where the integral is thought of as the line integral along $\gamma$ which is an arbitrary path from a reference point $\phi_{0}$ to $\phi$ on $\mathcal{C}$.

For example, let us consider the case that there is only one field $\phi$ and $\hat{\delta} \phi=£_{\xi} \phi$ where $\xi$ is a vector fields on the spacetime $\mathcal{M}$, that is, consider the infinitesimal transformation $\phi \rightarrow \phi+£_{\xi} \phi$. In the next subsection, we will consider the infinitesimal transformation of the metric $g \rightarrow g+£_{\xi} g$ in general relativity as a particular case. In such a case, $\hat{\delta} \mathcal{L}=£_{\xi} \mathcal{L}=\partial_{\mu}\left(\xi^{\mu} \mathcal{L}\right)$ since $\mathcal{L}$ is scalar density. Thus the associated Noether current denoted by $J[\xi]$ is

$$
\begin{equation*}
J^{\mu}[\xi]=\theta^{\mu}\left[\phi, £_{\xi} \phi\right]-\xi^{\mu} \mathcal{L} . \tag{2.3.38}
\end{equation*}
$$

By an arbitrary variation of it, we have

$$
\begin{align*}
\delta J^{\mu} & =\delta \theta^{\mu}\left[\phi, £_{\xi} \phi\right]-\xi^{\mu} \delta \mathcal{L} \\
& =\delta \theta^{\mu}\left[\phi, £_{\xi} \phi\right]-\xi^{\mu}\left(\mathcal{E}_{\phi} \delta \phi+\partial_{\nu} \theta^{\nu}[\phi, \delta \phi]\right) \\
& \approx \delta \theta^{\mu}\left[\phi, £_{\xi} \phi\right]-£_{\xi} \theta^{\mu}[\phi, \delta \phi]-\partial_{\nu}\left(2 \xi^{[\mu} \theta^{\nu]}[\phi, \delta \phi]\right) \\
& =\omega^{\mu}\left[\phi, \delta \phi, £_{\xi} \phi\right]-\partial_{\nu}\left(2 \xi^{[\mu} \theta^{\nu]}[\phi, \delta \phi]\right) \tag{2.3.39}
\end{align*}
$$

where we have used in the third line the relation

$$
\begin{equation*}
£_{\xi} \theta^{\mu}=\xi^{\nu} \partial_{\nu} \theta^{\mu}+\partial_{\nu} \xi^{\mu} \theta^{\nu}+\partial_{\nu} \xi^{\nu} \theta^{\mu} \tag{2.3.40}
\end{equation*}
$$

which follows from the fact that the pre-symplectic current takes the form $\theta^{\mu}=\sqrt{-g} A^{\mu}$ (density vector field) in general, and have used in the last line the definition of $\omega^{\mu}$. Therefore, the variation of the generating function, now denoted by $H[\xi]$, of $£_{\xi} \phi$ is

$$
\begin{equation*}
\delta H[\xi] \approx \int_{\Sigma}\left(d^{D-1} x\right)_{\mu} \delta J^{\mu}[\xi]+\oint_{\partial \Sigma}\left(d^{D-2} x\right)_{\mu \nu} 2 \xi^{[\mu} \theta^{\nu]}[\phi, \delta \phi] \tag{2.3.41}
\end{equation*}
$$

The integrability condition Eq. (2.3.35) is recast to

$$
\begin{equation*}
\oint_{\partial \Sigma}\left(d^{D-2} x\right)_{\mu \nu} \xi^{[\mu} \delta_{1} \theta^{\nu]}\left[\phi, \delta_{2} \phi\right]-\oint_{\partial \Sigma}\left(d^{D-2} x\right)_{\mu \nu} \xi^{[\mu} \delta_{2} \theta^{\nu]}\left[\phi, \delta_{1} \phi\right]=\oint_{\partial \Sigma}\left(d^{D-2} x\right)_{\mu \nu} \xi^{[\mu} \omega^{\nu]}\left[\phi, \delta_{1} \phi, \delta_{2} \phi\right]=0 \tag{2.3.42}
\end{equation*}
$$

For $\xi$ which satisfies the above equation, we obtain

$$
\begin{align*}
H[\xi] & \approx \int_{\gamma}\left(\int_{\Sigma}\left(d^{D-1} x\right)_{\mu} \delta J^{\mu}[\xi]+\oint_{\partial \Sigma}\left(d^{D-2} x\right)_{\mu \nu} 2 \xi^{[\mu} \theta^{\nu]}[\phi, \delta \phi]\right) \\
& =\int_{\gamma}\left(\oint_{\partial \Sigma}\left(d^{D-2} x\right)_{\mu \nu} \delta Q^{\mu \nu}[\xi]+2 \xi^{[\mu} \theta^{\nu]}[\phi, \delta \phi]\right) \\
& =\int_{0}^{1} d \lambda\left(\oint_{\partial \Sigma}\left(d^{D-2} x\right)_{\mu \nu} \partial_{\lambda} Q^{\mu \nu}[\xi]+2 \xi^{[\mu} \theta^{\nu]}\left[\phi, \partial_{\lambda} \phi\right]\right) \tag{2.3.43}
\end{align*}
$$

where we parameterize $\phi_{\lambda}$ such that $\phi_{\lambda=0}=\phi_{0}$ and $\phi_{\lambda=1}=\phi$ to carry out the line integral along $\gamma$. Thus only the boundary terms contribute to the generating function $H[\xi]$ evaluated on $\mathcal{S}$.

### 2.3.3 Gauge transformation

If $X$ is a symmetry of the system and is a degeneracy vector field of $\Omega$, the integrability condition $£_{X} \Omega=\mathrm{D}\left(i_{X} \Omega\right)=0$ clearly holds, and we can get the generating function $H_{X}=C$ (const.). It means that all points on $\mathcal{S}$ connected to each other by the transformation generated by $X$ have the same charge and we cannot physically distinguish them by their charges. Therefore, we regard such a symmetry as a gauge symmetry.

For arbitrary two degeneracy vector fields $X$ and $Y$,

$$
\begin{equation*}
i_{[X, Y]} \Omega=\left[£_{X}, i_{Y}\right] \Omega=0 \tag{2.3.44}
\end{equation*}
$$

since $£_{X} \Omega=0$ and $i_{Y} \Omega=0$. Thus we find that the Lie bracket of two degeneracy vector fields is a degeneracy vector field. That is, degeneracy vector fields of the pre-symplectic form $\Omega$ form a Lie algebra.

Since degeneracy vector fields form a Lie algebra, we can carry out the same reduction procedure as has been done in Subsec. 2.2.3.1. First, we construct the submanifold $\mathcal{W} \subset \mathcal{S}$ such that its tangent vector space is spanned by degeneracy vector fields from the Frobenius theorem (Appendix. A). $\mathcal{W}$ is also called a gauge orbit. Next, we introduce the equivalent class $[\phi]=\{\varphi \in \mathcal{S} \mid \varphi \sim \phi\}$ where $\varphi \sim \phi$ if and only if $\varphi, \phi \in \mathcal{W}$, which means that $\varphi$ and $\phi$ are connected by a gauge transformation and physically indistinguishable. Thus we can define the quotient space $\Gamma:=\mathcal{S} / \sim$ with $\pi$ being a projection map as

$$
\begin{array}{rlll}
\pi: \mathcal{S} & \rightarrow & \Gamma \\
\Psi & & ש \\
\phi & \mapsto & {[\phi] .} \tag{2.3.45}
\end{array}
$$

Finally, a two form $\Omega_{\text {phys }}$ on $\Gamma$ is defined by the condition that its pullback is equal to $\Omega$ under the projection map $\pi$ :

$$
\begin{equation*}
\Omega=\pi^{*} \Omega_{\text {phys }}, \tag{2.3.46}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\Omega(A, B)=\Omega_{p h y s}\left(\pi_{*} A, \pi_{*} B\right) \quad \forall A, B \in \mathfrak{X}(S), \tag{2.3.47}
\end{equation*}
$$

where $\pi_{*} A, \pi_{*} B$ are the pushforwards of $X, Y$ to $\Gamma$. Degeneracy vector fields of $\Omega$ are mapped to zero vector fields on $\Gamma$. By construction, $\Omega_{p h y s}$ is no longer degenerate and becomes a symplectic form on $\Gamma$ and then $\left(\Gamma, \Omega_{\text {phys }}\right)$ is a symplectic manifold.


Figure 2.3: A schematic picture of a symplectic reduction.

The above construction of a symplectic manifold from a pre-symplectic one is sometimes called a gauge reduction which is illustrated in Fig. 2.3. $\Gamma$ is called the reduced phase space or physical phase space.

In Tab. 2.1, we summarize the relation between the Hamiltonian mechanics and the covariant phase space formalism.

| Hamiltonian formalism | Covariant phase space formalism |
| :---: | :---: |
| Phase space $M$ | Configuration space $\mathcal{C}$ |
| Constraint submanifold $(N, \tilde{\omega})$ | Covariant phase space $(\mathcal{S}, \Omega)$ |
| $\left(\chi_{a}=0\right)$ | $\left(\mathcal{E}_{\phi}=0\right)$ |
| Gauge orbits | Gauge orbits |
| (generated by Ker $\tilde{\omega})$ | (generated by Ker $\Omega)$ |
| Reduced phase space $\left(\Xi, \omega_{\text {phys }}\right)$ | Reduced phase space $\left(\Gamma, \Omega_{\text {phys }}\right)$ |
| $\left(\tilde{\omega}=\pi^{*} \omega_{\text {phys }}\right)$ | $\left(\Omega=\pi^{*} \Omega_{\text {phys }}\right)$ |

Table 2.1: Caption

### 2.3.4 Poisson bracket on the covariant phase space

As in the Hamiltonian formalism, the Poisson bracket on $\mathcal{S}$ is defined as [52]

$$
\begin{equation*}
\{F, G\}:=\Omega\left(X_{F}, X_{G}\right) \tag{2.3.48}
\end{equation*}
$$

Note that although $X_{F}, X_{G}$ cannot be determined uniquely due to the degeneracy of $\Omega$ (i.e. $\operatorname{Ker} \Omega \neq\{0\}$ ), the above Poisson bracket is well-defined since

$$
\begin{equation*}
\Omega\left(X_{F}, X_{G}\right)=\Omega\left(X_{F}+\operatorname{Ker} \Omega, X_{G}\right)=\Omega\left(X_{F}, X_{G}+\operatorname{Ker} \Omega\right) . \tag{2.3.49}
\end{equation*}
$$

In this case, also

$$
\begin{align*}
i_{[X, Y]} \Omega=£_{X} i_{Y} \Omega-i_{Y} £_{X} \Omega & =£_{X} i_{Y} \Omega \\
& =\mathrm{D}\left(i_{X} i_{Y} \Omega\right)+i_{X} \mathrm{D}\left(i_{Y} \Omega\right) \\
& =\mathrm{D}(\Omega(Y, X)) \\
& =\mathrm{D}\left(-\left\{H_{X}, H_{Y}\right\}\right) \tag{2.3.50}
\end{align*}
$$

holds. Thus, the generating function of $[X, Y]$ is $\left\{H_{X}, H_{Y}\right\}$ and then we have

$$
\begin{equation*}
\left\{H_{X}, H_{Y}\right\}=H_{[X, Y]}+C \tag{2.3.51}
\end{equation*}
$$

where $C$ are constant functions. If the constant $C$ cannot be absorbed in a redefinition of the generating function, this algebra is a central extension. In the case that a infinitesimal transformation is described by $\phi \rightarrow \phi+£_{\xi} \phi$,

$$
\begin{equation*}
\{H[\xi], H[\eta]\}=H[[\xi, \eta]]+C . \tag{2.3.52}
\end{equation*}
$$

Note that the Lie bracket in the argument of $H$ is the one on the spacetime $\mathcal{M}$, not on the phase space $\mathcal{S}$.

Using the Poisson bracket, the definition that $X$ is a degeneracy vector field of $\Omega$

$$
\begin{equation*}
\forall Y \in \mathfrak{X}(\mathcal{S}) \quad \Omega(X, Y)=0 \tag{2.3.53}
\end{equation*}
$$

is also represented as

$$
\begin{equation*}
\forall Y \in \mathfrak{X}(\mathcal{S}) \quad\left\{H_{X}, H_{Y}\right\}=0 . \tag{2.3.54}
\end{equation*}
$$

When $X$ satisfies Eq. (2.3.54), we get $H_{X}=$ const.. Conversely, when $H_{X}=$ const., Eq. (2.3.54) is clearly satisfied. Equation. (2.3.54) is the key ingredient of our approach to get non-gauge symmetries that we will show in Chapter 4.

The Poisson bracket defined by Eq. (2.3.48) is shown to be equivalent to the so-called Peierls bracket [50], which was introduced in the early fifties to define the Poisson bracket covariantly, for gauge invariant quantities. See Refs. [51, 53-55] for the details.

## Chapter 3

## Asymptotic symmetries in general relativity

In this chapter, we will introduce the concept of asymptotic symmetries in general relativity. Roughly speaking, asymptotic symmetries in general relativity consist of all the diffeomorphisms that preserve the boundary conditions imposed on the metric in question, and that are not gauge symmetries. Their charges transform states to physically nonequivalent ones. We will review the conventional approach to find asymptotic symmetries in general relativity with $(1+3)$-dimensional asymptotically flat spacetime and $(1+2)$-dimensional asymptotic anti-de Sitter spacetime as examples.

### 3.1 Covariant phase space formalism on general relativity

Since general relativity is a covariant theory, it is suitable to apply the covariant phase space formalism. Actually, a lot of asymptotic symmetries have been investigated by this formalism. Consider the EinsteinHilbert action including the cosmological constant

$$
\begin{equation*}
S=\int_{\mathcal{M}} \mathrm{d}^{D} x \mathcal{L}_{E H}, \tag{3.1.1}
\end{equation*}
$$

where the Lagrangian density is given by $\mathcal{L}_{E H}:=\frac{1}{16 \pi G} \sqrt{-g}(R-2 \Lambda), g$ and $R$ are the determinant of the metric $g_{\mu \nu}$ and the Ricci scalar, respectively. The variation of $\mathcal{L}_{E H}$ is given by

$$
\begin{equation*}
\delta \mathcal{L}_{E H}=-\frac{\sqrt{-g}}{16 \pi G} G^{\mu \nu} \delta g_{\mu \nu}+\partial_{\mu} \theta^{\mu}[g, \delta g] \tag{3.1.2}
\end{equation*}
$$

where $G_{\mu \nu}$ is the Einstein tensor and $\Theta$ is the pre-symplectic potential defined by

$$
\begin{equation*}
\theta^{\mu}[g, \delta g]=\frac{\sqrt{-g}}{16 \pi G}\left(g^{\mu \alpha} \nabla^{\beta} \delta g_{\alpha \beta}-g^{\alpha \beta} \nabla^{\mu} \delta g_{\alpha \beta}\right) \tag{3.1.3}
\end{equation*}
$$

In the following, for notational symplicity, the metric $g_{\mu \nu}$ is abbreviated as $g$ in the arguments of functions.
The Einstein-Hilbert action is invariant under the Lie derivative along an arbitrary vector field $\xi$ up to a total derivative term. Therefore, for an infinitesimal transformation of the metric $\delta_{\xi} g_{\mu \nu}=£_{\xi} g_{\mu \nu}$ where $£_{\xi}$ represents the Lie derivative with respect to $\xi$, the corresponding Noether current Eq. (2.3.29), denoted by $J[\xi]$, is given by

$$
\begin{equation*}
J^{\mu}[\xi]:=\theta^{\mu}\left[g, £_{\xi} g\right]-\xi^{\mu} \mathcal{L}_{E H}, \tag{3.1.4}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\partial_{\mu} J^{\mu}[\xi]=\frac{\sqrt{-g}}{16 \pi G} G^{\mu \nu} £_{\xi} g_{\mu \nu} \tag{3.1.5}
\end{equation*}
$$

For a solution $g_{\mu \nu}$ of the Einstein equations $G_{\mu \nu}=0$, the current is conserved:

$$
\begin{equation*}
\partial_{\mu} J^{\mu}[\xi] \approx 0 \tag{3.1.6}
\end{equation*}
$$

Since

$$
\begin{align*}
J[\xi] & =\frac{\sqrt{-g}}{16 \pi G}\left(g^{\mu \alpha} \nabla^{\beta} £_{\xi} g_{\alpha \beta}-g^{\alpha \beta} \nabla^{\mu} £_{\xi} g_{\alpha \beta}-(R-2 \Lambda) \xi^{\mu}\right) \\
& =\frac{\sqrt{-g}}{16 \pi G}\left(\nabla_{\nu} \nabla^{\mu} \xi^{\nu}+\nabla_{\nu} \nabla^{\nu} \xi^{\mu}-2 \nabla^{\mu} \nabla_{\nu} \xi^{\nu}-(R-2 \Lambda) \xi^{\mu}\right) \\
& =\frac{\sqrt{-g}}{16 \pi G}\left(2 G^{\mu}{ }_{\nu} \xi^{\nu}+2 \nabla_{\nu}\left(\nabla^{[\nu} \xi^{\mu]}\right)\right) \\
& =\frac{\sqrt{-g}}{8 \pi G} G^{\mu}{ }_{\nu} \xi^{\nu}+\partial_{\nu}\left(-\frac{\sqrt{-g}}{8 \pi G} \nabla^{[\mu} \xi^{\nu]}\right) \tag{3.1.7}
\end{align*}
$$

we have

$$
\begin{equation*}
J^{\mu}[\xi] \approx \partial_{\nu} Q^{\mu \nu}[\xi] . \tag{3.1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
Q^{\mu \nu}[\xi]=-\frac{\sqrt{-g}}{8 \pi G} \nabla^{[\mu} \xi^{\nu]} \tag{3.1.9}
\end{equation*}
$$

The corresponding Noether charge of $\xi$ is given by

$$
\begin{align*}
Q[\xi] & :=\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} J^{\mu}[\xi] \\
& \approx \int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \partial_{\nu} Q^{\mu \nu}[\xi] \\
& =\oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} Q^{\mu \nu}[\xi], \tag{3.1.10}
\end{align*}
$$

where $\Sigma$ is a $(d-1)$-dimensional submanifold embedded in $\mathcal{M}, \partial \Sigma$ is the boundary of $\Sigma$. In the third line in Eq. (3.1.10), we have used Stokes' theorem. Equation (3.1.10) is called Komar integral.

Let $\delta_{1} g$ and $\delta_{2} g$ be arbitrary linearized perturbations of the metric $g$ in question. Let $\delta_{i} f[g]$ denote the variation of a function $f[g]$ with respect to each perturbation $\delta_{i} g$. With these notations, the presymplectic current is calculated as

$$
\begin{align*}
\omega^{\mu}\left[g, \delta_{1} g, \delta_{2} g\right] & =\delta_{1} \theta^{\mu}\left[g, \delta_{2} g\right]-\delta_{2} \theta^{\mu}\left[g, \delta_{1} g\right] \\
& =\frac{\sqrt{-g}}{16 \pi G} P^{\mu \alpha \beta \gamma \rho \sigma} \delta_{[1} g_{\rho \sigma} \nabla_{\gamma} \delta_{2]} g_{\alpha \beta}, \tag{3.1.11}
\end{align*}
$$

where

$$
\begin{equation*}
P^{\mu \alpha \beta \gamma \rho \sigma}:=g^{\mu \alpha}\left(g^{\rho \sigma} g^{\beta \gamma}-2 g^{\rho \beta} g^{\sigma \gamma}\right)+2 g^{\mu \gamma} g^{\rho[\alpha} g^{\sigma] \beta}+g^{\mu \rho} g^{\alpha \beta} g^{\sigma \gamma} . \tag{3.1.12}
\end{equation*}
$$

The detailed derivation is shown in Appendix. B.
Let $H[\xi]$ denote the charge which generates an infinitesimal transformation along a vector field $\xi$. The variation of the charge with respect to an arbitrary perturbation $\delta g$ is given by

$$
\begin{equation*}
\delta H[\xi]=\Omega\left[g, \delta g, £_{\xi} g\right]=\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \omega^{\mu}\left[g, \delta g, £_{\xi} g\right] . \tag{3.1.13}
\end{equation*}
$$

The variation of the Noether current can be recast into

$$
\begin{equation*}
\delta J^{\mu}[\xi] \approx \omega^{\mu}\left[g, \delta g, £_{\xi} g\right]-\partial_{\nu}\left(2 \xi^{[\mu} \theta^{\nu]}[g, \delta g]\right) \tag{3.1.14}
\end{equation*}
$$

Note that on the covariant phase space $\mathcal{S}, g_{\mu \nu}$ is a solution of the Einstein equations and $\delta g_{\mu \nu}$ is the solution of the linearized Einstein equations. Equation (3.1.14) can be rewritten as

$$
\begin{equation*}
\omega^{\mu}\left[g, \delta g, £_{\xi} g\right] \approx \partial_{\nu} S^{\mu \nu}\left[g, \delta g, £_{\xi} g\right] \tag{3.1.15}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
S^{\mu \nu}\left[g, \delta g, £_{\xi} g\right] & :=\delta Q^{\mu \nu}[\xi]+2 \xi^{[\mu} \theta^{\nu]}[g, \delta g] \\
& =\frac{\sqrt{-g}}{8 \pi G}\left(-\frac{1}{2} \delta g_{\alpha}^{\alpha} \nabla^{[\mu} \xi^{\nu]}+\delta g^{\alpha[\mu} \nabla_{\alpha} \xi^{\nu]}-\nabla^{[\mu} \delta g^{\nu] \alpha} \xi_{\alpha}+\xi^{[\mu} \nabla_{\alpha} \delta g^{\nu] \alpha}-\xi^{[\mu} \nabla^{\nu]} \delta g_{\alpha}^{\alpha}\right) \tag{3.1.16}
\end{align*}
$$

Thus

$$
\begin{equation*}
\delta H[\xi] \approx \oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} S^{\mu \nu}\left[g, \delta g, £_{\xi} g\right] \tag{3.1.17}
\end{equation*}
$$

Now the integrability condition Eq. (2.3.42) on $\mathcal{S}$ is

$$
\begin{equation*}
\oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} \xi^{[\mu} \omega^{\nu]}\left[g, \delta_{1} g, \delta_{2} g\right]=0 \tag{3.1.18}
\end{equation*}
$$

for arbitrary linearized perturbations $\delta_{1} g$ and $\delta_{2} g$ of the metric in question. Shifting the charge by a constant, it is always possible to make the charges vanish at a reference metric $g_{\mu \nu}^{(0)}$. By using a smooth one-parameter set of solutions $g_{\mu \nu}(\lambda)$ such that $g_{\mu \nu}(0)=g_{\mu \nu}^{(0)}$ and $g_{\mu \nu}(1)=g_{\mu \nu}$, the charge is given by

$$
\begin{equation*}
H[\xi]=\int_{0}^{1} \mathrm{~d} \lambda \int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu}\left(\partial_{\lambda} Q^{\mu \nu}[\xi]\left(g, \partial_{\lambda} g\right)+2 \xi^{[\mu} \theta^{\nu]}\left[g, \partial_{\lambda} g\right]\right) \tag{3.1.19}
\end{equation*}
$$

Note again that the charge defined in Eq. (3.1.19) is independent of the choice of the path $g_{\mu \nu}(\lambda)$ as long as Eq. (3.1.18) is satisfied. Therefore, given a symmetry $\delta_{\xi} g_{\mu \nu}=£_{\xi} g_{\mu \nu}$, the corresponding charge $H[\xi]$ is described by the integral on the boundary of a Cauchy surface $\Sigma$. In many practical calculations, we may as well find the vector field $B$ directly such that

$$
\begin{equation*}
\delta\left(\oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} 2 \xi^{[\mu} B^{\nu]}\right)=\oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} 2 \xi^{[\mu} \theta^{\nu]}[g, \delta g] \tag{3.1.20}
\end{equation*}
$$

instead of directly checking Eq. (3.1.18) to confirm its integrability. If such a $B$ is found, we immediately get

$$
\begin{equation*}
H[\xi]=\int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu}\left(Q^{\mu \nu}[\xi]+2 \xi^{[\mu} B^{\nu]}\right)+C \tag{3.1.21}
\end{equation*}
$$

where $C$ is constant on $\mathcal{S}$.

### 3.2 Asymptotic symmetries in general relativity

### 3.2.1 Asymptotic symmetry group

We can determine whether a symmetry $\delta_{\xi} g_{\mu \nu}=£_{\xi} g_{\mu \nu}$ is gauge or not by checking whether the condition Eq. (2.3.54) holds. This condition is now rewritten as

$$
\begin{equation*}
\int_{\Sigma}\left(\mathrm{d}^{D-1} x\right)_{\mu} \omega^{\mu}\left[g, \delta g, £_{\xi} g\right] \approx \oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} S^{\mu \nu}\left[g, \delta g, £_{\xi} g\right]=0 \quad \forall \delta g . \tag{3.2.1}
\end{equation*}
$$

Therefore, when we want to find non-gauge symmetries, we have to find a vector field $\xi$ on $\mathcal{M}$ which satisfies the following two conditions:

$$
\begin{align*}
& \oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} \xi^{[\mu} \omega^{\nu]}\left[g, \delta_{1} g, \delta_{2} g\right]=0 \quad \forall \delta_{1} g, \delta_{2} g \quad \text { (Integrability condition) }  \tag{3.2.2}\\
& \oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} S^{\mu \nu}\left[g, \delta g, £_{\xi} g\right] \neq 0 \quad \exists \delta g \quad \text { (Non-gauge condition) } \tag{3.2.3}
\end{align*}
$$

As we have already seen in the last part of the previous chapter, Eq. (3.2.3) holds if and only if $H[\xi] \neq$ const.. Since the charge Eq. (3.1.19) and the above conditions are described by an integral on the boundary of a Cauchy surface $\Sigma$, whether the symmetries are gauge ones or not depends on the asymptotic behavior of $\xi$ and $g$. For example, if $\xi$ has no support on $\partial \Sigma$, the charge $H[\xi]$ is constant by Eq. (3.1.21) while Eq. (3.2.2) is clearly satisfied. This means that a bulk transformation $£_{\xi} g$ is always a gauge transformation. If $\xi$ has finite support around $\partial \Sigma$, we cannot determine whether $£_{\xi} g$ is gauge or not unless we calculate Eqs. (3.2.2) and (3.2.3) in general. Now we define the Asymptotic symmetry group (ASG) as the quotient

$$
\begin{equation*}
\text { ASG }=\frac{\text { All diffeomorphisms generated by }\{\xi\}}{\text { Diffeomorphisms corresponding to gauge transformations }} \tag{3.2.4}
\end{equation*}
$$

where $\{\xi\}$ represents all the vector fields such that $\forall g_{\mu \nu} \in \mathcal{S}, g_{\mu \nu}+£_{\xi} g_{\mu \nu} \in \mathcal{S}$. The ASG is the group of physical state-changing transformations and an element of which is called asymptotic symmetry or transformation. Note that ASG is defined not only for the covariant phase space formalism but also for the ordinary Hamiltonian formalism in the same way. It is the quotient of the set of all diffeomorphisms which preserve the boundary conditions we first impose on the solutions by the ones that correspond to gauge transformations.

### 3.2.2 Conventional approach with examples

So far, a lot of ASG have been discovered. While there are some minor differences, most of them follow the same approach. Here we will introduce such a conventional approach to find the asymptotic symmetries in general relativity for some examples.

In the conventional approach, first we consider the configuration space $\mathcal{C}$ which is a set of $g_{\mu \nu}$ obeying some boundary conditions around $\partial \Sigma$. The covariant phase space $\mathcal{S}$ is a set of the solutions to the Einstein equation obeying the boundary conditions. Of course, $\mathcal{S}$ may be empty depending on the boundary conditions. Next, find the vector fields such that the metric transformed by them by an arbitrary element of $\mathcal{S}$ belongs to $\mathcal{S}$ again. That is, we want to find

$$
\begin{equation*}
\xi \in \mathfrak{X}(\mathcal{M}) \text { s.t. } \forall g \in \mathcal{S}, g_{\mu \nu}+£_{\xi} g_{\mu \nu} \in \mathcal{S} \tag{3.2.5}
\end{equation*}
$$

The equation $\left(\forall g \in \mathcal{S}, g+£_{\xi} g \in \mathcal{S}\right.$ ) is called the asymptotic Killing equation. If the integrability condition is satisfied, the charges $H[\xi]$ associated with $\xi$ can be obtained via Eq. (3.1.19) or Eq. (3.1.21), which may be constant. In the case that all $H[\xi]$ are constant, $£_{\xi} g$ are gauge transformations for $\mathcal{S}$, and the boundary conditions we first assumed turn out not to be appropriate.

### 3.2.2.1 ADM energy of an $(1+3)$ dimensional asymptotically flat spacetime

In order to explain this situation more concretely, first let us consider the $(1+3)$ dimensional asymptotically flat metric as the set $\mathcal{S}$. When we have a coordinate chart, with coordinates $(t, x, y, z)$ which behaves like a Cartesian chart on Minkowski spacetime far from the origin, such a metric is written as

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}, h_{\mu \nu}=\mathcal{O}\left(r^{-1}\right), \partial_{\rho} h_{\mu \nu}=\mathcal{O}\left(r^{-2}\right) \quad(r \rightarrow \infty) \tag{3.2.6}
\end{equation*}
$$

where $\eta_{\mu \nu}$ is the Minkowski metric and $r^{2}=x^{2}+y^{2}+z^{2}$. As a boundary of Cauchy surface $\partial \Sigma$, we take the $S^{2}$ sphere which is characterized by $t=$ const. and $r \rightarrow \infty$. Around the $\partial \Sigma$, we introduce polar coordinates $(t, r, \theta, \phi)$. The vector field $\boldsymbol{t}=t^{\mu} \partial_{\mu}=\left(1+\mathcal{O}\left(r^{-1}\right), 0,0,0\right)$ is the asymptotic Killing vector field because $g_{\mu \nu}+£_{\boldsymbol{t}} g_{\mu \nu}$ has the same asymptotic behavior as Eq. (3.2.6). Since we calculate

$$
\begin{align*}
Q[\boldsymbol{t}]=\int_{S^{2}}\left(\mathrm{~d}^{2} x\right)_{\mu \nu} Q^{\mu \nu}[\boldsymbol{t}]=\int_{S^{2}} \mathrm{~d} \theta \mathrm{~d} \phi Q^{t r}[\boldsymbol{t}] & =-\frac{1}{8 \pi G} \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi r^{2} \sin \theta g^{t \mu} g^{r \nu} \partial_{[\mu} t_{\nu]} \\
& =-\frac{1}{16 \pi G} \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi r^{2} \sin \theta\left(\partial_{r} h_{t t}-\partial_{t} h_{r t}\right) \tag{3.2.7}
\end{align*}
$$

and

$$
\begin{align*}
2 \int_{S^{2}}\left(\mathrm{~d}^{2} x\right)_{\mu \nu} t^{[\mu} \theta^{\nu]} & =\frac{1}{16 \pi G} \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi r^{2} \sin \theta g^{r \mu} g^{\rho \sigma}\left(\nabla_{\sigma} \delta g_{\mu \rho}-\nabla_{\mu} \delta g_{\rho \sigma}\right) \\
& =\frac{1}{16 \pi G} \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi r^{2} \sin \theta\left(-\partial_{t} \delta h_{r t}+\partial_{r} \delta h_{t t}+\delta^{i j} \partial_{r} x^{k}\left(\partial_{i} h_{k j}-\partial_{k} h_{i j}\right)\right] \\
& =-\delta Q[\boldsymbol{t}]+\delta\left(\frac{1}{16 \pi G} \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi r^{2} \sin \theta \delta^{i j} \partial_{r} x^{k}\left(\partial_{i} h_{k j}-\partial_{k} h_{i j}\right)\right) \tag{3.2.8}
\end{align*}
$$

we can directly obtain the charge without checking the integrability as

$$
\begin{equation*}
H[\boldsymbol{t}]=\frac{1}{16 \pi G} \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi r^{2} \sin \theta \delta^{i j} \partial_{r} x^{k}\left(\partial_{i} h_{k j}-\partial_{k} h_{i j}\right) \tag{3.2.9}
\end{equation*}
$$

where we have set the constant such that $H[\boldsymbol{t}]=0$ at $g_{\mu \nu}=\eta_{\mu \nu}$. This is called the ADM energy. For example, in the case of a Schwarzschild black hole, the metric is

$$
\begin{equation*}
\mathrm{d} s^{2}=-\left(1-\frac{2 G M}{r}\right) \mathrm{d} t^{2}+\left(\delta_{i j}+\frac{2 G M x_{i} x_{j}}{r^{3}}\right) \mathrm{d} x^{i} \mathrm{~d} x^{j} \quad(r \rightarrow \infty) \tag{3.2.10}
\end{equation*}
$$

and then we get

$$
\begin{equation*}
H[\boldsymbol{t}]=\frac{1}{16 \pi G} \int_{0}^{\pi} \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi \sin \theta(4 G M)=M \tag{3.2.11}
\end{equation*}
$$

Thus the parameter $M$ of a Schwarzschild black hole is just its ADM energy.

### 3.2.2.2 Asymptotic anti-de Sitter spacetime

Next, we make a brief review of the work in Ref. [56], where the authors analyzed asymptotic symmetries in $(1+2)$-dimensional asymptotic anti-de Sitter (AdS) spacetime. While the original work was done by the ADM formalism and the Regge-Teitelboim method [32], here we use the covariant phase space formalism and get the same result.

In the original work the authors considered the background metric $\bar{g}_{\mu \nu}$, which is given by

$$
\left(\begin{array}{ccc}
\bar{g}_{t t} & \bar{g}_{t r} & \bar{g}_{t \phi}  \tag{3.2.12}\\
\bar{g}_{r t} & \bar{g}_{r r} & \bar{g}_{r \phi} \\
\bar{g}_{\phi t} & \bar{g}_{\phi r} & \bar{g}_{\phi \phi}
\end{array}\right)=\left(\begin{array}{ccc}
-\left(\frac{r^{2}}{l^{2}}+1\right) & 0 & 0 \\
0 & \left(\frac{r^{2}}{l^{2}}+1\right)^{-1} & 0 \\
0 & 0 & r^{2}
\end{array}\right)
$$

where $l=(-1 / \Lambda)^{1 / 2}$. It describes the exact AdS metric which is a solution of the Einstein equations with negative cosmological constant $\Lambda$. The exact AdS spacetime has six Killing vectors, thus the goal of exploration of the asymptotic symmetries is to get at least six asymptotic Killing vectors. The AdS boundary is located at $r=\infty$.

Let us consider two forms of the metric. One of them is the following ansatz:

$$
\left(g_{\mu \nu}\right)=\left(\begin{array}{ccc}
-\left(\frac{r^{2}}{l^{2}}+1\right) & 0 & A\left(\frac{r^{2}}{l^{2}}+1\right)  \tag{3.2.13}\\
0 & \left(\frac{r^{2}}{l^{2}}+1\right)^{-1} & 0 \\
A\left(\frac{r^{2}}{l^{2}}+1\right) & 0 & \alpha^{2} r^{2}-A^{2}\left(\frac{r^{2}}{l^{2}}+1\right)
\end{array}\right), \quad(|A|<\alpha|l|)
$$

The covariant phase space $\mathcal{S}$ is specified by two parameters $\alpha$ and $A$. The variation of metric is

$$
\left(\delta g_{\mu \nu}\right)=\left(\begin{array}{ccc}
0 & 0 & \delta A\left(\frac{r^{2}}{l^{2}}+1\right)  \tag{3.2.14}\\
0 & 0 & 0 \\
\delta A\left(\frac{r^{2}}{l^{2}}+1\right) & 0 & 2 \alpha \delta \alpha r^{2}-2 A \delta A\left(\frac{r^{2}}{l^{2}}+1\right)
\end{array}\right)
$$

When $\alpha=1$ and $A=0$, Eq. (3.2.13) goes back to the exact AdS spacetime. It can be shown that the independent asymptotic Killing vector fields are $\boldsymbol{t}=t^{\mu} \partial_{\mu}=\partial_{t}$ and $\boldsymbol{m}=m^{\mu} \partial_{\mu}=\partial_{\phi}$. In this case, since we calculate

$$
\begin{align*}
Q^{t r}[\boldsymbol{t}] & =\frac{\alpha r^{2}}{8 \pi G l^{2}}  \tag{3.2.15}\\
Q^{t r}[\boldsymbol{m}] & =\frac{A \alpha}{8 \pi G} \tag{3.2.16}
\end{align*}
$$

and

$$
\begin{align*}
2 t^{[t} \theta^{r]} & =-\frac{\left(l^{2}+r^{2}\right) \delta \alpha}{8 \pi G l^{2}}  \tag{3.2.17}\\
2 m^{[t} \theta^{r]} & =0 \tag{3.2.18}
\end{align*}
$$

we can directly obtain the charge without checking the integrability condition as

$$
\begin{align*}
H[\boldsymbol{t}] & =\int_{0}^{2 \pi} \mathrm{~d} \phi\left(\frac{r^{2} \alpha}{8 \pi G l^{2}}-\frac{\left(l^{2}+r^{2}\right) \alpha}{8 \pi G l^{2}}\right)+C=\frac{1-\alpha}{4 G}  \tag{3.2.19}\\
H[\boldsymbol{m}] & =\int_{0}^{2 \pi} \mathrm{~d} \phi \frac{A \alpha}{8 \pi G}+C^{\prime}=\frac{A \alpha}{4 G} \tag{3.2.20}
\end{align*}
$$

where each constant has been chosen such that $H[\boldsymbol{t}]=H[\boldsymbol{m}]=0$ at the exact AdS spacetime. The Lie algebra of vector fields is

$$
\begin{equation*}
[\boldsymbol{t}, \boldsymbol{m}]=0 \tag{3.2.21}
\end{equation*}
$$

and the algebra of charges is

$$
\begin{equation*}
\{H[\boldsymbol{t}], H[\boldsymbol{m}]\}=0 \tag{3.2.22}
\end{equation*}
$$

These are the energy and angular momentum of locally flat $1+2$ gravity [57,58].
In order to get more than one non-gauge charge, we set the asymptotic form of the metric near the AdS boundary as

$$
\begin{equation*}
g_{\mu \nu}=\bar{g}_{\mu \nu}+h_{\mu \nu} \tag{3.2.23}
\end{equation*}
$$

where

$$
\left(h_{\mu \nu}\right)=\left(\begin{array}{ccc}
\mathcal{O}(1) & \mathcal{O}\left(r^{-3}\right) & \mathcal{O}(1)  \tag{3.2.24}\\
\mathcal{O}\left(r^{-3}\right) & \mathcal{O}\left(r^{-4}\right) & \mathcal{O}\left(r^{-3}\right) \\
\mathcal{O}(1) & \mathcal{O}\left(r^{-3}\right) & \mathcal{O}(1)
\end{array}\right) \quad r \rightarrow \infty
$$

Since $\bar{g}_{\mu \nu}$ is fixed, the variation of metric is $\delta g_{\mu \nu}=\delta h_{\mu \nu}$. The solution of the asymptotic Killing equation is obtained as $r \rightarrow \infty$ by

$$
\xi=\left(\begin{array}{c}
\xi^{t}  \tag{3.2.25}\\
\xi^{r} \\
\xi^{\phi}
\end{array}\right)=\left(\begin{array}{c}
l T(t, \phi)+\frac{l^{3}}{r^{2}} \bar{T}(t, \phi)+\mathcal{O}\left(r^{-4}\right) \\
r R(t, \phi)+\mathcal{O}\left(r^{-1}\right) \\
\Phi(t, \phi)+\frac{l^{2}}{r^{2}} \bar{\Phi}(t, \phi)+\mathcal{O}\left(r^{-4}\right)
\end{array}\right)
$$

where the functions $T(t, \phi), \bar{T}(t, \phi), R(t, \phi), \Phi(t, \phi)$ and $\bar{\Phi}(t, \phi)$ satisfy

$$
\begin{align*}
l \partial_{t} T(t, \phi) & =\partial_{\phi} \Phi(t, \phi)=-R(t, \phi), \partial_{\phi} T(t, \phi)=l \partial_{t} \Phi(t, \phi) \\
\bar{T}(t, \phi) & =-\frac{l}{2} \partial_{t} R(t, \phi), \bar{\Phi}(t, \phi)=\frac{1}{2} \partial_{\phi} R(t, \phi) \tag{3.2.26}
\end{align*}
$$

Since

$$
\begin{align*}
2 \int \mathrm{~d} \phi \xi^{[t} \theta^{r]} & =\int \mathrm{d} \phi\left[\frac{T(t, \phi)}{16 \pi G l^{3}}\left(2 r^{4} \delta h_{r r}-l^{4} \delta h_{t t}+l^{2} \delta h_{\phi \phi}\right)\right] \\
& =\delta \int \mathrm{d} \phi\left(\frac{T(t, \phi)}{16 \pi G l^{3}}\left(2 r^{4} h_{r r}-l^{4} h_{t t}+l^{2} h_{\phi \phi}\right)+C[\bar{g}]\right) \tag{3.2.27}
\end{align*}
$$

where $C[\bar{g}]$ depends only on $\bar{g}$, the charge of $\xi$ is integrable. In addition, the Komar integral is calculated as

$$
\begin{equation*}
Q[\xi]=\int \mathrm{d} \phi\left[\frac{T(t, \phi)}{16 \pi G l^{3}}\left(-r^{4} h_{r r}+l^{4} h_{t t}+l^{2} h_{\phi \phi}\right)+\frac{1}{16 \pi G l^{4}}\left(2 l^{4} h_{t \phi} \Phi(t, \phi)\right)\right] . \tag{3.2.28}
\end{equation*}
$$

Thus we obtain the charge

$$
\begin{equation*}
H[\xi]=\frac{1}{16 \pi G} \int \mathrm{~d} \phi\left[\left(\frac{r^{4} h_{r r}}{l^{3}}+\frac{2 h_{\phi \phi}}{l}\right) T(t, \phi)+2 h_{t \phi} \Phi(t, \phi)\right] \tag{3.2.29}
\end{equation*}
$$

where we have chosen the constant such that $H[\xi]=0$ evaluated at $\bar{g}$. To investigate the algebra of the charges, we take the more convenient coordinate $x^{ \pm}=(t / l) \pm \phi$, and get from the relations Eq. (3.2.26)

$$
\begin{align*}
& T(t, \phi)=T^{+}\left(x^{+}\right)+T^{-}\left(x^{-}\right),  \tag{3.2.30}\\
& \Phi(t, \phi)=T^{+}\left(x^{+}\right)-T^{-}\left(x^{-}\right)  \tag{3.2.31}\\
& R(t, \phi)=-\partial_{+} T^{+}\left(x^{+}\right)-\partial_{-} T^{-}\left(x^{-}\right)  \tag{3.2.32}\\
& \bar{T}(t, \phi)=\frac{1}{2}\left[\partial_{+}^{2} T^{+}\left(x^{+}\right)+\partial_{-}^{2} T^{-}\left(x^{-}\right)\right]  \tag{3.2.33}\\
& \bar{\Phi}(t, \phi)=-\frac{1}{2}\left[\partial_{+}^{2} T^{+}\left(x^{+}\right)-\partial_{-}^{2} T^{-}\left(x^{-}\right)\right] . \tag{3.2.34}
\end{align*}
$$

Thus we rewrite $\xi$ as

$$
\begin{equation*}
\xi(t, r, \phi)=\xi^{+}\left(r, x^{+}\right)+\xi^{-}\left(r, x^{-}\right) \tag{3.2.35}
\end{equation*}
$$

where

$$
\xi^{ \pm}\left(r, x^{ \pm}\right):=\left(\begin{array}{c}
l\left(T^{ \pm}+\frac{l^{2}}{2 r^{2}} \partial_{ \pm}^{2} T^{ \pm}\right)+\mathcal{O}\left(r^{-4}\right)  \tag{3.2.36}\\
-r \partial_{ \pm} T^{ \pm}+\mathcal{O}\left(r^{-1}\right) \\
\pm\left(T^{ \pm}-\frac{l^{2}}{2 r^{2}} \partial_{ \pm}^{2} T^{ \pm}\right)+\mathcal{O}\left(r^{-4}\right)
\end{array}\right)
$$

By the Fourier expansion $T^{ \pm}\left(x^{ \pm}\right)=\frac{1}{2} \sum_{n} e^{i n x^{ \pm}} T_{n}^{ \pm}$, the basis $\left\{\xi_{n}^{ \pm}\right\}$of $\xi^{ \pm}$is

$$
\xi_{n}^{ \pm}\left(r, x^{ \pm}\right)=e^{i n x^{ \pm}}\left(\begin{array}{c}
l\left(\frac{1}{2}-\frac{l^{2} n^{2}}{4 r^{2}}\right)+\mathcal{O}\left(r^{-4}\right)  \tag{3.2.37}\\
-\frac{i n r}{2}+\mathcal{O}\left(r^{-1}\right) \\
\pm\left(\frac{1}{2}+\frac{l^{2} n^{2}}{4 r^{2}}\right)+\mathcal{O}\left(r^{-4}\right)
\end{array}\right)
$$

for $r \rightarrow \infty$. Its algebra is computed as

$$
\begin{equation*}
\left[\xi_{m}^{ \pm}, \xi_{n}^{ \pm}\right]=-i(m-n) \xi_{m+n}^{ \pm},\left[\xi_{m}^{+}, \xi_{n}^{-}\right]=0 \tag{3.2.38}
\end{equation*}
$$

which is the direct sum of two so-called Witt algebras. The algebra of charges is written as

$$
\begin{align*}
& \left\{H\left[\xi_{m}^{ \pm}\right], H\left[\xi_{n}^{ \pm}\right]\right\}=-i(m-n) H\left[\xi_{m+n}^{ \pm}\right]+K\left(\xi_{m}^{ \pm}, \xi_{n}^{ \pm} ; \bar{g}\right)  \tag{3.2.39}\\
& \left\{H\left[\xi_{m}^{ \pm}\right], H\left[\xi_{n}^{\mp}\right]\right\}=K\left(\xi_{m}^{ \pm}, \xi_{n}^{\mp} ; \bar{g}\right), \tag{3.2.40}
\end{align*}
$$

where the constants $K$ depend only on $\bar{g}_{\mu \nu}$. When we set $H\left[\xi_{m+n}^{ \pm}\right]_{\bar{g}_{\mu \nu}}=0$ by a redefinition of charge, evaluating Eqs. (3.2.39) and (3.2.40) at $\bar{g}_{\mu \nu}$, we have

$$
\begin{align*}
& K\left(\xi_{m}^{ \pm}, \xi_{n}^{ \pm} ; \bar{g}\right)=\left.\left\{H\left[\xi_{m}^{ \pm}\right], H\left[\xi_{n}^{ \pm}\right]\right\}\right|_{\bar{g}_{\mu \nu}}=\left.H\left[\xi_{m}^{ \pm}\right]\right|_{h_{\mu \nu}=£_{\xi_{n}^{ \pm}} \bar{g}_{\mu \nu}}  \tag{3.2.41}\\
& K\left(\xi_{m}^{ \pm}, \xi_{n}^{\mp} ; \bar{g}\right)=\left.\left\{H\left[\xi_{m}^{ \pm}\right], H\left[\xi_{n}^{\mp}\right]\right\}\right|_{\bar{g}_{\mu \nu}}=\left.H\left[\xi_{m}^{ \pm}\right]\right|_{h_{\mu \nu}}=£_{\xi_{n}^{\mp}} \bar{g}_{\mu \nu} \tag{3.2.42}
\end{align*}
$$

Since we calculate as

$$
\begin{align*}
& \left(£_{\xi_{n}^{ \pm}} \bar{g}_{\mu \nu}\right) \sim\left(\begin{array}{ccc}
0 & 0 & i l e^{i n x^{ \pm} \frac{n\left(n^{2}-1\right)}{2}} \\
0 & -i n \frac{l^{4}}{r^{4}} e^{i n x^{ \pm}} & 0 \\
i l e^{i n x^{ \pm}} \frac{n\left(n^{2}-1\right)}{2} & 0 & i l^{2} \frac{n^{3}}{2} e^{i n x^{ \pm}}
\end{array}\right)  \tag{3.2.43}\\
& \left(£_{\xi_{n}^{\mp}} \bar{g}_{\mu \nu}\right) \sim\left(\begin{array}{ccc}
0 & 0 & i l e^{i n x^{\mp} \frac{n\left(n^{2}-1\right)}{2}} \\
0 & -i n \frac{l^{4}}{r^{4}} e^{i n x^{\mp}} & 0 \\
i l e^{i n x^{\mp} \frac{n\left(n^{2}-1\right)}{2}} & 0 & i l^{2} \frac{n^{3}}{2} e^{i n x^{\mp}}
\end{array}\right) \tag{3.2.44}
\end{align*}
$$

for $r \rightarrow \infty$, the constants $K$ 's are obtained as

$$
\begin{align*}
K\left(\xi_{m}^{ \pm}, \xi_{n}^{ \pm} ; \bar{g}\right)=H\left[\left.\xi_{m}^{ \pm}\right|_{\varepsilon_{\xi_{n}^{ \pm}} \bar{g}_{\mu \nu}}\right. & =\frac{1}{16 \pi G} \int_{0}^{2 \pi} \mathrm{~d} \phi\left[\left((-i n l) e^{i n x^{ \pm}}+\left(i n^{3} l\right) e^{i n x^{ \pm}}\right) \frac{e^{i m x^{ \pm}}}{2}+i \ln \left(n^{2}-1\right) e^{i n x^{ \pm}} e^{i m x^{ \pm}} \frac{1}{2}\right] \\
& =\left.\frac{i \ln \left(n^{2}-1\right)}{16 \pi G} \int_{0}^{2 \pi} \mathrm{~d} \phi e^{i(m+n) x^{ \pm}}\right|_{t=0} \\
& =\frac{i \ln \left(n^{2}-1\right)}{8 G} \delta_{m+n, 0},  \tag{3.2.45}\\
K\left(\xi_{m}^{ \pm}, \xi_{n}^{\mp} ; \bar{g}\right)=H\left[\left.\xi_{m}^{ \pm}\right|_{£_{\xi_{n}^{m} \bar{g}_{\mu \nu}}}\right. & =\frac{1}{16 \pi G} \int_{0}^{2 \pi} \mathrm{~d} \phi\left[\left((-i n l) e^{i n x^{ \pm}}+\left(i n^{3} l\right) e^{i n x^{ \pm}}\right) \frac{e^{i m x^{ \pm}}}{2}-i \ln \left(n^{2}-1\right) e^{i n x^{ \pm}} e^{i m x^{ \pm}} \frac{1}{2}\right] \\
& =0 . \tag{3.2.46}
\end{align*}
$$

Thus, we get the following algebra of charges:

$$
\begin{align*}
& \left\{H\left[\xi_{m}^{ \pm}\right], H\left[\xi_{n}^{ \pm}\right]\right\}=-i(m-n) H\left[\xi_{m+n}^{ \pm}\right]-\frac{i l m\left(m^{2}-1\right)}{8 G} \delta_{m+n, 0}  \tag{3.2.47}\\
& \left\{H\left[\xi_{m}^{ \pm}\right], H\left[\xi_{n}^{\mp}\right]\right\}=0 \tag{3.2.48}
\end{align*}
$$

which is a central extension of the Witt algebra Eq. (3.2.38). When we perform the canonical quantization $\{\cdot, \cdot\} \rightarrow-i[\hat{\imath}, \stackrel{\wedge}{\cdot}$,

$$
\begin{align*}
& \left\{\widehat{H}\left[\xi_{m}^{ \pm}\right], \widehat{H}\left[\xi_{n}^{ \pm}\right]\right\}=(m-n) \widehat{H}\left[\xi_{m+n}\right]+\frac{c}{12} m\left(m^{2}-1\right) \delta_{m+n, 0}  \tag{3.2.49}\\
& \left\{\widehat{H}\left[\xi_{m}^{ \pm}\right], \widehat{H}\left[\xi_{n}^{\mp}\right]\right\}=0, \quad c=\frac{3 l}{2 G} \tag{3.2.50}
\end{align*}
$$

This is the direct sum of two Virasoro algebras whose central charge $c=\frac{3 l}{2 G}$, and is an early evidence of the AdS/CFT correspondence [59] since the Virasoro algebra is the generator of symmetries of two dimensional conformal field theory.

The conventional approach is shown schematically in FIG. 3.1. In the first step, we determine an asymptotic form of the metric near the boundary. In the second step, we solve the asymptotic Killing equations for the metric components so that the asymptotic form of the metric is preserved under diffeomorphisms generated by vector fields. In the third step, we check whether the charges associated with the diffeomorphisms are integrable. If the charges are not integrable, we have to repeat the above three steps until we successfully find an appropriate asymptotic condition. In the fourth step, if the charges are integrable, we check whether they take various values for solutions of the Einstein equations. If they do, we obtain non-trivial charges. However, if not, we have to restart from the first step since all the diffeomorphisms generated by the vector fields we have selected are gauge freedom. Such a failure often happens in the conventional approach. As we have seen, we have to determine the asymptotic form of metric by trials and errors. There is no systematic way to find such a successful asymptotic form in Eq. (3.2.24). It usually takes much efforts and might turn out not to serve the purpose in the end.


Figure 3.1: A flow chart of the conventional approach. At the third and fourth step, there is a possibility that we have to go back to the first step.

## Chapter 4

## A Lie algebra-based approach

This chapter is the main part of my Ph.D thesis. Instead of the conventional approach where a lot of trials and errors are required, we provide the more algorithmic approach first developed in Ref. [41], which we call "A Lie algebra-based approach". In our work [41], we proposed a guiding principle which helps us to find a non-trivial algebra of the charges. This principle ensures the existence of two elements in the algebra such that their Poisson bracket does not vanish. Therefore, as long as the integrability condition of the charges is satisfied, the transformation generated by the algebra cannot be gauged away. By using this approach, we discovered new asymptotic symmetries on a Rindler horizon. In the following, together with one of the co-authors of Ref. [41], we provided the sufficient condition for the charges to be integrable, which can be evaluated only at the background metric [42]. This condition reduces the efforts to check the integrability condition drastically. We investigated the asymptotic symmetries on a Killing horizon and derived the charge algebra.

In Sec. 4.1, we will introduce the main idea of a Lie algebra-based approach, which is common to both Ref. [41] and Ref. [42]. In Sec. 4.2, the sufficient condition for the charges to be integrable will be derived, and we will propose a modified Lie algebra-based approach. In Sec. 4.3, asymptotic symmetries of two spacetime examples will be investigated by using our approach. In Sec. 4.4, we will summarize this chapter.

### 4.1 Main idea of a Lie algebra-based approach

In order to investigate the asymptotic symmetries of a background metric $\bar{g}_{\mu \nu}$ of interest with the covariant phase space formalism, we have to specify
(i) the set of metrics which includes $\bar{g}_{\mu \nu}$ denoted by $\mathcal{S}$
(ii) the set of vector fields which form a closed algebra denoted by $\mathcal{A}$.

These sets must be chosen such that an element of $\mathcal{S}$ is mapped into itself under any infinitesimal diffeomorphism generated by $\mathcal{A}$. Note again that only the asymptotic behavior of the metrics and the vector fields are relevant for the charges. As we have seen in the previous chapter, in prior studies, such as [56], it is common to fix the algebra $\mathcal{A}$ as the set of vectors satisfying the asymptotic Killing equation for a given $\mathcal{S}$. In those approaches, lots of trials and errors are required to find $\mathcal{S}$ such that the integrability condition is satisfied and that the charges form a non-trivial algebra.

In the Lie algebra-based approach proposed in [41], an alternative way is adopted to fix $\mathcal{S}$ and $\mathcal{A}$; given an algebra $\mathcal{A}$, we define $\mathcal{S}$ by

$$
\begin{equation*}
\mathcal{S}:=\left\{\phi^{*} \bar{g}_{\mu \nu} \mid \phi \in\{\text { all diffeomorphism generated by } \mathcal{A}\}\right\}, \tag{4.1.1}
\end{equation*}
$$

where $\phi^{*}$ denotes the pullback. In this case, we need to choose $\mathcal{A}$ carefully so that the resulting charges are integrable and do not correspond to a gauge. In the rest of this chapter, the set $\mathcal{S}$ is always defined by Eq.(4.1.1).

There are advantages to adopt the set $\mathcal{S}$ defined in Eq.(4.1.1). First, if $\bar{g}_{\mu \nu}$ is a solution of the Einstein equations, then any element of $\mathcal{S}$ automatically satisfies the Einstein equations. In addition, a linearized perturbation $\delta g_{\mu \nu}$ is generated by an infinitesimal diffeomorphism and can be written as

$$
\begin{equation*}
\delta g_{\mu \nu}=£_{\chi} g_{\mu \nu} \tag{4.1.2}
\end{equation*}
$$

with a vector field $\chi \in \mathcal{A}$. In the following, the variation corresponding to such a perturbation is denoted by $\delta_{\chi}$. This property is particularly important to find a candidate of $\mathcal{A}$ with the Lie algebra-based approach as we will see soon. A schematic picture of the set of metrics $\mathcal{S}$ is shown in FIG. 4.1.


Figure 4.1: A schematic picture of the set of metrics $\mathcal{S}$ defined in Eq.(4.1.1). Vector fields $\xi$ and $\eta$ are elements of a Lie algebra $\mathcal{A}$. All metrics in $\mathcal{S}$ are connected to the background metric $\bar{g}_{\mu \nu}$ by diffeomorphisms generated by $\mathcal{A}$. For any metric $g_{\mu \nu} \in \mathcal{S}$, there exists a smooth path $g_{\mu \nu}(\lambda)$ from $\bar{g}_{\mu \nu}$ to $g_{\mu \nu}$. For any perturbation $\delta g_{\mu \nu}(\lambda)$ tangent to this path $g_{\mu \nu}(\lambda)$ at a point in $\mathcal{S}$, there exists a vector field $\chi \in \mathcal{A}$ such that $\delta g_{\mu \nu}(\lambda)=£_{\chi} g_{\mu \nu}(\lambda)$.

Now, let us review the key idea of [41], which is helpful to find $\mathcal{A}$ yielding a non-trivial algebra of charges. The non-gauge condition Eq. (3.2.3) is written as

$$
\begin{align*}
& \exists \xi, \eta \in \mathcal{A}, \exists g_{\mu \nu} \in \mathcal{S},\left.\quad\{H[\xi], H[\eta]\}\right|_{g_{\mu \nu}} \neq 0 \\
\Longleftrightarrow & \exists \xi, \eta \in \mathcal{A}, \exists g_{\mu \nu} \in \mathcal{S}, \quad \int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} S^{\mu \nu}\left(g, £_{\eta} g, £_{\xi} g\right) \neq 0 \tag{4.1.3}
\end{align*}
$$

where we have used Eq. (4.1.2). More explicitly, Eq. (4.1.3) is computed as

$$
\begin{align*}
& \exists \xi, \eta \in \mathcal{A}, \exists g_{\mu \nu} \in \mathcal{S} \\
& \frac{1}{8 \pi G} \int_{\partial \Sigma}\left[\left(2 \nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}+\nabla_{\alpha} \xi^{\alpha} \nabla^{\mu} \eta^{\nu}\right)-C_{\alpha \beta}{ }^{\mu \nu} \xi^{\alpha} \eta^{\beta}+\frac{4 \Lambda}{D-1} \xi^{\mu} \eta^{\nu}\right] \boldsymbol{\epsilon}_{\mu \nu} \neq 0 \tag{4.1.4}
\end{align*}
$$

where $C_{\alpha \beta}{ }^{\mu \nu}:=g^{\mu \gamma} g^{\nu \delta} C_{\alpha \beta \gamma \delta}$ is the Weyl tensor and $\boldsymbol{\epsilon}_{\mu \nu}:=\sqrt{-g}\left(\mathrm{~d}^{D-2} x\right)_{\mu \nu}$. The detailed derivation of Eq. (4.1.4) is shown in Appendix. C. The diffeomorphism associated with the algebra cannot be gauged away if Eq. (4.1.3) is satisfied. Otherwise, all the charges vanish for any metric, implying that the metrics in $\mathcal{S}$ cannot be discriminated by the value of charges and that the diffeomorphisms generated by $\mathcal{A}$ may be gauged away.

Note that it may be hard to check the condition in Eq. (4.1.3) directly since the set of metrics $\mathcal{S}$ depends on $\mathcal{A}$. Instead, we adopt a sufficient condition

$$
\begin{align*}
& \exists \xi, \eta \in \mathcal{A},\left.\quad\{H[\xi], H[\eta]\}\right|_{\bar{g}_{\mu \nu}} \neq 0 \\
\Longleftrightarrow & \exists \xi, \eta \in \mathcal{A}, \int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} S^{\mu \nu}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) \neq 0 \tag{4.1.5}
\end{align*}
$$

as a guiding principle to fix $\mathcal{A}$. More precisely, we first derive a formula for

$$
\begin{equation*}
\int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} S^{\mu \nu}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) \tag{4.1.6}
\end{equation*}
$$

for arbitrary vector fields $\xi$ and $\eta$. Since Eq. (4.1.5) can be calculated at $\bar{g}_{\mu \nu}$, we do not need to specify $\mathcal{S}$ nor $\mathcal{A}$ at this point. By using it, we then fix two vector fields $\xi$ and $\eta$ so that Eq.(4.1.6) does not vanish. We define $\mathcal{A}$ as a closed algebra containing $\eta$ and $\xi$, which can be obtained by calculating the commutators of $\xi$ and $\eta$. The algebra $\mathcal{A}$ defined in this way trivially satisfies Eq.(4.1.3) and hence the diffeomorphisms generated by $\mathcal{A}$ cannot be gauged away by construction.

Of course, we also need to impose Eq. (3.2.2) to get integrable charges. This condition can be recast into

$$
\begin{equation*}
0=\int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} \xi^{[\mu} \partial_{\alpha} S^{\nu] \alpha}\left(g, £_{\eta} g, £_{\chi} g\right), \quad \forall \xi, \eta, \chi \in \mathcal{A}, \quad \forall g_{\mu \nu} \in \mathcal{S} \tag{4.1.7}
\end{equation*}
$$

where we have used Eq. (4.1.2).
For a given background metric $\bar{g}_{\mu \nu}$, Eq. (4.1.5) works as a guiding principle to find non-gauge charges. However, there still remains a difficulty to find integrable charges since we have to choose $\xi$ and $\eta$ so that Eq. (4.1.7) is also satisfied, which requires trials and errors. It often takes an effort to check Eq. (4.1.7) for an arbitrary $g_{\mu \nu} \in \mathcal{S}$ since we have to calculate the asymptotic behavior of $g_{\mu \nu}$ near the boundary. As a necessary condition, in Ref. [41], we adopted Eq. (4.1.7) at the background metric, i.e.,

$$
\begin{equation*}
\int_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} \xi^{[\mu} \partial_{\alpha} S^{\nu] \alpha}\left(\bar{g}, £_{\eta} \bar{g}, £_{\chi} \bar{g}\right)=0, \quad \forall \xi, \eta, \chi \in \mathcal{A} \tag{4.1.8}
\end{equation*}
$$

before checking Eq. (4.1.7) directly. This condition can be checked relatively easily since we only need the background metric $\bar{g}_{\mu \nu}$ and the algebra $\mathcal{A}$. The approach proposed in Ref. [41] can be summarized as the following six steps:

Step. 1 Fix a background metric $\bar{g}_{\mu \nu}$ of interest.
Step. 2 For the background metric, find two vector fields $\xi$ and $\eta$ satisfying Eq. (4.1.5). These are the candidates generating non-trivial diffeomorphism whose charges are integrable.

Step. 3 Introduce the minimal Lie algebra $\mathcal{A}$ including $\xi$ and $\eta$ by calculating their commutators. Check whether the integrability condition at the background metric, i.e., Eq. (4.1.8), is satisfied for the algebra $\mathcal{A}$ as a necessary condition for Eq. (4.1.7). If it holds, go to the next step. Otherwise, go back to Step 2.

Step. 4 Construct the set $\mathcal{S}$ of metrics $g_{\mu \nu}$ which are connected to the background metric $\bar{g}_{\mu \nu}$ via diffeomorphisms generated by $\mathcal{A}$.

Step. 5 Check the integrability condition in Eq. (4.1.7). If it is satisfied, then go to the following step. If not, go back to Step 2.

Step. 6 Calculate the charges by using Eq. (3.1.19). Here, we fix the reference metric as the background metric: $g_{\mu \nu}^{(0)}=\bar{g}_{\mu \nu}$.

An advantage of the above algorithmic protocol is the fact that Steps 2 and 3 can be done by using only the background metric $\bar{g}_{\mu \nu}$. In particular, it should be noted that no trials and errors are required to calculate the left hand side of Eq. (4.1.5). Furthermore, the diffeomorphism generated by $\mathcal{A}$ cannot be gauged away since the corresponding charge algebra has non-vanishing Poisson bracket by construction. This may significantly reduce the efforts involved in finding an appropriate algebra and asymptotic behavior of the metric in the conventional approach. In other words, Eq. (4.1.5) is the guiding principle to find a non-trivial charge algebra. Such a guiding principle does not exist in the conventional approach. A flow chart of our approach is shown in Fig. 4.2. We call this approach "A Lie algebra-based approach".


Figure 4.2: Flow chart of the Lie algebra-based approach in Ref. [41].

### 4.2 Modification of the Lie algebra-based approach

In Step 2 of the above algorithmic protocol, Eq. (4.1.5) plays the role of a guiding principle to find nontrivial charges. In addition, Eq. (4.1.8) in Step 3 helps to reduce useless calculations on the charges which turn out not to be integrable. An advantage of the above algorithmic protocol is the fact that calculations in Steps 2 and 3 can be done by using only the background metric $\bar{g}_{\mu \nu}$. However, there still remains the following hard tasks: In Step 4, it is required to identify all diffeomorphisms generated by vector fields in $\mathcal{A}$ to obtain $\mathcal{S}$, which is usually difficult. Only after this step is completed, the integrability condition can be checked for all metrics in $\mathcal{S}$ in Step 5.

To overcome this issue, in this section, we propose a sufficient condition for the charges to be integrable, which can be checked at the background metric $\bar{g}_{\mu \nu}$ [42]. It enables us to find an algebra $\mathcal{A}$ yielding nontrivial and integrable charges without explicitly calculating diffeomorphisms generated by $\mathcal{A}$ or the metrics in $\mathcal{S}$. This is a key advantage of our approach adopted in this thesis. Of course, to calculate the charges explicitly, we still need to identify $\mathcal{A}$ and $\mathcal{S}$. However, the sufficient condition ensures that the charges are integrable, thus excluding the possibility that the efforts in calculating $\mathcal{A}$ and $\mathcal{S}$ are wasted.

It should be noted that the algebra of charges can be identified without calculating the value of the charges explicitly. In fact, the Poisson bracket of the charges satisfies

$$
\begin{equation*}
\{H[\xi], H[\eta]\}=H[[\xi, \eta]]+K(\xi, \eta) \tag{4.2.1}
\end{equation*}
$$

where $[\xi, \eta]$ is a commutator of $\xi, \eta$ and $K(\xi, \eta)$ is a constant not dependent on $g_{\mu \nu}$ but on $\bar{g}_{\mu \nu}$. Evaluating the left hand side of Eq. (4.2.1) at the background metric $\bar{g}_{\mu \nu}$, which is exactly the left hand side of Eq. (4.1.5), we get $K(\xi, \eta)$ since it is always possible to make the value of charges $\left.H[\chi]\right|_{\bar{g}_{\mu \nu}}$ at the background metric $\bar{g}_{\mu \nu}$ vanish for all $\chi \in \mathcal{A}$. If $K(\xi, \eta)$ can be absorbed into the charges by shifting them by constants, the algebra of the charges is isomorphic to $\mathcal{A}$. If not, the algebra of the charges is a central extension of $\mathcal{A}$. Therefore, we can fully characterize the algebra of charges itself without calculating the diffeomorphisms generated by $\mathcal{A}$ explicitly, overcoming the difficulties in the approach in Fig. 4.2.

### 4.2.1 Sufficient condition for integrability

Given an algebra $\mathcal{A}$, the integrability condition is

$$
\begin{equation*}
\oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} \xi^{[\mu}(x) \omega^{\nu]}\left(g, £_{\eta} g, £_{\chi} g ; x\right)=0 \quad \forall \xi, \eta, \chi \in \mathcal{A}, \quad \forall g \in \mathcal{S} \tag{4.2.2}
\end{equation*}
$$

where $\mathcal{S}$ is the set of metrics defined in Eq. (4.1.1) and $\omega^{\nu}\left(g, \delta_{1} g, \delta_{2} g ; x\right)$ is given by

$$
\begin{align*}
\omega^{\nu}\left(g, \delta_{1} g, \delta_{2} g ; x\right) & =\frac{\sqrt{-g(x)}}{16 \pi G}\left(g^{\nu \alpha}(x)\left(g^{\rho \sigma}(x) g^{\beta \gamma}(x)-2 g^{\rho \beta}(x) g^{\sigma \gamma}(x)\right)\right. \\
& \left.+2 g^{\nu \gamma}(x) g^{\rho[\alpha}(x) g^{\sigma] \beta}(x)+g^{\nu \rho}(x) g^{\alpha \beta}(x) g^{\sigma \gamma}(x)\right) \delta_{[1} g_{\rho \sigma}(x) \nabla_{\gamma} \delta_{2]} g_{\alpha \beta}(x) \tag{4.2.3}
\end{align*}
$$

for a solution $g_{\mu \nu}$ of the Einstein equation and linearized perturbations $\delta_{1} g_{\mu \nu}$ and $\delta_{2} g_{\mu \nu}$ satisfying the linearized Einstein equations. To check whether Eq.(4.2.2) is satisfied directly, we need the asymptotic behavior of the integrand near the boundary $\partial \Sigma$. By using the well-known duality between a diffeomorphism and a coordinate transformation of tensor fields, we derive a formula to calculate the asymptotic behavior under certain assumptions which will be stated below.

We here give a brief review of such a duality. See Appendix. D for the details. Let $M$ and $N$ be $D$-dimensional manifolds. We consider a $C^{\infty} \operatorname{map} \phi: M \rightarrow N$ and the pullback $g=\phi^{*} \bar{g}$. We take charts $(U, \varphi)$ around $p \in U \subset M$ and $(V, \psi)$ around $q=\phi(p) \in V \subset N$. Each coordinate system is denoted by

$$
\begin{align*}
& \varphi(p)=\left(x^{0}(p), \cdots, x^{D-1}(p)\right)  \tag{4.2.4}\\
& \psi(q)=\left(y^{0}(q), \cdots, y^{D-1}(q)\right) . \tag{4.2.5}
\end{align*}
$$

The components of the metrics $g$ and $\bar{g}$ are related as

$$
\begin{equation*}
g_{\mu \nu}(x(p))=\bar{g}_{\rho \sigma}(y(q)) \frac{\partial y^{\rho}}{\partial x^{\mu}} \frac{\partial y^{\sigma}}{\partial x^{\nu}} \tag{4.2.6}
\end{equation*}
$$

where $\left.g\right|_{p}=\left.\left.g_{\mu \nu}(x(p)) d x^{\mu}\right|_{p} \otimes d x^{\nu}\right|_{p}$ and $\left.\bar{g}\right|_{q}=\left.\left.\bar{g}_{\rho \sigma}(y(q)) d y^{\rho}\right|_{q} \otimes d y^{\sigma}\right|_{q}$. Since $\psi \circ \phi$ is a smooth function $M \rightarrow \mathbb{R}^{D}$, we can introduce a new coordinate system around $p \in M$

$$
\begin{equation*}
\psi \circ \phi(p)=\left(x^{\prime 0}(p), \cdots, x^{D-1}(p)\right) \tag{4.2.7}
\end{equation*}
$$

From Eq.(4.2.6), the metric $g$ satisfies

$$
\begin{equation*}
\bar{g}_{\mu \nu}(y(q))=g_{\mu \nu}\left(x^{\prime}(p)\right) \tag{4.2.8}
\end{equation*}
$$

where $\left.g\right|_{p}=\left.\left.g_{\mu \nu}\left(x^{\prime}(p)\right) d x^{\prime \mu}\right|_{p} \otimes d x^{\prime \nu}\right|_{p}$. This means that the components of $\left.\bar{g}\right|_{q} \in T_{q}^{*} N \otimes T_{q}^{*} N$ in a coordinate system $\psi: N \rightarrow \mathbb{R}^{D}$ are equal to the components of $\left.g\right|_{p} \in T_{p}^{*} M \otimes T_{p}^{*} M$ in another coordinate system $\psi \circ \phi: M \rightarrow \mathbb{R}^{D}$. Note that

$$
\begin{equation*}
\sqrt{-\bar{g}(y(q))}=\sqrt{-g\left(x^{\prime}(p)\right)} \tag{4.2.9}
\end{equation*}
$$

also holds, where $g\left(x^{\prime}(p)\right)$ and $\bar{g}(y(q))$ are the determinants of the metrics.
In general, for the pullback of the $(r, s)$-tensor $T=\phi^{*} \bar{T}$, we have

$$
\begin{align*}
& T_{\nu_{1} \cdots \nu_{s}}^{\mu_{1} \cdots \mu_{r}}(x(p))=\bar{T}_{\nu_{1} \cdots \rho_{r}}^{\sigma_{1} \cdots \sigma_{s}}(y(q)) \frac{\partial x^{\mu_{1}}}{\partial y^{\rho_{1}}} \cdots \frac{\partial x^{\mu_{r}}}{\partial y^{\rho_{r}}} \frac{\partial y^{\sigma_{1}}}{\partial x^{\nu_{1}}} \cdots \frac{\partial y^{\sigma_{s}}}{\partial x^{\nu_{s}}}  \tag{4.2.10}\\
& \left.\bar{T}_{\nu_{1} \cdots \nu_{s}}^{\mu_{1} \cdots \mu_{r}}(y(q))=T^{\mu_{1} \cdots \mu_{r}}(p)\right) . \tag{4.2.11}
\end{align*}
$$

Equation (4.2.11) shows the duality between the active viewpoint, i.e, a diffeomorphism, and the passive viewpoint, i.e., a coordinate transformation, on an arbitrary tensor. We can show

$$
\begin{equation*}
\left.\phi^{*}\left(\nabla_{\bar{\chi}} \bar{T}\right)\right|_{p}=\left.\nabla_{\chi} T\right|_{p} \tag{4.2.12}
\end{equation*}
$$

where $\bar{\chi} \in T_{\phi(p)} N, \bar{T} \in T_{p} M^{\otimes r} \otimes T_{p}^{*} M^{\otimes s}$ is an arbitrary $(r, s)$-tensor and we have defined

$$
\begin{equation*}
\chi:=\phi^{*} \bar{\chi} \in T_{p} M, T:=\phi^{*} \bar{T} \in T_{p} M^{\otimes r} \otimes T_{p}^{*} M^{\otimes s} . \tag{4.2.13}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left.\phi^{*}\left(£_{\bar{\chi}} \bar{g}\right)\right|_{p}=\left.£_{\chi} g\right|_{p} \tag{4.2.14}
\end{equation*}
$$

holds, we get

$$
\begin{equation*}
\left.\phi^{*}\left(\bar{\nabla}_{\bar{\chi}} £_{\bar{\xi}} \bar{g}\right)\right|_{p}=\left.\nabla_{\chi} £_{\xi} g\right|_{p}, \tag{4.2.15}
\end{equation*}
$$

where $g=\phi^{*} \bar{g} \in T_{p}^{*} M \otimes T_{p}^{*} M, \bar{\nabla}$ and $\nabla$ denote covariant derivatives compatible with $\bar{g}$ and $g$, respectively. As a consequence, each component satisfies

$$
\begin{align*}
\left(£_{\bar{\chi}} \bar{g}\right)_{\mu \nu}(y(\phi(p))) & =\left(£_{\chi} g\right)_{\mu \nu}\left(x^{\prime}(p)\right)  \tag{4.2.16}\\
\left(\bar{\nabla}_{\bar{\chi}} £_{\bar{\xi}} \bar{g}\right)_{\mu \nu}(y(\phi(p))) & =\left(\nabla_{\chi} £_{\xi} g\right)_{\mu \nu}\left(x^{\prime}(p)\right) . \tag{4.2.17}
\end{align*}
$$

Next, we introduce our set-up and several assumptions to derive the sufficient condition for the charges to be integrable. We fix a D-dimensional background spacetime $(M, \bar{g})$ and a Cauchy surface $\Sigma$. For notational simplicity, we fix a specific coordinate system $\psi: M \rightarrow \mathbb{R}^{D}$ in such a way that the Cauchy surface is characterized by $t=$ const. and that its boundary is specified by $\rho=0$, where we have defined

$$
\begin{equation*}
\psi(p)=\left(y^{0}(p), y^{1}(p), y^{M}(p)\right)=\left(t, \rho, \sigma^{M}\right) \quad(M=2, \cdots, D-1) \tag{4.2.18}
\end{equation*}
$$

Let $\mathcal{H}$ denote the union of the boundary for all $t$ :

$$
\begin{equation*}
\mathcal{H}:=\left\{p \in \partial \Sigma_{t} \text { for some } t\right\} \tag{4.2.19}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\mathcal{H}=\left\{p \in M \mid y^{1}(p)=0\right\} \tag{4.2.20}
\end{equation*}
$$



Figure 4.3: A schematic picture of our set-up. $\Sigma_{t_{1}}$ and $\Sigma_{t_{2}}$ are the Cauchy surfaces characterized by $t=t_{1}$ and $t=t_{2}$, respectively. $\mathcal{H}$ is specified by $\rho=0$.

In this set-up, the integrability condition evaluated at the background metric is given by

$$
\begin{align*}
\oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} y\right)_{\mu \nu} \bar{\xi}^{[\mu}(y) \omega^{\nu]}\left(\bar{g}, £_{\bar{\eta}} \bar{g}, £_{\bar{\chi}} \bar{g} ; y\right) & =\int_{\psi(\partial \Sigma)} \mathrm{d} \sigma^{2} \mathrm{~d} \sigma^{3} \cdots \mathrm{~d} \sigma^{D} \bar{\xi}^{[t}(y) \omega^{\rho]}\left(\bar{g}, £_{\bar{\eta}} \bar{g}, £_{\bar{\chi}} \bar{g} ; y\right) \\
& =0 \quad \forall \bar{\xi}, \bar{\eta}, \bar{\chi} \in \mathcal{A} \tag{4.2.21}
\end{align*}
$$

We assume that any diffeomorphism generated by $\mathcal{A}$ does not map a point in the outside (resp. inside) of $\left\{\Sigma_{t}\right\}_{t}$ to a point in the inside (resp. outside) of $\left\{\Sigma_{t}\right\}_{t}$. Then, the $\rho$-component of the vector fields generating the diffeomorphism must vanish on the boundary. Thus, we impose the following condition on the asymptotic behavior of the vector fields:

$$
\begin{equation*}
\forall \xi \in \mathcal{A}, \xi^{t}(y)=\mathcal{O}(1), \xi^{\rho}(y)=\mathcal{O}(\rho), \xi^{M}=\mathcal{O}(1) \quad(\rho \rightarrow 0) \tag{4.2.22}
\end{equation*}
$$

Let us assume that

$$
\begin{align*}
\forall \eta, \chi \in \mathcal{A}, \quad \omega^{t}\left(\bar{g}, £_{\eta} \bar{g}, £_{\chi} \bar{g} ; y\right)=\mathcal{O}(1), \omega^{\rho}\left(\bar{g}, £_{\eta} \bar{g}, £_{\chi} \bar{g} ; y\right)=\mathcal{O}(\rho) \\
\omega^{M}\left(\bar{g}, £_{\eta} \bar{g}, £_{\chi} \bar{g} ; y\right)=\mathcal{O}(1) \quad(\rho \rightarrow 0) . \tag{4.2.23}
\end{align*}
$$

hold. Under these assumptions, we get

$$
\forall \bar{\xi}, \bar{\eta}, \bar{\chi} \in \mathcal{A}, \quad \bar{\xi}(y)^{[\mu} \omega^{\nu]}\left(\bar{g}, £_{\bar{\eta}} \bar{g}, £_{\bar{\chi}} \bar{g} ; y\right)=\left(\begin{array}{cccccc}
0 & \mathcal{O}(\rho) & \mathcal{O}(1) & \cdots & \cdots & \mathcal{O}(1)  \tag{4.2.24}\\
\mathcal{O}(\rho) & 0 & \mathcal{O}(\rho) & \cdots & \cdots & \mathcal{O}(\rho) \\
\mathcal{O}(1) & \mathcal{O}(\rho) & 0 & \mathcal{O}(1) & \cdots & \mathcal{O}(1) \\
\vdots & \vdots & \mathcal{O}(1) & \ddots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \mathcal{O}(1) \\
\mathcal{O}(1) & \mathcal{O}(\rho) & \mathcal{O}(1) & \cdots & \mathcal{O}(1) & 0
\end{array}\right) .
$$

Since Eq. (4.2.21) is clearly satisfied when Eq.(4.2.24) holds, Eqs. (4.2.22) and (4.2.23) are a sufficient condition for Eq. (4.2.21) to hold.

Now we further show that Eqs. (4.2.22) and (4.2.23) are a sufficient condition for the charges to be integrable at an arbitrary metric, i.e., Eq. (4.2.2). Fix a diffeomorphism $\phi: M \rightarrow M$ generated by $\mathcal{A}$. The integrability condition (4.2.2) at $g=\phi^{*} \bar{g}$ is written as

$$
\begin{equation*}
\oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x^{\prime}\right)_{\mu \nu} \xi^{[\mu}\left(x^{\prime}\right) \omega^{\nu]}\left(g, £_{\eta} g, £_{\chi} g ; x^{\prime}\right)=0 \quad \forall \xi, \eta, \chi \in \mathcal{A} \tag{4.2.25}
\end{equation*}
$$

where we have adopted another coordinate system $\varphi$, which is related to $\psi$ by

$$
\begin{equation*}
\varphi=\psi \circ \phi: p \in \mathcal{M} \mapsto \varphi(p)=\left(x^{\prime 0}(p), \cdots, x^{\prime D-1}(p)\right) \tag{4.2.26}
\end{equation*}
$$

By using Eqs. (4.2.9), (4.2.11), (4.2.16) and (4.2.17), we have

$$
\begin{equation*}
\xi^{[\mu}\left(x^{\prime}(p)\right) \omega^{\nu]}\left(g, £_{\eta} g, £_{\chi} g ; x^{\prime}(p)\right)=\bar{\xi}^{[\mu}(y(\phi(p))) \omega^{\nu]}\left(\bar{g}, £_{\bar{\eta}} \bar{g}, £_{\bar{\chi}} \bar{g} ; y(\phi(p))\right) \tag{4.2.27}
\end{equation*}
$$

where the vector field $\bar{\xi}$ is defined by $\bar{\xi}:=\left(\phi^{*}\right)^{-1} \xi$. On the other hand, for the algebra $\mathcal{A}$ whose elements satisfy the asymptotic condition in Eq. (4.2.22), we have

$$
\begin{equation*}
x^{\prime}(y)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \quad(\rho \rightarrow 0) \tag{4.2.28}
\end{equation*}
$$

See Appendix E. 1 for proof. The integral measure in Eq. (4.2.25) is explicitly calculated as

$$
\begin{equation*}
\left.\left(\mathrm{d}^{D-2} x^{\prime}\right)_{\mu \nu}\right|_{\partial \Sigma}=\frac{1}{(D-2)!2!} \epsilon_{\mu \nu \alpha_{2} \cdots \alpha_{D-1}} e_{M_{2}}^{\alpha_{2}} \cdots e^{\alpha_{D-1}}{ }_{M_{D-1}} d \sigma^{M_{2}} \wedge \cdots \wedge d \sigma^{M_{D-1}} \tag{4.2.29}
\end{equation*}
$$

where $e^{\alpha}{ }_{M}:=\frac{\partial x^{\prime \alpha}}{\partial \sigma^{M}}$. By using Eq. (4.2.28), the asymptotic behavior of $e^{\alpha}{ }_{M}$ is given by

$$
\begin{equation*}
\left(e^{0}{ }_{M}, e^{1}{ }_{M}, e^{2}{ }_{M}, \cdots, e^{D-1}{ }_{M}\right)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \quad(\rho \rightarrow 0) \tag{4.2.30}
\end{equation*}
$$

for any $M=2,3, \cdots D-1$. By using Eqs. (4.2.27) and (4.2.29), the left hand side of Eq. (4.2.25) is proportional to

$$
\begin{equation*}
\int_{\phi(\partial \Sigma)} \bar{\xi}^{[\mu}(y) \omega^{\nu]}\left(\bar{g}, £_{\bar{\eta}} \bar{g}, £_{\bar{\chi}} \bar{g} ; y\right) \epsilon_{\mu \nu \alpha_{2} \cdots \alpha_{D-1}} e_{M_{2}}^{\alpha_{2}} \cdots e_{M_{D-1}}^{\alpha_{D-1}} d \sigma^{M_{2}} \wedge \cdots \wedge d \sigma^{M_{D-1}} \tag{4.2.31}
\end{equation*}
$$

From the asymptotic behavior of the coordinates in Eq. (4.2.28), any points in $\mathcal{H}$ is mapped into itself by a diffeomorphism $\phi$ generated by $\mathcal{A}$. Therefore, the integral region $\phi(\partial \Sigma)$ corresponds to the limit of $\rho \rightarrow 0$. Note that, since $\epsilon_{\mu \nu \alpha_{2} \cdots \alpha_{D-1}}$ is anti-symmetric under the change in its indices, the integrant in Eq. (4.2.31) vanishes except for the contributions coming from the contractions of indices where one of ( $\mu, \nu, \alpha_{M_{2}}, \cdots, \alpha_{M_{D-1}}$ ) is $\rho$. Such a contribution is always $\mathcal{O}(\rho)$ since Eqs. (4.2.24) and (4.2.30) hold. Thus, we finally get

$$
\begin{equation*}
(4.2 .31) \propto \lim _{\rho \rightarrow 0} \int_{\phi(\partial \Sigma)} \mathcal{O}(\rho) \mathrm{d} \sigma^{2} \cdots \mathrm{~d} \sigma^{D-1}=0 \tag{4.2.32}
\end{equation*}
$$

and conclude that Eqs. (4.2.22) and (4.2.23) are sufficient conditions for the integrability condition to be satisfied at any metric $g_{\mu \nu}$ in $\mathcal{S}$.

### 4.2.2 A modified Lie algebra-based approach

Here as an alternative to the approach in Fig. 4.2, our approach adopted in this thesis is summarized in the following steps:

Step. 1 Fix a background metric $\bar{g}_{\mu \nu}$ of interest.
Step. 2 For the background metric $\bar{g}_{\mu \nu}$, find two vector fields $\xi$ and $\eta$ with the asymptotic form in Eq. (4.2.22) satisfying Eq. (4.1.5). These are the candidates of the vector fields which generate non-trivial diffeomorphism whose charges are integrable.

Step. 3 Introduce the minimal Lie algebra $\mathcal{A}$ including $\xi$ and $\eta$ by calculating their commutators. Check whether Eq. (4.2.23) holds. If it does, go to the next step since the charges are integrable. Otherwise, go back to Step 2.

Ste. 4 Construct a set of metrics $g_{\mu \nu}$.
Step. 5 Calculate the charges by using Eq. (3.1.19).

A flow chart is shown in Fig. 4.4. In particular, when we are interested only in the algebra of charges not in the charges themselves, the necessary steps are reduced to

Step. 1 Fix a background metric $\bar{g}_{\mu \nu}$ of interest.
Step. 2 For the background metric $\bar{g}_{\mu \nu}$, find two vector fields $\xi$ and $\eta$ with the asymptotic form in Eq. (4.2.22) satisfying Eq. (4.1.5). These are the candidates of the vector fields which generate non-trivial diffeomorphism whose charges are integrable.

Step. 3 Introduce the minimal Lie algebra $\mathcal{A}$ including $\xi$ and $\eta$ by calculating their commutators. Check whether Eq. (4.2.23) holds. If it does, go to the next step since the charges are integrable. Otherwise, go back to Step 2.

Step. 4 Investigate the algebra of the charges for $\mathcal{A}$ via (4.1.5).
A flow chart is shown in Fig. 4.5. To distinguish the approach in Fig. 4.4 or Fig. 4.5 from that in Fig. 4.2, we call it "A modified Lie algebra-based approach".

We should emphasize that a crucial difference between the approach in Fig. 4.2 and that in Fig. 4.4 or Fig. 4.5 is the step where we check the integrability condition. In Fig. 4.2, we checked whether Eq.(4.1.7) holds for candidates of vector fields satisfying Eq.(4.1.5). It takes efforts in this step since we need to calculate all the diffeomorphisms generated by the algebra of the vector fields. Furthermore, these efforts may be wasted since the charges sometimes turn out not to be integrable. In contrast, in Fig. 4.4 or Fig. 4.5, we adopted Eq. $(4.2 .23)$ as a sufficient condition for the charges to be integrable, which can be checked at the bachground metric. It is much easier to check Eq.(4.2.23) than Eq.(4.1.7) since we do not need to identify the diffeomorphisms generated by the algebra of the vector fields.

As a demonstration, we investigate asymptotic symmetries on Rindler horizons and Killing horizons in the following section. Adopting our approach, besides the ordinary supertranslation and superrotation, we find a new asymptotic symmetry, which we call superdilatation, on Rindler horizons. In addition, we show that there exist the charges associated with the algebra consisting of supertranslation, divergenceless part of superrotation, and superdilatation on Killing horizons. The algebra of charges is the central extension of that of vector fields.

### 4.3 Examples

In this section, first we will show that the new asymptotic symmetries, which we call superdilatation, on Rindler horizons can be discovered by the approach in Fig. 4.4. In this case, we explicitly calculate the charges of superdilatation. Second, by using the approach in Fig. 4.5, we will investigate the asymptotic symmetries on Killing horizons, discover the integrable charges including superdilatation, and analyze the algebra of them.

### 4.3.1 Asymptotic symmetries on Rindler horizon

In this subsection, we demonstrate our approach in Fig. 4.4 in the case where the background metric is $(1+3)$-dimensional Rindler spacetime. In particular, we will investigate asymptotic symmetries on the Rindler horizon.

Step1: Fix a background metric $\bar{g}_{\mu \nu}$.
Here, the background metric is fixed to be the Rindler metric given by

$$
\begin{equation*}
\mathrm{d} \bar{s}^{2}=-\kappa^{2} \rho^{2} \mathrm{~d} \tau^{2}+\mathrm{d} \rho^{2}+\mathrm{d} y^{2}+\mathrm{d} z^{2} \tag{4.3.1}
\end{equation*}
$$

where $-\infty<\tau<\infty, 0<\rho<\infty,-\infty<y<\infty,-\infty<z<\infty$ and $\kappa>0$ is a constant. The Rindler horizon is located at $\rho=0$.

Step 2 : Select two vector fields $V_{1}$ and $V_{2}$ satisfying Eq. (4.1.5).
Since we are interested in asymptotic symmetries in Rindler spacetime, we will analyze diffeomorphisms


Figure 4.4: Flow chart of the modified Lie algebra-based approach to get the integrable and non-gauge charges. We still need the calculation of diffeomorphisms generated by $\mathcal{A}$ in Step. 4 .


Figure 4.5: Flow chart of the modified Lie algebra-based approach to analyze the algebra of charges. We no longer need the calculation of diffeomorphisms explicitly.


Figure 4.6: Penrose diagram of the Rindler spacetime. A Cauchy surface $\Sigma$ is characterized by $\tau=$ const. and its boundary $\partial \Sigma$ is specified by $\rho=0$.
which map a point in the Rindler spacetime into itself. Let $\xi$ be the Lie algebra of such a diffeomorphism. Through an infinitesimal diffeomorphism generated by $\xi$, a point $x$ of the spacetime is mapped into

$$
\begin{equation*}
x^{\mu} \mapsto x^{\mu}+\epsilon \xi^{\mu}+\mathcal{O}\left(\epsilon^{2}\right) \quad(\epsilon \rightarrow 0) \tag{4.3.2}
\end{equation*}
$$

Since the Rinder horizon is located at $\rho=0$ in our coordinate system, unless the $\rho$-component of the vector field $\xi$ vanishes in the limit $\rho \rightarrow 0$, a point inside (resp. outside) the Rinder horizon can be mapped to the outside (resp. inside). Therefore, we require that the vector field $\xi$ has the following asymptotic behavior

$$
\begin{equation*}
\xi^{\tau}=\mathcal{O}(1), \quad \xi^{\rho}=\mathcal{O}(\rho), \quad \xi^{y}=\mathcal{O}(1), \quad \xi^{z}=\mathcal{O}(1) \quad(\rho \rightarrow 0) \tag{4.3.3}
\end{equation*}
$$

near the Rindler horizon. This assumption is just Eq. (4.2.22). In addition, we assume that the vector fields have support in a finite region near the Rindler horizon. In this case, we can ignore the charges on a opposite boundary $\rho \rightarrow \infty$, which trivially vanish. In general, the components of the vector fields $V_{1}$ and $V_{2}$ can be written for $\rho \rightarrow 0$ as

$$
\begin{align*}
& V_{1}=\left(X^{\tau}(\tau, y, z)+\mathcal{O}(\rho), X^{\rho}(\tau, y, x) \rho+\mathcal{O}\left(\rho^{2}\right), X^{A}(\tau, y, z)+\mathcal{O}(\rho)\right) \\
& V_{2}=\left(Y^{\tau}(\tau, y, z)+\mathcal{O}(\rho), Y^{\rho}(\tau, y, z) \rho+\mathcal{O}\left(\rho^{2}\right), Y^{A}(\tau, y, z)+\mathcal{O}(\rho)\right) \tag{4.3.4}
\end{align*}
$$

where $A$ runs over $y$ and $z$. Equation (4.1.5) is evaluated as

$$
\begin{align*}
& \oint_{\partial \Sigma}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu} S^{\mu \nu}\left(\bar{g}, £_{V_{2}} \bar{g}, £_{V_{1}} \bar{g}\right) \\
& =\frac{1}{8 \pi G \kappa} \int_{\mathbb{R}^{2}}\left[\left(2 \kappa^{2} Y^{\tau}+\partial_{\tau} Y^{\rho}\right) \partial_{A} X^{A}+\partial_{\tau} X^{\rho} \partial_{\tau} Y^{t}-(X \leftrightarrow Y)\right] \mathrm{d} y \mathrm{~d} z \tag{4.3.5}
\end{align*}
$$

where we took the limit $\rho \rightarrow 0$ in the second line since the Rindler horizon is located at $\rho=0$. From this formula, we can identify several candidates for vector fields which yield a non-trivial charge algebra.

As a known example, consider the case where $X^{\rho}=Y^{\rho}=0$. If $Y^{\tau}$ and $\partial_{A} X^{A}$ do not vanish, the corresponding Poisson bracket does not vanish. In this case, the vector fields $V_{1}$ and $V_{2}$ correspond to a special class of diffeormorhisms called superrotation and supertranslation, respectively, which are shown to be integrable on the Rindler horizon in Ref. [23] *.

Another interesting candidate, which we will investigate in detail here, is the case where $X^{\rho}=X^{A}=0$ and $Y^{\tau}=Y^{A}=0$. If $\int \mathrm{d} y \mathrm{~d} z \partial_{\tau} X^{\tau} \partial_{\tau} Y^{\rho} \neq 0$, the Poisson bracket does not vanish. The vector field $V_{1}=\left(X^{\tau}+\mathcal{O}(\rho), 0,0,0\right)$ generates a class of dilatation transformation in time direction since $\partial_{\tau} X^{\tau} \neq 0$ must hold. On the other hand, the vector field $V_{2}=\left(0, \rho Y^{\rho}+\mathcal{O}\left(\rho^{2}\right), 0,0\right)$ generates a dilatation in $\rho$ direction. We term these two transformations superdilatations since the generators depend on the position in spacetime in general.

As a particular case, we will analyze the charges corresponding to two vector fields as $\rho \rightarrow 0$

$$
\begin{align*}
& V_{1}=\left(\tau T_{1}(y, z)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \\
& V_{2}=\left(\mathcal{O}\left(\rho^{2}\right), \tau \rho T_{2}(y, z)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \tag{4.3.6}
\end{align*}
$$

where $T_{1}$ and $T_{2}$ are arbitrary functions of $y, z$.
Step 3: Construct the Lie algebra $\mathcal{A}$ including $V_{1}$ and $V_{2}$ and check whether Eq. (4.2.23) is satisfied. Since the vector fields in Eq. (4.3.6) satisfy

$$
\begin{equation*}
\left[V_{1}, V_{2}\right]=V_{3}, \tag{4.3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{3}=\left(\mathcal{O}\left(\rho^{2}\right), \tau \rho T_{3}(y, z)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right), \quad T_{3}(y, z):=T_{1}(y, z) T_{2}(y, z) \tag{4.3.8}
\end{equation*}
$$

[^2]the algebra $\mathcal{A}$ defined by
\[

$$
\begin{align*}
& \mathcal{A} \\
& :=\left\{V=\left(\tau T_{1}(y, z)+\mathcal{O}\left(\rho^{2}\right), \tau \rho T_{2}(y, z)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \mid T_{1}, T_{2} \text { are arbitrary functions of } y, z\right\} \tag{4.3.9}
\end{align*}
$$
\]

forms a closed algebra. A straightforward calculation shows that

$$
\begin{array}{r}
\forall \eta, \chi \in \mathcal{A}, \quad \omega^{\tau}\left(\bar{g}, £_{\eta} \bar{g}, £_{\chi} \bar{g}\right)=\mathcal{O}(1), \omega^{\rho}\left(\bar{g}, £_{\eta} \bar{g}, £_{\chi} \bar{g}\right)=\mathcal{O}(\rho) \\
\omega^{y, z}\left(\bar{g}, £_{\eta} \bar{g}, £_{\chi} \bar{g}\right)=\mathcal{O}(1) \quad(\rho \rightarrow 0) \tag{4.3.10}
\end{array}
$$

and then Eq. (4.2.23) is satisfied.
Step 4: Calculate the set of metrics.
Since we investigate the asymptotic symmetries near the Rindler horizon, let us identify the asymptotic behavior of all the diffeomorphisms $\phi^{\mu}(x)$ generated by the Lie algebra $\mathcal{A}$.

We here first calculate the asymptotic behavior of the diffeomorphisms in the form of $\phi_{\xi}^{\mu}(x):=$ $\exp [\xi]\left(x^{\mu}\right)$ for $\xi \in \mathcal{A}$, where $\exp []$ is the exponential map.

Introducing a real parameter $\lambda$ and calculating the integral curve $\varphi_{\lambda}^{\mu}(x):=\exp [\lambda \xi]\left(x^{\mu}\right)$ of the vector field $\xi$, the diffeomorphism $\phi_{\xi}^{\mu}(x)$ is given by $\phi_{\xi}^{\mu}(x)=\varphi_{\xi ; \lambda=1}^{\mu}(x)$. The integral curve is the solution of the following differential equation:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \varphi_{\xi ; \lambda}^{\mu}(x)=\xi^{\mu}(\varphi(x)), \quad \varphi_{\xi ; 0}^{\mu}(x)=x^{\mu} \tag{4.3.11}
\end{equation*}
$$

Any vector field $\xi$ of the algebra $\mathcal{A}$ can be can be decomposed into two parts:

$$
\begin{align*}
\xi^{\mu}(x) & =\Xi^{\mu}(x)+h^{\mu}(x)  \tag{4.3.12}\\
\Xi^{\mu}(x) & :=\left(\tau F_{1}(y, z), \tau \rho F_{2}(y, z), 0,0\right)  \tag{4.3.13}\\
h^{\mu}(x) & :=\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \quad(\rho \rightarrow 0) \tag{4.3.14}
\end{align*}
$$

where $F_{1}$ and $F_{2}$ are arbitrary functions of $(y, z)$. When $\xi=\Xi$, the solution of the differential equation is straightforwardly calculated as

$$
\begin{equation*}
\varphi_{\Xi ; \lambda}^{\mu}(x)=\left(\tau e^{F_{1}(y, z) \lambda}, \rho \exp \left(\frac{F_{2}(y, z)}{F_{1}(y, z)} \tau\left(e^{F_{1}(y, z) \lambda}-1\right)\right), y, z\right) \tag{4.3.15}
\end{equation*}
$$

In Appendix E.2, it is proven that

$$
\begin{equation*}
\varphi_{\xi ; \lambda}^{\mu}(x)=\varphi_{\Xi ; \lambda}(x)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \quad(\rho \rightarrow 0) \tag{4.3.16}
\end{equation*}
$$

This is the asymptotic behavior of the integral curve. Thus, the asymptotic behavior of the diffeomor$\operatorname{phism} \phi_{\xi}^{\mu}(x)=\exp [\xi]\left(x^{\mu}\right)$ is given by

$$
\begin{align*}
\phi_{\xi}^{\mu}(x) & =\varphi_{\xi ; \lambda=1}^{\mu}(x) \\
& =\phi_{\Xi}^{\mu}(x)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \\
& =\left(\tau e^{F_{1}(y, z)}, \rho \exp \left(\frac{F_{2}(y, z)}{F_{1}(y, z)} \tau\left(e^{F_{1}(y, z)}-1\right)\right), y, z\right)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \tag{4.3.17}
\end{align*}
$$

as $\rho \rightarrow 0$.
So far, we have calculated the asymptotic behavior of the diffeomorphisms in the form of $\phi_{\xi}^{\mu}(x)=$ $\exp [\xi]\left(x^{\mu}\right)$ for $\xi \in \mathcal{A}$. In general, diffeomorphisms generated by $\mathcal{A}$ and connected to the identity transformation are given by a product of such maps [60, 61], i.e.,

$$
\begin{equation*}
\left(\phi_{\xi^{(1)}} \circ \phi_{\xi^{(2)}} \circ \cdots \circ \phi_{\xi^{(N)}}\right)(x) \tag{4.3.18}
\end{equation*}
$$

for some $N$. Let us analyze the asymptotic behavior for $N=2$. For two vector fields

$$
\begin{equation*}
\left(\xi^{(i)}\right)^{\mu}(x)=\left(\tau F_{1}^{(i)}(y, z)+\mathcal{O}\left(\rho^{2}\right), \tau \rho F_{2}^{(i)}(y, z)+\mathcal{O}\left(\rho^{2}\right),+\mathcal{O}\left(\rho^{2}\right),+\mathcal{O}\left(\rho^{2}\right)\right), \quad i=1,2 \tag{4.3.19}
\end{equation*}
$$

as $\rho \rightarrow 0$, Eq.(4.3.17) implies that

$$
\begin{align*}
& \left(\phi_{\xi^{(1)}} \circ \phi_{\xi^{(2)}}\right)^{\mu}(x) \\
& =\left(\tau e^{\tilde{F}_{1}(y, z)}, \rho \exp \left(\frac{\tilde{F}_{2}(y, z)}{\tilde{F}_{1}(y, z)} \tau\left(e^{\tilde{F}_{1}(y, z)}-1\right)\right), y, z\right)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right), \tag{4.3.20}
\end{align*}
$$

where we have defined

$$
\begin{align*}
& \tilde{F}_{1}(y, z):=F_{1}^{(1)}(y, z)+F_{1}^{(2)}(y, z) \\
& \tilde{F}_{2}(y, z):=\tilde{F}_{1}(y, z)\left(\frac{F_{2}^{(2)}(y, z)}{F_{1}^{(2)}(y, z)}\left(e^{F_{1}^{(2)}(y, z)}-1\right)+\frac{F_{2}^{(1)}(y, z)}{F_{1}^{(1)}(y, z)} e^{F_{1}^{(2)}(y, z)}\left(e^{F_{1}^{(1)}(y, z)}-1\right)\right) . \tag{4.3.21}
\end{align*}
$$

Repeating the same argument, it is shown that the asymptotic behavior of a general diffeomorphism $\chi_{\left(F_{1}, F_{2}\right)}$ is characterized by two real functions $F_{1}$ and $F_{2}$ of $(y, z)$ as

$$
\begin{equation*}
\chi_{\left(F_{1}, F_{2}\right)}^{\mu}(x)=\left(\tau e^{F_{1}(y, z)}, \rho \exp \left(\frac{F_{2}(y, z)}{F_{1}(y, z)} \tau\left(e^{F_{1}(y, z)}-1\right)\right), y, z\right)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \tag{4.3.22}
\end{equation*}
$$

for $\rho \rightarrow 0$.
Thus, the asymptotic behavior of the components of the metrics in question is characterized by arbitrary functions $F_{1}$ and $F_{2}$ of $(y, z)$ as

$$
\begin{align*}
\left(g_{\mu \nu}^{\left(F_{1}, F_{2}\right)}(x)\right) & :=\left(\frac{\partial \chi_{\left(F_{1}, F_{2}\right)}^{\alpha}}{\partial x^{\mu}} \frac{\partial \chi_{\left(F_{1}, F_{2}\right)}^{\beta}}{\partial x^{\nu}} \bar{g}_{\alpha \beta}\left(\chi_{\left(F_{1}, F_{2}\right)}(x)\right)\right) \\
& \left.=\left(\begin{array}{cccc}
J_{11} \rho^{2} & J_{12} \rho & J_{1 y} \rho^{2} & J_{1 z} \rho^{2} \\
J_{12} \rho & J_{22} & J_{2 y} \rho & J_{2 z} \rho \\
J_{1 y} \rho^{2} & J_{2 y} \rho & 1 & 0 \\
J_{1 z} \rho^{2} & J_{2 z} \rho & 0 & 1
\end{array}\right)+\text { (higher order term }\right), \tag{4.3.23}
\end{align*}
$$

where we have defined

$$
\begin{align*}
& J_{11}(\tau, y, z):=e^{2 f(y, z) \tau}\left(-\kappa^{2} e^{2 F_{1}(y, z)}+f^{2}(y, z)\right) \\
& J_{12}(\tau, y, z):=f(y, z) e^{2 f(y, z) \tau}, J_{1 A}(\tau, y, z):=\tau e^{2 f(y, z) \tau}\left(-\kappa^{2} \partial_{A} F_{1}(y, z) e^{2 F_{1}(y, z)}+f(y, z) \partial_{A} f(y, z)\right), \\
& J_{22}(\tau, y, z):=e^{2 f(y, z) \tau}, J_{2 A}(\tau, y, z):=\tau \partial_{A} f(y, z) e^{2 f(y, z) \tau} \tag{4.3.24}
\end{align*}
$$

and

$$
\begin{equation*}
f(y, z):=\frac{F_{2}(y, z)}{F_{1}(y, z)}\left(e^{F_{1}(y, z)}-1\right) \tag{4.3.25}
\end{equation*}
$$

As explicit calculations show, it turns out that the second term in Eq. (4.3.23) does not affect the expression of the charges.

Step 5: Calculate the charges.
To calculate the charges for $V_{1}, V_{2}$ defined in Eq. (4.3.6), we need $Q^{\tau \rho}, \Theta^{\tau}$ and $\Theta^{\rho}$ in Eq. (3.1.19). Since the integrability condition is satisfied, the parametrization of the metric in Eq. (3.1.19) can be taken arbitrarily. In order to calculate the charges at metric $\left(g_{\mu \nu}^{\left(F_{1}, F_{2}\right)}(x)\right)$ given in Eq. (4.3.23), we adopt here the following:

$$
\begin{equation*}
\left(g_{\mu \nu}(x ; \lambda)\right)=\left(\frac{\partial \chi_{\left(\lambda F_{1}, \lambda F_{2}\right)}^{\alpha}}{\partial x^{\mu}} \frac{\partial \chi_{\left(\lambda F_{1}, \lambda F_{2}\right)}^{\beta}}{\partial x^{\nu}} \bar{g}_{\alpha \beta}\left(\chi_{\left(\lambda F_{1}, \lambda F_{2}\right)}(x)\right)\right) \tag{4.3.26}
\end{equation*}
$$

For $\lambda=1,\left(g_{\mu \nu}(x ; \lambda=1)\right)=\left(g_{\mu \nu}^{\left(F_{1}, F_{2}\right)}(x)\right)$, while for $\lambda=0,\left(g_{\mu \nu}(x ; \lambda=0)\right)=\left(\bar{g}_{\mu \nu}(x)\right)$ up to the higher order terms in Eq. (4.3.23), which do not affect the charges, shown as follows: From Eq. (3.1.9), we get

$$
\begin{align*}
\left.Q^{\tau \rho}\left[V_{1}\right]\right|_{\left(g_{\mu \nu}(x ; \lambda)\right)} & =\frac{T_{1}}{8 \pi G \kappa} e^{-\lambda F_{1}}\left(\kappa^{2} e^{2 \lambda F_{1}} \tau+\frac{f}{2}\right)+\mathcal{O}(\rho)  \tag{4.3.27}\\
\left.Q^{\tau \rho}\left[V_{2}\right]\right|_{\left(g_{\mu \nu}(x ; \lambda)\right)} & =\frac{T_{2}}{16 \pi G \kappa} e^{-\lambda F_{1}}+\mathcal{O}(\rho) \tag{4.3.28}
\end{align*}
$$

as $\rho \rightarrow 0$. On the other hand, from Eq. (3.1.3), we have

$$
\begin{align*}
\theta^{\tau} & =\mathcal{O}(\rho)  \tag{4.3.29}\\
\theta^{\rho} & =-\frac{\kappa}{8 \pi G} \partial_{\lambda}\left(e^{\lambda F_{1}}\right)+\mathcal{O}(\rho) \tag{4.3.30}
\end{align*}
$$

as $\rho \rightarrow 0$. Thus, the second term in Eq. (4.3.23) does not contribute to the expression of the charges.
From Eq. (3.1.19), the charges are evaluated as

$$
\begin{align*}
& H\left[V_{1}\right]=\frac{1}{16 \pi G \kappa} \int \mathrm{~d} y \mathrm{~d} z T_{1}(y, z) \frac{F_{2}(y, z)}{F_{1}(y, z)}\left(1-e^{-F_{1}(y, z)}\right)  \tag{4.3.31}\\
& H\left[V_{2}\right]=\frac{1}{16 \pi G \kappa} \int \mathrm{~d} y \mathrm{~d} z T_{2}(y, z)\left(e^{-F_{1}(y, z)}-1\right) \tag{4.3.32}
\end{align*}
$$

where the reference of the charges are chosen so that they vanish at the background metric, which corresponds to the case where $F_{1}=F_{2}=0$.

The transformation generated by the vector fields $V_{1}$ and $V_{2}$ is an example of superdilatation. To the authors' knowledge, the algebra of charges corresponding to the supardilatation on the horizon has not been investigated neither in the Rindler spacetime nor in the Schwarzschild spacetime in prior researches.

### 4.3.2 Asymptotic symmetries on Killing horizon

Next, let us investigate the asymptotic symmetries at a Killing horizon of a spacetime with our approach in Fig. 4.5. We will find a new class of asymptotic symmetries and show that the algebra of the corresponding charges is a central extension of the algebra of vector fields generating the transformation of the symmetries.

Step1: Fix a background metric $\bar{g}_{\mu \nu}$.
Here, we adopt the following $D$-dimensional metric as the background metric:

$$
\left(\bar{g}_{\mu \nu}\right)=\left(\begin{array}{cccc}
-\kappa^{2} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{4}\right) & f_{t \psi} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & f_{t A} \rho^{2}+\mathcal{O}\left(\rho^{4}\right)  \tag{4.3.33}\\
\mathcal{O}\left(\rho^{4}\right) & 1+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{3}\right) \\
f_{t \psi} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{4}\right) & f_{\psi \psi}+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{2}\right) \\
f_{t A} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{3}\right) & \mathcal{O}\left(\rho^{2}\right) & \Omega_{A B}+\mathcal{O}\left(\rho^{2}\right)
\end{array}\right) \quad(\rho \rightarrow 0)
$$

in the coordinate $\left(t, \rho, \psi, \theta^{A}\right)$ for $A=3, \cdots, D-1$, where all coefficient functions $f_{t \psi}, f_{t A}, f_{\psi \psi}$ and $\Omega_{A B}$ depend on $\theta^{A}$ while $\kappa$ is a constant. We assume that the coefficient functions and $\kappa$ are fixed so that the metric satisfies the Einstein equations. This class of metrics contains important spacetimes, for example, de-Sitter spacetime and the Kerr spacetime. It is known that the asymptotic behavior of the metric near the Killing horizon located at $\rho=0$ is given by Eq.(4.3.33) and that the Cauchy surface is characterized by $t=$ const. [20].

Step 2 : Select two vector fields $\xi$ and $\eta$ satisfying Eq. (4.1.5).
Next we consider two vector fields $\xi$ and $\eta$ which have the asymptotic forms given by Eq. (4.2.22):

$$
\begin{align*}
\xi^{\mu} & =\left(X^{t}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), X^{\rho}\left(t, \psi, \theta^{A}\right) \rho+\mathcal{O}\left(\rho^{2}\right), X^{\psi}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), X^{A}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho)\right)  \tag{4.3.34}\\
\eta^{\mu} & =\left(Y^{t}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), Y^{\rho}\left(t, \psi, \theta^{A}\right) \rho+\mathcal{O}\left(\rho^{2}\right), Y^{\psi}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), Y^{A}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho)\right) \tag{4.3.35}
\end{align*}
$$

as $\rho \rightarrow 0$, where all coefficients are arbitrary functions of $t, \psi$ and $\theta^{A}$. In addition, as with in the previous example, we assume that the vector fields have support in a finite region near the Killing horizon. In this case, we can ignore the charges on the opposite boundary $\rho \rightarrow \infty$, which trivially vanish. For the metric (4.3.33), vector fields (4.3.34) and (4.3.35), our guiding principle in Eq. (4.1.5) can be calculated as follows:

$$
\begin{align*}
\frac{1}{8 \pi G} \int_{\partial \Sigma} \frac{2 \sqrt{\Omega f_{\psi \psi}}}{\kappa}\left[\frac{1}{2} \partial_{t} Y^{\rho} \partial_{t} X^{t}+\right. & D_{M} Y^{M}\left(\kappa^{2} X^{t}-f_{t N} X^{N}+\frac{1}{2} \partial_{t} X^{\rho}\right)+\partial_{A} f_{t \psi} X^{\psi} Y^{A} \\
& \left.+\left(\partial_{B} f_{t A}-\partial_{A} f_{t B}\right) X^{A} Y^{B}-(X \leftrightarrow Y)\right] \mathrm{d} \sigma^{2} \cdots \mathrm{~d} \sigma^{D-1} \neq 0 \tag{4.3.36}
\end{align*}
$$

where $M, N=2, \cdots, D-1$ and $D_{M}$ denotes the covariant derivative on the ( $D-2$ )-dimensional hypersurface characterized by $t=$ const. and $\rho=$ const.. The detailed derivation of Eq. (4.3.36) is shown in Appendix. G.3.

As a set of vector fields satisfying Eq.(4.3.36), we adopt

$$
\begin{align*}
& \xi^{t}=F_{1}\left(x^{M}\right)+t G_{1}\left(x^{M}\right)+\mathcal{O}\left(\rho^{2}\right), \xi^{\rho}=\left(H_{1}\left(x^{M}\right)+t J_{1}\left(x^{M}\right)\right) \rho+\mathcal{O}\left(\rho^{2}\right), \xi^{M}=K_{1}^{M}\left(x^{N}\right)+\mathcal{O}\left(\rho^{2}\right)  \tag{4.3.37}\\
& \eta^{t}=F_{2}\left(x^{M}\right)+t G_{2}\left(x^{M}\right)+\mathcal{O}\left(\rho^{2}\right), \eta^{\rho}=\left(H_{2}\left(x^{M}\right)+t J_{2}\left(x^{M}\right)\right) \rho+\mathcal{O}\left(\rho^{2}\right), \eta^{M}=K_{2}^{M}\left(x^{N}\right)+\mathcal{O}\left(\rho^{2}\right) \tag{4.3.38}
\end{align*}
$$

in the rest of this section, where $F_{i}\left(x^{M}\right), G_{i}\left(x^{M}\right), H_{i}\left(x^{M}\right), J_{i}\left(x^{M}\right)$ and $K_{i}^{M}\left(x^{N}\right)$ are arbitrary functions of $x^{M}$.

Of course, we may adopt another set of vector fields. For example, for given functions $T\left(x^{M}\right)$ and $V^{M}\left(x^{N}\right)$ of $x^{M}$, the vector fields defined by

$$
\begin{align*}
& \xi^{t}=T\left(x^{M}\right)+\mathcal{O}\left(\rho^{2}\right), \xi^{\rho}=\mathcal{O}\left(\rho^{2}\right), \xi^{M}=\mathcal{O}\left(\rho^{2}\right)  \tag{4.3.39}\\
& \eta^{t}=\mathcal{O}\left(\rho^{2}\right), \eta^{\rho}=\mathcal{O}\left(\rho^{2}\right), \eta^{M}=V^{M}\left(x^{N}\right)+\mathcal{O}\left(\rho^{2}\right) \tag{4.3.40}
\end{align*}
$$

also satisfy Eq.(4.3.36). In fact, if we start with this set of vector fields, we will get a well-known class of transformations called supertranslations and superrotations. See Appendix F. 2 for a comment on the integrability of the charges for this algebra.

Step 3: Construct the Lie algebra $\mathcal{A}$ including $\xi$ and $\eta$ and check whether Eq. (4.2.23) is satisfied. For an arbitrary set of vector fields with asymptotic behavior in Eq. (4.3.35), the pre-symplectic current at the background metric given in Eq. (3.1.15) can be calculated as

$$
\begin{align*}
\omega^{t}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) & \approx \partial_{M}\left(-\frac{\sqrt{\Omega f_{\psi \psi}}}{2 \kappa \rho}\left[\partial_{t} X^{M}\left(\partial_{t} Y^{t}-D_{N} Y^{N}\right)-(X \leftrightarrow Y)\right]\right)+\mathcal{O}(1)  \tag{4.3.41a}\\
\omega^{\rho}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) & \approx-\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa} \partial_{t}\left(\frac{1}{2} \partial_{t} Y^{\rho} \partial_{t} X^{t}+D_{M} Y^{M}\left(\kappa^{2} X^{t}\right.\right. \\
& \left.\left.-f_{t M} X^{M}+\frac{1}{2} \partial_{t} X^{\rho}\right)+\partial_{A} f_{t \psi} X^{\psi} Y^{A}+\left(\partial_{B} f_{t A}-\partial_{A} f_{t B}\right) X^{A} Y^{B}-(X \leftrightarrow Y)\right) \\
& +\partial_{M}\left(\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa}\left[\left(-\kappa^{2} Y^{t}+f_{t N} Y^{N}-\partial_{t} Y^{\rho}\right) \partial_{t} X^{M}-(X \leftrightarrow Y)\right]\right)+\mathcal{O}(\rho)  \tag{4.3.41b}\\
\omega^{M}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) & \approx \frac{\sqrt{\Omega f_{\psi \psi}}}{2 \kappa \rho} \partial_{t}\left(\partial_{t} X^{M}\left(\partial_{t} Y^{t}-D_{N} Y^{N}\right)-(X \leftrightarrow Y)\right) \\
& +\partial_{N}\left(-\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa \rho}\left[\partial_{t} Y^{M} \partial_{t} X^{N}-(X \leftrightarrow Y)\right]\right)+\mathcal{O}(1) . \tag{4.3.41c}
\end{align*}
$$

for $\rho \rightarrow 0$. The calculation details are shown in Appendix. G.4.
The components of the commutator of the vector fields in Eqs. (4.3.37) and (4.3.38) are calculated as

$$
[\xi, \eta]^{t}=\left(F_{1} G_{2}-G_{1} F_{2}+K_{1}^{M} \partial_{M} F_{2}-K_{2}^{M} \partial_{M} F_{1}\right)+t\left(K_{1}^{M} \partial_{M} G_{2}-K_{2}^{M} \partial_{M} G_{1}\right)+\mathcal{O}\left(\rho^{2}\right)
$$

$[\xi, \eta]^{\rho}=\left\{\left(F_{1} J_{2}-J_{1} F_{2}+K_{1}^{M} \partial_{M} H_{2}-K_{2}^{M} \partial_{M} H_{1}\right)+t\left(G_{1} J_{2}-J_{1} G_{2}+K_{1}^{M} \partial_{M} J_{2}-K_{2}^{M} \partial_{M} J_{1}\right)\right\} \rho+\mathcal{O}\left(\rho^{2}\right)$
$[\xi, \eta]^{M}=\left(K_{1}^{N} \partial_{N} K_{2}^{M}-K_{2}^{N} \partial_{N} K_{1}^{M}\right)+\mathcal{O}\left(\rho^{2}\right)$
for $\rho \rightarrow 0$. Thus, let us define the closed algebra $\mathcal{A}^{\prime}$ including $\xi, \eta$

$$
\quad:=\left\{V=\left(F\left(x^{M}\right)+t G\left(x^{M}\right)+\mathcal{O}\left(\rho^{2}\right), \rho\left(H\left(x^{M}\right)+t J\left(x^{M}\right)\right)+\mathcal{O}\left(\rho^{2}\right), K^{M}\left(x^{N}\right)+\mathcal{O}\left(\rho^{2}\right)\right)\right\} .
$$

In this case, since we have

$$
\begin{equation*}
\omega^{t}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right)=\mathcal{O}(1), \omega^{\rho}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right)=\mathcal{O}(1), \omega^{M}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right)=\mathcal{O}(1) \quad(\rho \rightarrow 0) \quad \forall \eta, \xi \in \mathcal{A}^{\prime} \tag{4.3.44}
\end{equation*}
$$

from Eqs. (4.3.41a)~(4.3.41c), Eq. (4.2.23) is not satisfied. Thus, $\mathcal{A}^{\prime}$ is not suitable for our purpose.
From Eq. (4.3.41b), it immediately turns out that if we impose an additional condition

$$
\begin{equation*}
D_{M} K^{M}=0, \tag{4.3.45}
\end{equation*}
$$

then we get $\omega^{\rho}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right)=\mathcal{O}(\rho)$ and hence Eq. (4.2.23) is satisfied. This condition in Eq. (4.3.45) means that we pick up only a divergenceless part in the superrotation. Since

$$
\begin{aligned}
D_{M}\left(K_{1}^{N} \partial_{N} K_{2}^{M}-K_{2}^{N} \partial_{N} K_{1}^{M}\right) & =D_{M} K_{1}^{N} D_{N} K_{2}^{M}-D_{M} K_{2}^{N} D_{N} K_{1}^{M}+K_{1}^{N} D_{M} D_{N} K_{2}^{M}-K_{2}^{N} D_{M} D_{N} K_{1}^{M} \\
& =K_{1}^{N} R_{L N} K_{2}^{L}+K_{1}^{N} D_{N} D_{M} K_{2}^{M}-K_{2}^{N} R_{L N} K_{1}^{L}-K_{2}^{N} D_{N} D_{M} K_{1}^{M} \\
& =0,
\end{aligned}
$$

holds, the algebra
$\mathcal{A}$

$$
\begin{equation*}
:=\left\{V=\left(F\left(x^{M}\right)+t G\left(x^{M}\right)+\mathcal{O}\left(\rho^{2}\right), \rho\left(H\left(x^{M}\right)+t J\left(x^{M}\right)\right)+\mathcal{O}\left(\rho^{2}\right), K^{M}\left(x^{N}\right)+\mathcal{O}\left(\rho^{2}\right)\right) \mid D_{M} K^{M}=0\right\} \tag{4.3.46}
\end{equation*}
$$

is closed. Therefore, instead of $\mathcal{A}^{\prime}$, we hereafter adopt $\mathcal{A}$. Since Eqs. (4.1.5) and (4.2.23) are satisfied for $\mathcal{A}$, the charges are integrable and form a non-trivial algebra.

Step 4: Investigate the algebra of the charges for $\mathcal{A}$ via (4.1.5).
Let us investigate the algebra of charges for $\mathcal{A}$. For simplicity, in the following, we will analyze

$$
\left(\bar{g}_{\mu \nu}\right)=\left(\begin{array}{cccc}
-\kappa^{2} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{4}\right) & f_{t \theta} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & f_{t \phi} \rho^{2}+\mathcal{O}\left(\rho^{4}\right)  \tag{4.3.47}\\
\mathcal{O}\left(\rho^{4}\right) & 1+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{3}\right) \\
f_{t \theta} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{4}\right) & A+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{2}\right) \\
f_{t \phi} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{3}\right) & \mathcal{O}\left(\rho^{2}\right) & A \sin ^{2} \theta+\mathcal{O}\left(\rho^{2}\right)
\end{array}\right)
$$

as $\rho \rightarrow 0$ in the coordinate system $(t, \rho, \theta, \phi)(0 \leq \theta \leq \pi, 0 \leq \phi \leq 2 \pi)$ for $D=4$. In this case, the induced metric on the horizon is given by $\left.\mathrm{d} s^{2}\right|_{\partial \Sigma}=A\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right)$, where $A>0$ is a parameter describing the area of the horizon.

Functions characterizing an element in $\mathcal{A}$ in Eq. (4.3.46) can be expanded as follows:

$$
\begin{align*}
F(\theta, \phi) & =\sum_{l m} a_{l m} Y_{l m}(\theta, \phi), \quad G(\theta, \phi)=\sum_{l m} b_{l m} Y_{l m}(\theta, \phi),  \tag{4.3.48}\\
H(\theta, \phi) & =\sum_{l m} c_{l m} Y_{l m}(\theta, \phi), \quad J(\theta, \phi)=\sum_{l m} d_{l m} Y_{l m}(\theta, \phi),  \tag{4.3.49}\\
K^{A}(\theta, \phi) & =-\frac{1}{\sin \theta} \epsilon^{A B} \partial_{B} \Psi(\theta, \phi), \Psi(\theta, \phi)=\sum_{l m} e_{l m} Y_{l m}(\theta, \phi), \tag{4.3.50}
\end{align*}
$$

where

$$
\begin{equation*}
Y_{l m}(\theta, \phi)=(-1)^{m} \sqrt{\frac{(2 l+1)}{4 \pi} \frac{(l-m)!}{(l+m)!}} P_{l}^{m}(\cos \theta) e^{i m \phi} \tag{4.3.51}
\end{equation*}
$$

are the spherical harmonics, $P_{l}^{m}(\cos \theta)$ are the associated Legendre polynomials and

$$
\begin{align*}
\epsilon^{\theta \phi} & =-\epsilon^{\phi \theta}=1,  \tag{4.3.52}\\
\epsilon^{\theta \theta} & =\epsilon^{\phi \phi}=0 . \tag{4.3.53}
\end{align*}
$$

All the independent generators are listed as

$$
\begin{align*}
& J_{l m}^{(t, 0)}=Y_{l m} \partial_{t}  \tag{4.3.54a}\\
& J_{l m}^{(t, 1)}=t Y_{l m} \partial_{t}  \tag{4.3.54b}\\
& J_{l m}^{(\rho, 0)}=\rho Y_{l m} \partial_{\rho}  \tag{4.3.54c}\\
& J_{l m}^{(\rho, 1)}=t \rho Y_{l m} \partial_{\rho}  \tag{4.3.54d}\\
& J_{l m}^{(R)}=\frac{1}{\sin \theta}\left(\partial_{\theta} Y_{l m} \partial_{\phi}-\partial_{\phi} Y_{l m} \partial_{\theta}\right), \tag{4.3.54e}
\end{align*}
$$

where we have omitted $\mathcal{O}\left(\rho^{2}\right)$ in each component of the generators since it does not affect the algebraic structure nor the calculation on the constant term $K(\xi, \eta)$ in Eq. (4.2.1). Their commutators are calculated ${ }^{\dagger}$ as

$$
\begin{align*}
& {\left[J_{l m}^{(t, 0)}, J_{l^{\prime} m^{\prime}}^{(t, 0)}\right]=0, \quad\left[J_{l m}^{(t, 0)}, J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]=\sum G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(t, 0)},}  \tag{4.3.55a}\\
& {\left[J_{l m}^{(t, 0)}, J_{l^{\prime} m^{\prime}}^{(\rho, 0)}\right]=0, \quad\left[J_{l m}^{(t, 0)}, J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]=\sum G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 0)},}  \tag{4.3.55b}\\
& {\left[J_{l m}^{(t, 0)}, J_{l^{\prime} m^{\prime}}^{(R)}\right]=-\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(t, 0)},}  \tag{4.3.55c}\\
& {\left[J_{l m}^{(t, 1)}, J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]=0, \quad\left[J_{l m}^{(t, 1)}, J_{l^{\prime} m^{\prime}}^{(\rho, 0)}\right]=0,}  \tag{4.3.55d}\\
& {\left[J_{l m}^{(t, 1)}, J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]=\sum G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)},}  \tag{4.3.55e}\\
& {\left[J_{l m}^{(t, 1)}, J_{l^{\prime} m^{\prime}}^{(R)}\right]=-\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(t, 1)},}  \tag{4.3.55f}\\
& {\left[J_{l m}^{(\rho, 0)}, J_{l^{\prime} m^{\prime}}^{(\rho, 0)}\right]=0, \quad\left[J_{l m}^{(\rho, 0)}, J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]=0,}  \tag{4.3.55~g}\\
& {\left[J_{l m}^{(\rho, 0)}, J_{l^{\prime} m^{\prime}}^{(R)}\right]=-\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 0)},}  \tag{4.3.55h}\\
& {\left[J_{l m}^{(\rho, 1)}, J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]=0,}  \tag{4.3.55i}\\
& {\left[J_{l m}^{(\rho, 1)}, J_{l^{\prime} m^{\prime}}^{(R)}\right]=-\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime}{ }^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)},}  \tag{4.3.55j}\\
& {\left[J_{l m}^{(R)}, J_{l^{\prime} m^{\prime}}^{(R)}\right]=\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(R)},} \tag{4.3.55k}
\end{align*}
$$

where the structure constants $G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}$ and $C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}$ satisfy the following relations

$$
\begin{align*}
& Y_{l m} Y_{l^{\prime} m^{\prime}}=\sum_{l^{\prime \prime} m^{\prime \prime}} G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} Y_{l^{\prime \prime} m^{\prime \prime}}, \quad G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}=G_{l^{\prime} m^{\prime} l m}^{l^{\prime \prime} m^{\prime \prime}},  \tag{4.3.56}\\
& \frac{1}{\sin \theta}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\partial_{\phi} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right)=\sum_{l^{\prime \prime} m^{\prime \prime}} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} Y_{l^{\prime \prime} m^{\prime \prime}}, \quad C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}=-C_{l^{\prime} m^{\prime} l m}^{l^{\prime \prime} m^{\prime \prime}} . \tag{4.3.57}
\end{align*}
$$

From Eq.(4.3.36), we find that there are two non-vanishing Poisson brackets evaluated at the background metric. One of them is

$$
\begin{equation*}
\left.\left\{H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]\right\}\right|_{\bar{g}}=\frac{A}{8 \pi G \kappa} \sum_{l^{\prime \prime} m^{\prime \prime}} G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \int_{0}^{2 \pi} \int_{0}^{\pi} Y_{l^{\prime \prime} m^{\prime \prime}} \sin \theta \mathrm{d} \theta \mathrm{~d} \phi \tag{4.3.58}
\end{equation*}
$$

[^3]while the other is
\[

$$
\begin{equation*}
\left.\left\{H\left[J_{l m}^{(R)}\right], H\left[J_{\left.l^{\prime} m^{\prime}\right]}^{(R)}\right]\right\}\right|_{\bar{g}}=\frac{A}{8 \pi G \kappa} \sum_{l^{\prime \prime} m^{\prime \prime}} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \int_{0}^{2 \pi} \int_{0}^{\pi} 2 \partial_{\phi} f_{t \theta} Y_{l^{\prime \prime} m^{\prime \prime}} \mathrm{d} \theta \mathrm{~d} \phi . \tag{4.3.59}
\end{equation*}
$$

\]

By using these formulas, let us investigate whether the algebra of the charges is a central extension of the algebra of the vector fields. For the latter Poisson bracket in Eq.(4.3.59), shifting the charge by a constant as

$$
\begin{equation*}
H^{\prime}\left[J_{l m}^{(R)}\right]:=H\left[J_{l m}^{(R)}\right]+\frac{A}{8 \pi G \kappa} \int_{0}^{2 \pi} \int_{0}^{\pi} 2 \partial_{\phi} f_{t \theta} Y_{l m} \mathrm{~d} \theta \mathrm{~d} \phi \tag{4.3.60}
\end{equation*}
$$

Eq.(4.3.59) can be rewritten as

$$
\begin{equation*}
\left\{H^{\prime}\left[J_{l m}^{(R)}\right], H^{\prime}\left[J_{l^{\prime} m^{\prime}}^{(R)}\right]\right\}=\sum_{l^{\prime \prime} m^{\prime \prime}} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} H^{\prime}\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(R)}\right] . \tag{4.3.61}
\end{equation*}
$$

This redefinition of the charge does not affect other Poisson brackets. On the other hand, for the former one in Eq. (4.3.58), we may redefine

$$
\begin{equation*}
H^{\prime}\left[J_{l m}^{(\rho, 1)}\right]:=H\left[J_{l m}^{(\rho, 1)}\right]+\frac{A}{8 \pi G \kappa} \int_{0}^{2 \pi} \int_{0}^{\pi} Y_{l m} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi \tag{4.3.62}
\end{equation*}
$$

so that Eq. (4.3.58) is recast into

$$
\begin{equation*}
\left\{H\left[J_{l m}^{(t, 1)}\right], H^{\prime}\left[J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]\right\}=\sum_{l^{\prime \prime} m^{\prime \prime}} G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} H^{\prime}\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right] . \tag{4.3.63}
\end{equation*}
$$

However, since $\left.\left\{H\left[J_{l m}^{(\rho, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(R)}\right]\right\}\right|_{\bar{g}}=0$, this redefinition affects another Poisson bracket in such a way that

$$
\begin{align*}
\left\{H^{\prime}\left[J_{l m}^{(\rho, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(R)}\right]\right\} & =-\sum_{l^{\prime \prime} m^{\prime \prime}} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right] \\
& =-\sum_{l^{\prime \prime} m^{\prime \prime}} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}\left(H^{\prime}\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right]-\frac{A}{8 \pi G \kappa} \int_{0}^{2 \pi} \int_{0}^{\pi} Y_{l^{\prime \prime} m^{\prime \prime}} \sin \theta \mathrm{d} \theta \mathrm{~d} \phi\right) \tag{4.3.64}
\end{align*}
$$

holds. Thus, these constants cannot be absorbed into the generators by redefinition. They are calculated as

$$
\begin{align*}
K_{l m l^{\prime} m^{\prime}}:=\left.\left\{H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]\right\}\right|_{\bar{g}} & =\frac{A}{8 \pi G \kappa} \int_{0}^{2 \pi} \int_{0}^{\pi} \sin \theta Y_{l m} Y_{l^{\prime} m^{\prime}} \mathrm{d} \theta \mathrm{~d} \phi \\
& =\frac{A}{8 \pi G \kappa}(-1)^{m} \int_{0}^{2 \pi} \int_{0}^{\pi} \sin \theta Y_{l m} Y_{l^{\prime}\left(-m^{\prime}\right)}^{*} \mathrm{~d} \theta \mathrm{~d} \phi \\
& =\frac{A}{8 \pi G \kappa}(-1)^{m} \delta_{l l^{\prime}} \delta_{m\left(-m^{\prime}\right)} . \tag{4.3.65}
\end{align*}
$$

Summarizing the above arguments, we finally get the following charge algebra:

$$
\begin{equation*}
\left\{H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]\right\}=\sum_{l^{\prime \prime} m^{\prime \prime}} G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right]+\frac{A}{8 \pi G \kappa}(-1)^{m} \delta_{l l^{\prime}} \delta_{m\left(-m^{\prime}\right)} \tag{4.3.66}
\end{equation*}
$$

others are isomorphic to $\mathcal{A}$ in Eqs. (4.3.55a)-(4.3.55k) except for (4.3.55e).

Note that since we calculate

$$
\begin{align*}
\left\{\left\{H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]\right\}, H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right]\right\} & =H\left[\left[J_{l m}^{(t, 1)}, J_{l^{\prime} m^{\prime}}^{(t, 1)}\right], J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right](=0)  \tag{4.3.68}\\
\left\{\left\{H\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}\right], H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], H\left[J_{l m}^{(t, 1)}\right]\right\}\right\} & =H\left[\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}, J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], J_{l m}^{(t, 1)}\right]-\frac{A}{8 \pi G \kappa} \sum_{p q} G_{l^{\prime} m^{\prime} l^{\prime \prime} m^{\prime \prime}}^{p q} \int_{0}^{2 \pi} \int_{0}^{\pi} \sin \theta Y_{p q} Y_{l m} \mathrm{~d} \theta \mathrm{~d} \phi \\
& =H\left[\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}, J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], J_{l m}^{(t, 1)}\right]-\frac{A}{8 \pi G \kappa} \int_{0}^{2 \pi} \int_{0}^{\pi} \sin \theta Y_{l^{\prime} m^{\prime}} Y_{l^{\prime \prime} m^{\prime \prime}} Y_{l m} \mathrm{~d} \theta \mathrm{~d} \phi  \tag{4.3.69}\\
\left\{\left\{H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]\right\}\right\} & =H\left[\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}, J_{l m}^{(t, 1)}\right], J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]+\frac{A}{8 \pi G \kappa} \sum_{p q} G_{l^{\prime \prime} m^{\prime \prime} l m}^{p q} \int_{0}^{2 \pi} \int_{0}^{\pi} \sin \theta Y_{p q} Y_{l^{\prime} m^{\prime}} \mathrm{d} \theta \mathrm{~d} \phi \\
& =H\left[\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}, J_{l m}^{(t, 1)}\right], J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]+\frac{A}{8 \pi G \kappa} \int_{0}^{2 \pi} \int_{0}^{\pi} \sin \theta Y_{l^{\prime \prime} m^{\prime \prime}} Y_{l m} Y_{l^{\prime} m^{\prime}} \mathrm{d} \theta \mathrm{~d} \phi \tag{4.3.70}
\end{align*}
$$

we have

$$
\begin{align*}
& \left\{\left\{H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]\right\}, H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right]\right\}+\left\{\left\{H\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}\right], H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], H\left[J_{l m}^{(t, 1)}\right]\right\}\right\}+\left\{\left\{H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}\right]\right\}\right\} \\
& =H\left[\left[J_{l m}^{(t, 1)}, J_{l^{\prime} m^{\prime}}^{(t, 1)}\right], J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right]+H\left[\left[J_{l^{\prime} m^{\prime}}^{(t, 1)}, J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], J_{l m}^{(t, 1)}\right]+H\left[\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}, J_{l m}^{(t, 1)}\right], J_{l^{\prime} m^{\prime}}^{(t, 1)}\right] \\
& =H[0]=0 \tag{4.3.71}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\left\{\left\{H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]\right\}, H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right]\right\}+\left\{\left\{H\left[J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right], H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], H\left[J_{l m}^{(t, 1)}\right]\right\}\right\}+\left\{\left\{H\left[J_{l^{\prime \prime} m^{\prime \prime}}^{(\rho, 1)}\right], H\left[J_{l m}^{(t, 1)}\right], H\left[J_{l^{\prime} m^{\prime}}^{(\rho, 1)}\right]\right\}\right\}=0 \tag{4.3.72}
\end{equation*}
$$

Thus, we can confirm that the Jacobi identity holds. Since $A \neq 0$, the algebra of the charges is a central extension of $\mathcal{A}$. Equations (4.3.66) and (4.3.67) are the main results in this subsection.

### 4.4 Summary of chapter

In this chapter, we suggest a Lie algebra-based approach to investigate asymptotic symmetries replacing the conventional approach. This approach was first introduced in Ref. [41] and then modified in Ref. [42]. The key ingredient of a modified Lie algebra-based approach is making use of Eqs. (4.1.5) and (4.2.23) to find the algebra $\mathcal{A}$ of vector fields that generates transformations of asymptotic symmetries with nongauge and integrable charges. As we have seen in Sec. 4.2.1, Eq. (4.2.23) provides a sufficient condition for the charges to be integrable, which can be checked at the background metric. This saves the efforts of calculating all the diffeomorphisms generated by $\mathcal{A}$ required in checking the integrability. As is mentioned in Sec. 4.2.1, the Poisson brackets of the charges can be calculated at the background metric and hence the algebra of the charges can be fully identified without calculating the diffeomorphisms generated by $\mathcal{A}$ explicitly.

In Sec. 4.3, as a demonstration of the modified Lie algebra-based approach, we have investigated asymptotic symmetries on Rindler horizons and that of spacetimes with the Killing horizon with metrics in Eq. (4.3.33). In both cases, we found that a new class of asymptotic symmetries, which we call superdilatation. In the former case, we explicitly calculated the charges of the superdilatation Eqs. (4.3.31) and (4.3.32). In the latter case, we showed that algebra of supertranslations, superrotations and superdilatations in Eq. (4.3.46) yields a non-trivial algebra of integrable charges. It is proven that for the algebra in Eq. (4.3.46), we have to eliminate rotationless part of superrotations to obtain integrable charges. As a particular example, for $(1+3)$-dimensional spacetime with metrics in Eq.(4.3.47), we explicitly calculated the algebra of charges, which is shown to be a central extension of the algebra of the vector fields.

It should be emphasized that our approach can be applied to any spacetime as long as we consider diffeomorphisms which do not shift the boundary on which charges are defined. Of course, it should be
noted that there may be asymptotic symmetries which cannot be found in our approach since Eqs. (4.1.5) and (4.2.23) are sufficient conditions for the charges to be integrable and form a non-trivial algebra. Nevertheless, we expect that our approach proposed here is helpful to find new asymptotic symmetries as we have demonstrated the example in Sec. 4.3.2.

## Chapter 5

## Conclusion and Outlook

In this Ph.D thesis, we propose a useful approach to construct integrable and non-gauge charges in general spacetime shown in Chapter 4. Our approach may significantly reduce the effort involved in finding proper asymptotic conditions by trials and errors in the conventional approach.

Our approach has two key ingredients. One of them is to use Eq. (4.1.5) to find an algebra of symmetries with a non-vanishing Poisson bracket at the background metric $\bar{g}_{\mu \nu}$. The metrics connected to the background metric through a diffeomorphism generated by the Lie algebra $\mathcal{A}$ satisfying Eq. (4.1.5) can be physically distinguished from each other since the Poisson brackets do not vanish. In our analysis, we have investigated a set of metrics which are connected to a fixed background metric by diffeomorphisms generated by a Lie algebra of vector fields. Since all the metrics are diffeomorphic to the background metric, it is possible to investigate the properties of the asymptotic symmetries of the background spacetime. The set in our approach is different from that in the conventional approach, where the set of metrics are defined by their asymptotic behaviors. The other key ingredient of our approach is making use of Eqs. (4.2.23) to check the integrability. As we have seen in Sec. 4.2.1, Eq. (4.2.23) provides a sufficient condition for the charges to be integrable, which can be checked at the background metric. This saves the efforts of calculating all the diffeomorphisms generated by $\mathcal{A}$. In addition, the Poisson brackets of the charges can be calculated at the background metric and hence the algebra of the charges can be fully identified without calculating the diffeomorphisms generated by $\mathcal{A}$ explicitly. Our approach contains two cases depending on the purpose. One of them is used to obtain the charges themselves, and is shown in Fig. 4.4. The other one is used to get only the algebra of charges, and is shown in Fig. 4.5. In particular, in the latter case, we can carry out all the steps only for a background metric.

As a demonstration of our approach, we have investigated asymptotic symmetries on a Rindler horizon and that of spacetimes with the Killing horizon with metrics given in Eq. (4.3.33). In both cases, we found a new asymptotic symmetry, which we term superdilatation. In the former case, we got the expression of charges explicitly. In the latter case, we obtained the algebra of charges and found that it is a central extension of vector fields algebra $\mathcal{A}$. We expect that our approach will be helpful to investigate other important spacetimes with non-Killing horizon. Although our approach can be applied to any spacetime as long as we consider diffeomorphisms which do not shift the boundary on which charges are defined, there may be asymptotic symmetries which cannot be found in our approach since Eqs. (4.1.5) and (4.2.23) are sufficient conditions for the charges to be integrable and form a non-trivial algebra. Therefore we will explore the possibility of extending our approach to identify all the asymptotic symmetries as the future work. One possibility is to derive a condition under which Eq. (4.1.3) holds at a particular metric $g_{\mu \nu}$ but not at the background metric $\bar{g}_{\mu \nu}$. In our approach, we have started with two vector fields satisfying Eq. (4.1.5) and constructed a minimal Lie algebra $\mathcal{A}$ spanned by the vector fields and their commutators. To proceed the classification of the symmetry in general relativity, it will be quite interesting to investigate how the charge algebra changes by adding other elements to $\mathcal{A}$.

As we have introduced in Chapter 1, in order to get the BH entropy, we must identify the number of microstates generated by asymptotic symmetries on a horizon. The representation of the algebra of charges is required to construct the Hilbert space of the corresponding quantum system. As we have seen in Eqs. (4.3.66) and (4.3.67), in general, the algebra of charges is an infinite dimensional Lie algebra.

Thus we need the representation theory of an infinite dimensional Lie algebra, which is more difficult to treat than finite dimensional one. To the author's knowledge, this task has been done for only a few cases, e.g. Virasoro like asymptotic symmetries. We hope that mathematicians and physicists will tackle this problem together.
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## Appendix A

## Frobenius theorem

In this appendix, we introduce the Frobenius theorem without proof. See Ref. [62] for the proof. The Frobenius theorem shows that when there exist vector fields on manifold $\mathcal{M}$ that form the Lie algebra, we can foliate $\mathcal{M}$ by hyper surfaces.

First several definitions are introduced.
Definition 1. For the subspace $\mathcal{D}_{p} \subset T_{p} M$ such that

$$
\begin{equation*}
\exists \omega^{1}, \cdots, \omega^{D-r} \in \Omega^{1}(M) \quad \mathcal{D}_{p}:=\left\{X \in T_{p} M \mid \omega_{p}^{1}(X)=\cdots=\omega_{p}^{D-r}(X)=0\right\} \tag{A.0.1}
\end{equation*}
$$

the assignment $\mathcal{D}: p \rightarrow \mathcal{D}_{p}$ is called an $r$-dimensional differential system.
Definition 2. A submanifold $N \subset M$ is called an integral manifold of $\mathcal{D}$ if

$$
\begin{equation*}
T_{p} N=\mathcal{D}_{p} \quad \forall p \in N \tag{A.0.2}
\end{equation*}
$$

Definition 3. If for every point $p \in M$ and neighborhood $U$ of $p$ there exist functions $f^{i} \in C^{\infty}(U)$ such that $\omega^{i}=d f^{i}(i=1, \cdots, D-r), \mathcal{D}$ is called completely integrable.

When $\mathcal{D}$ is completely integrable, we can define a submanifold $N \subset M$ which is also an integral manifold of $\mathcal{D}$ as follows:

$$
\begin{equation*}
N=\left\{x \in U \mid f_{i}(x)=f_{i}(q)(i=1, \cdots, D-r) \forall q \in U\right\} \tag{A.0.3}
\end{equation*}
$$

Equivalently, $N$ is the $r$-dimensional hypersurface foliation in $M$ characterized by $f^{i}=$ const. $(i=$ $1, \cdots, D-r)$.

Next, the following lemma holds.
Lemma 1. When $\mathcal{D}$ is an assignment of $p \in M$ to an r-dimensional subspace $\mathcal{D}_{p} \subset T_{p} M, \mathcal{D}$ is an $r$-dimensional differential system if and only if

$$
\begin{aligned}
& \forall p \in M, \exists U: \text { neighborhood of } p, \exists X^{1}, \cdots, X^{r}: \text { vector fields on } U \text { such that } \\
& \left\{X_{q}^{1}, \cdots, X_{q}^{r}\right\} \text { is a basis of } \mathcal{D}_{q} \quad \forall q \in U .
\end{aligned}
$$

We refer to $\left\{X^{1}, \cdots, X^{r}\right\}$ as a local basis of $\mathcal{D}$ on $U$.
Finally, the Frobenius theorem is
Theorem 5 (Frobenius). When $\mathcal{D}$ is an $r$-dimensional differential system of a $D$-dimensional manifold $M, \mathcal{D}$ is completely integrable if and only if for a local basis $\left\{X_{1}, \cdots, X_{r}\right\}$ of $\mathcal{D}$ on some open set $V \subset M$, there exist $c_{i j}{ }^{k} \in C^{\infty}(V)$ such that

$$
\begin{equation*}
\left[X_{i}, X_{j}\right]=c_{i j}^{k} X_{k} \tag{A.0.4}
\end{equation*}
$$

## Appendix B

## The detailed derivation of Eq. (3.1.11)

The pre-symplectic potential density is

$$
\begin{equation*}
\theta^{\nu}[g, \delta g]=\frac{\sqrt{-g}}{8 \pi G} g^{\nu \rho} g^{\alpha \sigma} \nabla_{[\alpha} \delta g_{\rho] \sigma} \tag{B.0.1}
\end{equation*}
$$

Defining

$$
\begin{equation*}
k_{\mu \nu}:=\delta_{1} g_{\mu \nu}, h_{\mu \nu}:=\delta_{2} g_{\mu \nu}, f_{\mu \nu}:=\delta_{1} \delta_{2} g_{\mu \nu}=\delta_{2} \delta_{1} g_{\mu \nu} \tag{B.0.2}
\end{equation*}
$$

the variation $\delta_{1} \theta^{\nu}$ consists of

$$
\begin{align*}
\delta_{1} \sqrt{-g} g^{\nu \rho} g^{\alpha \sigma} \nabla_{[\alpha} h_{\rho] \sigma} & =\frac{1}{2} \sqrt{-g} g^{\beta \gamma} g^{\nu \rho} g^{\alpha \sigma} k_{\beta \gamma} \nabla_{[\alpha} h_{\rho] \sigma}  \tag{B.0.3}\\
\sqrt{-g}\left(\delta_{1} g^{\nu \rho}\right) g^{\alpha \sigma} \nabla_{[\alpha} h_{\rho] \sigma} & =-\sqrt{-g} g^{\nu \beta} g^{\rho \gamma} g^{\alpha \sigma} k_{\beta \gamma} \nabla_{[\alpha} h_{\rho] \sigma}  \tag{B.0.4}\\
\sqrt{-g} g^{\nu \rho}\left(\delta_{1} g^{\alpha \sigma}\right) \nabla_{[\alpha} h_{\rho] \sigma} & =-\sqrt{-g} g^{\nu \rho} g^{\alpha \beta} g^{\sigma \gamma} k_{\beta \gamma} \nabla_{[\alpha} h_{\rho] \sigma}  \tag{B.0.5}\\
\sqrt{-g} g^{\nu \rho} g^{\alpha \sigma} \delta_{1}\left(\nabla_{[\alpha} h_{\rho] \sigma}\right) & =\sqrt{-g} g^{\nu \rho} g^{\alpha \sigma}\left(\nabla_{[\alpha} f_{\rho] \sigma}-\delta_{1} \Gamma_{[\alpha|\sigma|}^{\beta} h_{\rho] \beta}\right) \tag{B.0.6}
\end{align*}
$$

where

$$
\begin{equation*}
\delta_{1} \Gamma_{\alpha \sigma}^{\beta}=\frac{1}{2} g^{\beta \gamma}\left(\nabla_{\alpha} k_{\gamma \sigma}+\nabla_{\sigma} k_{\alpha \gamma}-\nabla_{\gamma} k_{\alpha \sigma}\right) . \tag{B.0.7}
\end{equation*}
$$

Thus we get

$$
\begin{array}{r}
\delta_{1} \theta^{\nu}\left[g, \delta_{2} g\right]=\frac{\sqrt{-g}}{8 \pi G}\left(\frac{1}{2} g^{\beta \gamma} g^{\nu[\rho} g^{\alpha] \sigma}-g^{\nu \beta} g^{\gamma[\rho} g^{\alpha] \sigma}-g^{\nu[\rho} g^{\alpha] \beta} g^{\sigma \gamma}\right) k_{\beta \gamma} \nabla_{\alpha} h_{\rho \sigma} \\
+\frac{\sqrt{-g}}{8 \pi G} g^{\nu[\rho} g^{\alpha] \sigma}\left(\nabla_{\alpha} f_{\rho \sigma}-\delta_{1} \Gamma_{\alpha \sigma}^{\beta} h_{\rho \beta}\right) \tag{B.0.8}
\end{array}
$$

and

$$
\begin{array}{r}
\delta_{2} \theta^{\nu}\left[g, \delta_{1} g\right]=\frac{\sqrt{-g}}{8 \pi G}\left(\frac{1}{2} g^{\beta \gamma} g^{\nu[\rho} g^{\alpha] \sigma}-g^{\nu \beta} g^{\gamma[\rho} g^{\alpha] \sigma}-g^{\nu[\rho} g^{\alpha] \beta} g^{\sigma \gamma}\right) h_{\beta \gamma} \nabla_{\alpha} k_{\rho \sigma} \\
+\frac{\sqrt{-g}}{8 \pi G} g^{\nu[\rho} g^{\alpha] \sigma}\left(\nabla_{\alpha} f_{\rho \sigma}-\delta_{2} \Gamma_{\alpha \sigma}^{\beta} k_{\rho \beta}\right) . \tag{B.0.9}
\end{array}
$$

The pre-symplectic current density $\omega^{\mu}$ is calculated as

$$
\begin{align*}
\omega^{\mu}\left[g, \delta_{1} g, \delta_{2} g\right] & :=\delta_{1} \theta^{\mu}\left[g, \delta_{2} g\right]-\delta_{2} \theta^{\mu}\left[g, \delta_{1} g\right] \\
& =\frac{\sqrt{-g}}{8 \pi G}\left(\frac{1}{2} g^{\beta \gamma} g^{\mu[\rho} g^{\alpha] \sigma}-g^{\mu \beta} g^{\gamma[\rho} g^{\alpha] \sigma}-g^{\mu[\rho} g^{\alpha] \beta} g^{\sigma \gamma}\right. \\
& \left.+\frac{1}{2} g^{\mu[\beta} g^{\alpha] \sigma} g^{\gamma \rho}+\frac{1}{2} g^{\mu[\beta} g^{\rho] \alpha} g^{\gamma \sigma}-\frac{1}{2} g^{\mu[\beta} g^{\rho] \sigma} g^{\gamma \alpha}\right)\left(k_{\beta \gamma} \nabla_{\alpha} h_{\rho \sigma}-h_{\beta \gamma} \nabla_{\alpha} k_{\rho \sigma}\right) \\
& =\frac{\sqrt{-g}}{16 \pi G} P^{\mu \alpha \beta \gamma \rho \sigma} \delta_{[1} g_{\rho \sigma} \nabla_{\gamma} \delta_{2]} g_{\alpha \beta} . \tag{B.0.10}
\end{align*}
$$

where

$$
\begin{equation*}
P^{\mu \alpha \beta \gamma \rho \sigma}:=g^{\mu \alpha}\left(g^{\rho \sigma} g^{\beta \gamma}-2 g^{\rho \beta} g^{\sigma \gamma}\right)+2 g^{\mu \gamma} g^{\rho[\alpha} g^{\sigma] \beta}+g^{\mu \rho} g^{\alpha \beta} g^{\sigma \gamma} . \tag{B.0.11}
\end{equation*}
$$

## Appendix C

## The detailed derivation of Eq. (4.1.4)

The left hand side of the (4.1.3) is

$$
\begin{array}{r}
\int_{\partial \Sigma}\left(\mathrm{d}^{d-2} x\right)_{\mu \nu} S^{\mu \nu}\left(g, £_{\eta} g, £_{\xi} g\right)=\frac{\boldsymbol{\epsilon}_{\mu \nu}}{8 \pi G}\left(-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}+\nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}+\nabla^{\mu} \eta^{\alpha} \nabla_{\alpha} \xi^{\nu}-\xi^{\alpha} \nabla^{\mu} \nabla^{\nu} \eta_{\alpha}-\xi^{\alpha} \nabla^{\mu} \nabla_{\alpha} \eta^{\nu}\right. \\
\left.-\xi^{\mu} \nabla_{\alpha} \nabla^{\nu} \eta^{\alpha}+\xi^{\mu} \nabla^{2} \eta^{\nu}+2 \xi^{\mu} g^{\nu \beta} R_{\alpha \beta} \eta^{\alpha}\right) \tag{C.0.1}
\end{array}
$$

Each term can be calculated as

$$
\begin{align*}
\boldsymbol{\epsilon}_{\mu \nu}\left(\nabla^{\mu} \eta^{\alpha} \nabla_{\alpha} \xi^{\nu}-\xi^{\mu} \nabla_{\alpha} \nabla^{\nu} \eta^{\alpha}\right) & =\boldsymbol{\epsilon}_{\mu \nu}\left(\nabla^{\mu} \eta^{\alpha} \nabla_{\alpha} \xi^{\nu}+\nabla_{\alpha} \xi^{\mu} \nabla^{\nu} \eta^{\alpha}-\nabla_{\alpha}\left(\xi^{\mu} \nabla^{\nu} \eta^{\alpha}\right)\right) \\
& =-\boldsymbol{\epsilon}_{\mu \nu} \nabla_{\alpha}\left(\xi^{\mu} \nabla^{\nu} \eta^{\alpha}\right)  \tag{C.0.2}\\
\boldsymbol{\epsilon}_{\mu \nu}\left(\nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}+\xi^{\mu} \nabla_{\alpha} \nabla^{\alpha} \eta^{\nu}\right) & =\boldsymbol{\epsilon}_{\mu \nu}\left(\nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}+\nabla_{\alpha}\left(\xi^{\mu} \nabla^{\alpha} \eta^{\nu}\right)-\nabla_{\alpha} \xi^{\mu} \nabla^{\alpha} \eta^{\nu}\right) \\
& =\boldsymbol{\epsilon}_{\mu \nu}\left(2 \nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}+\nabla_{\alpha}\left(\xi^{\mu} \nabla^{\alpha} \eta^{\nu}\right)\right)  \tag{C.0.3}\\
\boldsymbol{\epsilon}_{\mu \nu}\left(-\xi^{\alpha} \nabla^{\mu} \nabla^{\nu} \eta_{\alpha}\right) & =\boldsymbol{\epsilon}_{\mu \nu}\left(-\xi^{\alpha} \nabla^{\nu} \nabla^{\mu} \eta_{\alpha}+\xi^{\alpha} g^{\mu \rho} g^{\nu \sigma} R^{\beta}{ }_{\alpha \rho \sigma} \eta_{\beta}\right) \\
& =\boldsymbol{\epsilon}_{\mu \nu} \xi^{\alpha}\left(\nabla^{\mu} \nabla^{\nu} \eta_{\alpha}+g^{\mu \rho} g^{\nu \sigma} R_{\alpha \rho \sigma}^{\beta} \eta_{\beta}\right) \\
\therefore \boldsymbol{\epsilon}_{\mu \nu}\left(-\xi^{\alpha} \nabla^{\mu} \nabla^{\nu} \eta_{\alpha}\right) & =\frac{1}{2} \boldsymbol{\epsilon}_{\mu \nu} \xi^{\alpha} g^{\mu \rho} g^{\nu \sigma} R^{\beta}{ }_{\alpha \rho \sigma} \eta_{\beta}  \tag{C.0.4}\\
\boldsymbol{\epsilon}_{\mu \nu}\left(-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}-\xi^{\alpha} \nabla^{\mu} \nabla_{\alpha} \eta^{\nu}\right) & =\boldsymbol{\epsilon}_{\mu \nu}\left(-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}-\xi^{\alpha} \nabla_{\alpha} \nabla^{\mu} \eta^{\nu}+\xi^{\alpha} g^{\mu \rho} g^{\nu \sigma} R_{\sigma \rho \alpha}^{\beta} \eta_{\beta}\right) \\
& =\boldsymbol{\epsilon}_{\mu \nu}\left(-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}-\nabla_{\alpha}\left(\xi^{\alpha} \nabla^{\mu} \eta^{\nu}\right)+\nabla_{\alpha} \xi^{\alpha} \nabla^{\mu} \eta^{\nu}+\xi^{\alpha} g^{\mu \rho} g^{\nu \sigma} R_{\sigma \rho \alpha}^{\beta} \eta_{\beta}\right) . \tag{C.0.5}
\end{align*}
$$

Then $\xi \leftrightarrow \eta$ antisymmetric terms are

$$
\begin{align*}
(\text { antisymmetric terms }) & =\boldsymbol{\epsilon}_{\mu \nu}\left(2 \nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}+\nabla_{\alpha} \xi^{\alpha} \nabla^{\mu} \eta^{\nu}\right) \\
& +\left(\frac{1}{2} R_{\beta \alpha \rho \sigma}+R_{\beta \sigma \rho \alpha}\right) \xi^{\alpha} \eta^{\beta} \boldsymbol{\epsilon}^{\rho \sigma}+2 \boldsymbol{\epsilon}_{[\alpha}{ }^{\mu} \xi^{\alpha} \eta^{\beta} R_{\beta] \mu} \tag{C.0.6}
\end{align*}
$$

The fourth term is simplified to

$$
\begin{align*}
\left(\frac{1}{2} R_{\beta \alpha \rho \sigma}+R_{\beta \sigma \rho \alpha}\right) \epsilon^{\rho \sigma} & =\left(\frac{1}{2} R_{\beta \alpha \rho \sigma}-R_{\beta \rho \sigma \alpha}\right) \epsilon^{\rho \sigma} \\
& =\frac{1}{2} \epsilon^{\rho \sigma}\left(R_{\beta \alpha \rho \sigma}-R_{\beta \rho \sigma \alpha}+R_{\beta \alpha \rho \sigma}+R_{\beta \sigma \alpha \rho}\right) \\
& =\epsilon^{\rho \sigma} R_{\beta \alpha \rho \sigma} \\
& =-\epsilon^{\rho \sigma} R_{\alpha \beta \rho \sigma} \tag{C.0.7}
\end{align*}
$$

On the other hand, the surface terms are

$$
\begin{equation*}
(\text { surface temrs })=\epsilon_{\mu \nu} \nabla_{\alpha}\left(-\xi^{\mu} \nabla^{\nu} \eta^{\alpha}+\xi^{\mu} \nabla^{\alpha} \eta^{\nu}-\xi^{\alpha} \nabla^{\mu} \eta^{\nu}\right) \tag{C.0.8}
\end{equation*}
$$

Then the non-trivial condition is

$$
\begin{equation*}
\frac{1}{8 \pi G} \int_{\partial \Sigma}\left(\boldsymbol{S}_{\eta, \xi}+\boldsymbol{S}_{\xi, \eta}^{R}+\boldsymbol{S}_{\eta, \xi}^{s y m}\right)+\frac{1}{8 \pi G} \int_{\partial \partial \Sigma} \boldsymbol{S}_{\xi, \eta}^{B} \neq 0 \tag{C.0.9}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{S}_{\eta, \xi} & =\left(2 \nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}+\nabla_{\alpha} \xi^{\alpha} \nabla^{\mu} \eta^{\nu}\right) \boldsymbol{\epsilon}_{\mu \nu},  \tag{C.0.10}\\
\boldsymbol{S}_{\xi, \eta}^{R} & =\xi^{\alpha} \eta^{\beta}\left(-C_{\alpha \beta \mu \nu} \boldsymbol{\epsilon}^{\mu \nu}+\frac{2(D-4)}{D-2} \boldsymbol{\epsilon}_{[\alpha}^{\mu} R_{\beta] \mu}+\frac{2}{(D-1)(D-2)} R \boldsymbol{\epsilon}_{\alpha \beta}\right),  \tag{C.0.11}\\
\boldsymbol{S}_{\eta, \xi}^{s y m} & =2 \boldsymbol{\epsilon}_{(\alpha}{ }^{\mu} \xi^{\alpha} \eta^{\beta} R_{\beta) \mu},  \tag{C.0.12}\\
\boldsymbol{S}_{\xi, \eta}^{B} & =\boldsymbol{\epsilon}_{\mu \nu \alpha}\left(-\xi^{\mu} \nabla^{\nu} \eta^{\alpha}+\xi^{\mu} \nabla^{\alpha} \eta^{\nu}-\xi^{\alpha} \nabla^{\mu} \eta^{\nu}\right), \tag{C.0.13}
\end{align*}
$$

and we have used Riemann tensor decomposition

$$
\begin{equation*}
R_{\alpha \beta \mu \nu}=C_{\alpha \beta \mu \nu}+\frac{2}{D-2}\left(g_{\alpha[\mu} R_{\nu] \beta}-g_{\beta[\mu} R_{\nu] \alpha}\right)-\frac{2}{(D-1)(D-2)} R g_{\alpha[\mu} g_{\nu] \beta} . \tag{C.0.14}
\end{equation*}
$$

Using Einstein equation

$$
\begin{equation*}
R_{\alpha \beta}=\left(\frac{1}{2} R-\Lambda\right) g_{\alpha \beta} \tag{C.0.15}
\end{equation*}
$$

the relation

$$
\begin{equation*}
(D-2) R=2 D \Lambda \tag{C.0.16}
\end{equation*}
$$

holds. We get

$$
\begin{align*}
\boldsymbol{S}_{\eta, \xi}^{s y m} & =0  \tag{C.0.17}\\
\boldsymbol{S}_{\eta, \xi}^{R} & =\left(-C_{\alpha \beta \rho \sigma} \boldsymbol{\epsilon}^{\rho \sigma}+\frac{D-4}{D-2}(R-2 \Lambda) \boldsymbol{\epsilon}_{\alpha \beta}+\frac{2 R}{(D-1)(D-2)} \boldsymbol{\epsilon}_{\alpha \beta}\right) \xi^{\alpha} \eta^{\beta} \\
& =\left(-C_{\alpha \beta \rho \sigma} \boldsymbol{\epsilon}^{\rho \sigma}+\frac{4 \Lambda}{D-1}\right) \xi^{\alpha} \eta^{\beta} \tag{C.0.18}
\end{align*}
$$

When the boundary of the boundary $\partial \partial \Sigma=$ null, the final result of the non-trivial condition is

$$
\begin{equation*}
\int_{\partial \Sigma}\left[\left(2 \nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}-\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}+\nabla_{\alpha} \xi^{\alpha} \nabla^{\mu} \eta^{\nu}\right)-C_{\alpha \beta}^{\mu \nu} \xi^{\alpha} \eta^{\beta}+\frac{4 \Lambda}{D-1} \xi^{\mu} \eta^{\nu}\right] \boldsymbol{\epsilon}_{\mu \nu} \neq 0 \tag{C.0.19}
\end{equation*}
$$

## Appendix D

## Duality between a diffeomorphism and a coordinate transformation of tensor fields

Let $M$ and $N$ be $m$-dimensional and $n$-dimensional manifold, respectively. We consider a $C^{\infty}$ map $\phi: M \rightarrow N$.

For a function $f: N \rightarrow \mathbb{R}$, its pullback is defined by $\phi^{*} f: M \rightarrow \mathbb{R}$, where

$$
\begin{equation*}
\phi^{*} f:=f \circ \phi, \tag{D.0.1}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\phi^{*} f(p):=f(\phi(p)), \quad p \in M . \tag{D.0.2}
\end{equation*}
$$

The pushforward $\phi_{*}: T_{p} M \rightarrow T_{q} N$, where $q:=\phi(p)$, is defined by

$$
\begin{equation*}
\left(\phi_{*} v\right)(f):=v\left(\phi^{*} f\right) \tag{D.0.3}
\end{equation*}
$$

for $f: N \rightarrow \mathbb{R}$. Let $\varphi$ be a coordinate system at $p \in M$, i.e., a smooth map $\varphi: M \rightarrow \mathbb{R}^{m}$. For a point $p \in M$, we define $\varphi(p)=\left(x^{1}(p), \cdots x^{m}(p)\right)$. For a function $F: M \rightarrow \mathbb{R}^{m}$,

$$
\begin{equation*}
\left.\frac{\partial}{\partial x^{\mu}}\right|_{p} F(p)=\frac{\partial}{\partial x^{\mu}}\left(F \circ \varphi^{-1}\right)(x), \quad x:=\varphi(p) \in \mathbb{R}^{m} . \tag{D.0.4}
\end{equation*}
$$

For simplicity, we sometimes write

$$
\begin{equation*}
\left(F \circ \varphi^{-1}\right)(x)=: F\left(x^{\mu}\right), \tag{D.0.5}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\left.\frac{\partial}{\partial x^{\mu}}\right|_{p} F(p)=\frac{\partial}{\partial x^{\mu}} F\left(x^{\mu}\right) . \tag{D.0.6}
\end{equation*}
$$

With this notation, we have

$$
\begin{align*}
\left.\left(\phi_{*} \frac{\partial}{\partial x^{\mu}}\right)\right|_{q=\phi(p)} f(q) & =\left.\frac{\partial}{\partial x^{\mu}}\right|_{p} f \circ \phi(p) \\
& =\frac{\partial}{\partial x^{\mu}} f \circ \phi\left(\varphi^{-1}(x)\right) \\
& =\frac{\partial}{\partial x^{\mu}}\left(f \circ \psi^{-1}\right) \circ\left(\psi \circ \phi \circ \varphi^{-1}\right)(x) \\
& =\frac{\partial}{\partial y^{\nu}}\left(f \circ \psi^{-1}(y)\right) \frac{\partial}{\partial x^{\mu}} y^{\nu}(x) \\
& =\left.\frac{\partial y^{\nu}(x)}{\partial x^{\mu}} \frac{\partial}{\partial y^{\nu}}\right|_{q} f(q) \tag{D.0.7}
\end{align*}
$$

where $\psi: N \rightarrow \mathbb{R}^{n}$ is a smooth map and $\psi \circ \phi \circ \varphi^{-1}(x)=\psi(q)=:\left(y^{1}(x), \cdots y^{n}(x)\right)$. Therefore,

$$
\begin{equation*}
\left.\left(\phi_{*} \frac{\partial}{\partial x^{\mu}}\right)\right|_{q=\phi(p)}=\left.\frac{\partial y^{\nu}(x)}{\partial x^{\mu}} \frac{\partial}{\partial y^{\nu}}\right|_{q} \tag{D.0.8}
\end{equation*}
$$

implying that "the matrix components" of $\phi_{*}$ are given by

$$
\begin{equation*}
\left(\phi_{*}\right)^{\nu}{ }_{\mu}=\frac{\partial y^{\nu}(x)}{\partial x^{\mu}} . \tag{D.0.9}
\end{equation*}
$$

The pullback for the dual vectors $\phi^{*}: T_{\phi(p)}^{*} N \rightarrow T_{p}^{*} M$ is defined by

$$
\begin{equation*}
\left.\left(\phi^{*} \mu\right)\right|_{p}(v):=\left.\mu\right|_{\phi(p)}\left(\phi_{*} v\right), \quad \mu \in T_{\phi(p)}^{*} N, \quad v \in T_{p} M \tag{D.0.10}
\end{equation*}
$$

In particular,

$$
\begin{align*}
\left.\left(\phi^{*} \mathrm{~d} y^{\mu}\right)\right|_{p}\left(\left.\frac{\partial}{\partial x^{\nu}}\right|_{p}\right) & =\left.\mathrm{d} y^{\mu}\right|_{\phi(p)}\left(\left.\phi_{*} \frac{\partial}{\partial x^{\nu}}\right|_{\phi(p)}\right) \\
& =\left.\frac{\partial y^{\rho}(x)}{\partial x^{\nu}} \mathrm{d} y^{\mu}\right|_{q=\phi(p)}\left(\left.\frac{\partial}{\partial y^{\rho}}\right|_{q}\right) \\
& =\frac{\partial y^{\mu}(x)}{\partial x^{\nu}} \\
& =\left.\frac{\partial y^{\mu}(x)}{\partial x^{\rho}} \mathrm{d} x^{\rho}\right|_{p}\left(\left.\frac{\partial}{\partial x^{\nu}}\right|_{p}\right) \tag{D.0.11}
\end{align*}
$$

i.e.,

$$
\begin{equation*}
\left.\left(\phi^{*} \mathrm{~d} y^{\mu}\right)\right|_{p}=\left.\frac{\partial y^{\mu}(x)}{\partial x^{\rho}} \mathrm{d} x^{\rho}\right|_{p} \tag{D.0.12}
\end{equation*}
$$

We now assume that $\operatorname{dim} M=\operatorname{dim} N$ and consider a diffeomorphism $\phi$. For a metric tensor $\left.\bar{g}\right|_{q}=$ $\left.\left.\bar{g}(y)_{\mu \nu} \mathrm{d} y^{\mu}\right|_{q} \otimes \mathrm{~d} y^{\nu}\right|_{q}$, where $q=\phi(p) \in N$, its pullback is a metric on $p \in M$ given by

$$
\begin{align*}
\left.g\right|_{p} & :=\left.\left(\phi^{*} \bar{g}\right)\right|_{p} \\
& :=\left.\left.\bar{g}_{\mu \nu}(y(q))\left(\phi^{*} \mathrm{~d} y^{\mu}\right)\right|_{p} \otimes\left(\phi^{*} \mathrm{~d} y^{\nu}\right)\right|_{p} \\
& =\left.\left.\bar{g}_{\mu \nu}(y(q)) \frac{\partial y^{\mu}(x)}{\partial x^{\rho}} \frac{\partial y^{\nu}(x)}{\partial x^{\sigma}} \mathrm{d} x^{\rho}\right|_{p} \otimes \mathrm{~d} x^{\sigma}\right|_{p} \tag{D.0.13}
\end{align*}
$$

where $q:=\phi(p) \in N$. On the other hand, $\left.g\right|_{p}$ is expanded as

$$
\begin{equation*}
\left.g\right|_{p}=\left.\left.g_{\mu \nu}(x(p)) \mathrm{d} x^{\mu}\right|_{p} \otimes \mathrm{~d} x^{\nu}\right|_{p} \tag{D.0.14}
\end{equation*}
$$

Therefore, we get

$$
\begin{equation*}
g_{\rho \sigma}(x(p))=\bar{g}_{\mu \nu}(y(q)) \frac{\partial y^{\mu}(x)}{\partial x^{\rho}} \frac{\partial y^{\nu}(x)}{\partial x^{\sigma}} . \tag{D.0.15}
\end{equation*}
$$

Note that $\psi \circ \phi: M \rightarrow \mathbb{R}^{m}$ is also a coordinate system of the manifold $M$. We define $\psi \circ$ $\phi(p)=:\left(x^{\prime 1}(p), \cdots, x^{\prime m}(p)\right)$ for $p \in M$. Note that in our notation, $\psi \circ \phi(p)=\left(x^{\prime 1}(p), \cdots, x^{\prime m}(p)\right)=$ $\left(y^{1}(q), \cdots y^{m}(q)\right)$, where $q:=\phi(p)$. In this coordinate system, the metric $g$ can be expanded as

$$
\begin{equation*}
\left.g\right|_{p}=\left.\left.g_{\mu \nu}\left(x^{\prime}(p)\right) \mathrm{d} x^{\prime \mu}\right|_{p} \otimes \mathrm{~d} x^{\prime \nu}\right|_{p} \tag{D.0.16}
\end{equation*}
$$

where $p \in M$. Since we have two coordinate systems $\varphi$ and $\psi \circ \phi$ on $M$, we may introduce a coordinate transformation map $\psi \circ \phi \circ \varphi^{-1}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. i.e., $y^{\mu}(x)$, in the neighborhood of $p \in M$. From the ordinary formula of coordinate transformation, we get

$$
\begin{equation*}
\left.g\right|_{p}=\left.\left.g_{\mu \nu}\left(x^{\prime}(p)\right) \frac{\mathrm{d} y^{\mu}(x)}{\mathrm{d} x^{\rho}} \frac{\mathrm{d} y^{\nu}(x)}{\mathrm{d} x^{\sigma}} \mathrm{d} x^{\rho}\right|_{p} \otimes \mathrm{~d} x^{\sigma}\right|_{p} \tag{D.0.17}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\bar{g}_{\mu \nu}(y(\phi(p)))=g_{\mu \nu}\left(x^{\prime}(p)\right) . \tag{D.0.18}
\end{equation*}
$$

In other words, the components of $\bar{g} \in T_{\phi(p)}^{*} N \otimes T_{\phi(p)}^{*} N$ in the coordinate system $\psi: N \rightarrow \mathbb{R}^{m}$ are the same as those of $g \in T_{p}^{*} M \otimes T_{p}^{*} M$ in the coordinate system $\psi \circ \phi: M \rightarrow \mathbb{R}^{m}$.

Of course, (mathematically speaking), $\bar{g}$ and $g$ are different tensors since

$$
\begin{equation*}
\left.\bar{g}\right|_{q}=\left.\left.\bar{g}_{\mu \nu}(y(q)) \mathrm{d} y^{\mu}\right|_{q} \otimes \mathrm{~d} y^{\nu}\right|_{q} \in T_{q}^{*} N \otimes T_{q}^{*} N \tag{D.0.19}
\end{equation*}
$$

while

$$
\begin{equation*}
\left.g\right|_{p}=\left.\left.g_{\mu \nu}\left(x^{\prime}(p)\right) \mathrm{d} x^{\prime \mu}\right|_{p} \otimes \mathrm{~d} x^{\prime \nu}\right|_{p} \in T_{p}^{*} M \otimes T_{p}^{*} M \tag{D.0.20}
\end{equation*}
$$

For a given general $(r, s)$ tensor

$$
\begin{equation*}
\left.\bar{T}\right|_{\phi(p)}=\left.\left.\left.\left.\bar{T}_{\nu_{1} \cdots \nu_{s}}^{\mu_{1} \cdots \mu_{r}}(y(\phi(p)))\left(\frac{\partial}{\partial y^{\mu_{1}}}\right)\right|_{\phi(p)} \otimes \cdots\left(\frac{\partial}{\partial y^{\mu_{r}}}\right)\right|_{\phi(p)} \otimes\left(\mathrm{d} y^{\nu_{1}}\right)\right|_{\phi(p)} \otimes \cdots \otimes\left(\mathrm{d} y^{\nu_{s}}\right)\right|_{\phi(p)} \tag{D.0.21}
\end{equation*}
$$

at $\phi(p) \in N$, where $p \in M$, we can define its pullback $T:=\phi^{*} \bar{T}$ at $p$ as follows:
$\left.\left(\phi^{*} \bar{T}\right)\right|_{p}$
$:=\left.\left.\left.\left.\bar{T}^{\mu_{1} \cdots \mu_{r}}{ }_{\nu_{1} \cdots \nu_{s}}(y(\phi(p)))\left(\left(\phi^{-1}\right)_{*} \frac{\partial}{\partial y^{\mu_{1}}}\right)\right|_{p} \otimes \cdots\left(\left(\phi^{-1}\right) * \frac{\partial}{\partial y^{\mu_{r}}}\right)\right|_{p} \otimes\left(\phi^{*} \mathrm{~d} y^{\nu_{1}}\right)\right|_{p} \otimes \cdots \otimes\left(\phi^{*} \mathrm{~d} y^{\nu_{s}}\right)\right|_{p}$
$=\left.\left.\left.\left.\bar{T}^{\mu_{1} \cdots \mu_{r}}{ }_{\nu_{1} \cdots \nu_{s}}(y(\phi(p))) \frac{\partial x^{\rho_{1}}}{\partial y^{\mu_{1}}} \cdots \frac{\partial x^{\rho_{r}}}{\partial y^{\mu_{r}}} \frac{\partial y^{\nu_{1}}}{\partial x^{\sigma_{1}}} \cdots \frac{\partial y^{\nu_{s}}}{\partial x^{\sigma_{s}}}\left(\frac{\partial}{\partial x^{\rho_{1}}}\right)\right|_{p} \otimes \cdots\left(\frac{\partial}{\partial x^{\rho_{r}}}\right)\right|_{p} \otimes\left(\mathrm{~d} x^{\sigma_{1}}\right)\right|_{p} \otimes \cdots \otimes\left(\mathrm{~d} x^{\sigma_{s}}\right)\right|_{p}$.
and hence

$$
\begin{equation*}
T_{\sigma_{1} \cdots \sigma_{s}}^{\rho_{1} \cdots \rho_{r}}(x(p))=\bar{T}_{\nu_{1} \cdots \nu_{s}}^{\mu_{1} \cdots \mu_{r}}(y(\phi(p))) \frac{\partial x^{\rho_{1}}}{\partial y^{\mu_{1}}} \cdots \frac{\partial x^{\rho_{r}}}{\partial y^{\mu_{r}}} \frac{\partial y^{\nu_{1}}}{\partial x^{\sigma_{1}}} \cdots \frac{\partial y^{\nu_{s}}}{\partial x^{\sigma_{s}}} . \tag{D.0.23}
\end{equation*}
$$

Similar to Eq. (D.0.18), we also have

$$
\begin{equation*}
\bar{T}_{\mu_{1} \cdots \mu_{r}}^{\nu_{1} \cdots \nu_{s}}(y(\phi(p)))=T_{\nu_{1} \cdots \nu_{s}}^{\mu_{1} \cdots \mu_{r}}\left(x^{\prime}(p)\right), \tag{D.0.24}
\end{equation*}
$$

which shows the duality between the active viewpoint, i.e, a diffeomorphism, and the passive viewpoint, i.e., a coordinate transformation, on an arbitrary tensor.

Now we show the following:

## Proposition 1.

$$
\begin{equation*}
\left.\left(\phi^{*}(\bar{\nabla} \bar{\chi} \bar{T})\right)\right|_{p}=\left.(\nabla \chi T)\right|_{p} \tag{D.0.25}
\end{equation*}
$$

where $\bar{\chi} \in T_{\phi(p)} N, \bar{T} \in \otimes^{r} T_{\phi(p)} N \otimes^{s} T_{\phi(p)}^{*} N, \bar{\nabla}$ is the covariant derivative compatible with a metric $\bar{g} \in T_{\phi(p)}^{*} N \otimes T_{\phi(p)}^{*} N$ on $N$,

$$
\begin{equation*}
\chi:=\phi^{*} \bar{\chi} \in T_{p} M, \quad T:=\phi^{*} \bar{T} \in \otimes^{r} T_{p} M \otimes^{s} T_{p}^{*} M \tag{D.0.26}
\end{equation*}
$$

and $\nabla$ is the covariant derivative compatible with the metric $g$ defined by

$$
\begin{equation*}
g:=\phi^{*} \bar{g} \in T_{p}^{*} M \otimes T_{p}^{*} M \tag{D.0.27}
\end{equation*}
$$

Proof. Since

$$
\begin{align*}
& \frac{\partial}{\partial y^{\mu}} \bar{g}_{\nu \rho}(y) \\
& \stackrel{(\mathrm{D.0.23)}}{=}\left(\frac{\partial x^{\gamma}}{\partial y^{\mu}} \frac{\partial}{\partial x^{\gamma}} g_{\alpha \beta}(x(y))\right) \frac{\partial x^{\alpha}}{\partial y^{\nu}} \frac{\partial x^{\beta}}{\partial y^{\rho}}+g_{\alpha \beta}(x(y)) \frac{\partial}{\partial y^{\mu}}\left(\frac{\partial x^{\alpha}}{\partial y^{\nu}} \frac{\partial x^{\beta}}{\partial y^{\rho}}\right) \tag{D.0.28}
\end{align*}
$$

holds, we get

$$
\begin{align*}
& \bar{\Gamma}^{\nu}{ }_{\mu \alpha}(y) \\
& :=\frac{1}{2} \bar{g}^{\nu \beta}(y)\left(\frac{\partial}{\partial y^{\mu}} \bar{g}_{\beta \alpha}(y)+\frac{\partial}{\partial y^{\alpha}} \bar{g}_{\mu \beta}(y)-\frac{\partial}{\partial y^{\beta}} g_{\nu \alpha}(y)\right) \\
& \stackrel{(\text { D.0.23) }}{=} \frac{1}{2} g^{\nu^{\prime} \beta^{\prime}}(x(y)) \frac{\partial y^{\nu}}{\partial x^{\nu^{\prime}}} \frac{\partial y^{\beta}}{\partial x^{\beta^{\prime}}}\left(\frac{\partial}{\partial y^{\mu}} g_{\beta \alpha}(y)+\frac{\partial}{\partial y^{\alpha}} g_{\mu \beta}(y)-\frac{\partial}{\partial y^{\beta}} g_{\nu \alpha}(y)\right) \\
& \stackrel{(\text { D.0.28) }}{=} \frac{\partial y^{\nu}}{\partial x^{\nu^{\prime}}} \frac{\partial x^{\mu^{\prime}}}{\partial y^{\mu}} \frac{\partial x^{\alpha^{\prime}}}{\partial y^{\alpha}} \Gamma^{\nu^{\prime}}{ }_{\mu^{\prime} \alpha^{\prime}}(x(y))+\frac{\partial y^{\nu}}{\partial x^{\rho}} \frac{\partial^{2} x^{\rho}}{\partial y^{\mu} \partial y^{\alpha}} \tag{D.0.29}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\Gamma_{\mu \alpha}^{\nu}(x):=\frac{1}{2} g^{\nu \beta}(x)\left(\frac{\partial}{\partial x^{\mu}} g_{\beta \alpha}(x)+\frac{\partial}{\partial x^{\alpha}} g_{\mu \beta}(x)-\frac{\partial}{\partial x^{\beta}} g_{\nu \alpha}(x)\right) \tag{D.0.30}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\frac{\partial}{\partial y^{\mu}} \bar{\xi}^{\nu}(y) & =\frac{\partial}{\partial y^{\mu}}\left(\frac{\partial y^{\nu}}{\partial x^{\rho}} \xi^{\rho}(x(y))\right) \\
& =\frac{\partial x^{\alpha}}{\partial y^{\mu}} \frac{\partial}{\partial x^{\alpha}}\left(\frac{\partial y^{\nu}}{\partial x^{\rho}} \xi^{\rho}(x(y))\right) \\
& =\frac{\partial x^{\alpha}}{\partial y^{\mu}} \frac{\partial y^{\nu}}{\partial x^{\rho}} \frac{\partial}{\partial x^{\alpha}} \xi^{\rho}(x(y))+\frac{\partial x^{\alpha}}{\partial y^{\mu}} \frac{\partial^{2} y^{\nu}}{\partial x^{\alpha} \partial x^{\rho}} \xi^{\rho}(x(y)) \tag{D.0.31}
\end{align*}
$$

By using Eq. (D.0.29), the claim follows immediately. For example, for $r=1$ and $s=0$, i.e., in the case where $T$ is a vector $\xi$, we have

$$
\begin{align*}
& \left.\left(\phi^{*}\left(\bar{\nabla}_{\bar{\chi}} \bar{\xi}\right)\right)\right|_{p} \\
& \left.\stackrel{(\mathrm{D} .0 .22)}{=} \bar{\chi}^{\mu}(y(\phi(p)))\left(\bar{\nabla}_{\mu} \bar{\xi}^{\nu}\right)(y(\phi(p))) \frac{\partial x^{\rho}}{\partial y^{\nu}}\left(\frac{\partial}{\partial x^{\rho}}\right)\right|_{p} \\
& =\left.\bar{\chi}^{\mu}(y(\phi(p)))\left(\frac{\partial}{\partial y^{\mu}} \bar{\xi}^{\nu}(y(\phi(p)))+\bar{\Gamma}^{\nu}{ }_{\mu \alpha}(y(\phi(p))) \bar{\xi}^{\alpha}(y(\phi(p)))\right) \frac{\partial x^{\rho}}{\partial y^{\nu}}\left(\frac{\partial}{\partial x^{\rho}}\right)\right|_{p} \\
& \left(\text { (D.0.23)(D.0.28)(D.0.29)(D.0.31) }\left.\chi^{\mu}(x(p))\left(\nabla_{\mu} \xi^{\nu}\right)(x(p))\left(\frac{\partial}{\partial x^{\nu}}\right)\right|_{p}\right. \\
& =\left.\nabla_{\chi} \xi\right|_{p} \tag{D.0.32}
\end{align*}
$$

where in the third line, we have used

$$
\begin{align*}
& \frac{\partial y^{\nu}}{\partial x^{\rho}} \frac{\partial^{2} x^{\rho}}{\partial y^{\mu} \partial y^{\alpha}}+\frac{\partial x^{\beta}}{\partial y^{\alpha}} \frac{\partial^{2} y^{\nu}}{\partial x^{\beta} \partial x^{\rho}} \frac{\partial x^{\rho}}{\partial y^{\mu}} \\
& =\frac{\partial}{\partial y^{\mu}}\left(\frac{\partial y^{\nu}}{\partial x^{\rho}} \frac{\partial x^{\rho}}{\partial y^{\alpha}}\right)-\frac{\partial x^{\rho}}{\partial y^{\alpha}} \frac{\partial}{\partial y^{\mu}} \frac{\partial y^{\nu}}{\partial x^{\rho}}+\frac{\partial x^{\beta}}{\partial y^{\alpha}} \frac{\partial}{\partial y^{\mu}} \frac{\partial y^{\nu}}{\partial x^{\beta}}=0 \tag{D.0.33}
\end{align*}
$$

Therefore, it is shown that

$$
\begin{equation*}
\left.\phi^{*}\left(£_{\bar{\chi}} \bar{g}\right)\right|_{p}=\left.£_{\chi} g\right|_{p} \tag{D.0.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\phi^{*}\left(\nabla_{\bar{\chi}} £_{\bar{\xi}} \bar{g}\right)\right|_{p}=\left.\nabla_{\chi} £_{\xi} g\right|_{p} \tag{D.0.35}
\end{equation*}
$$

hold. As a consequence, we also have

$$
\begin{equation*}
\left(£_{\bar{\chi}} \bar{g}\right)_{\mu \nu}\left(y(\phi(p))=\left(£_{\chi} g\right)_{\mu \nu}\left(x^{\prime}(p)\right), \quad\left(\phi^{*}\left(\nabla_{\bar{\chi}} £_{\bar{\xi}} \bar{g}\right)\right)_{\mu \nu}(y(\phi(p)))=\left(\nabla_{\chi} £_{\xi} g\right)_{\mu \nu}\left(x^{\prime}(p)\right) .\right. \tag{D.0.36}
\end{equation*}
$$

## Appendix E

## Asymptotic behavior of diffeomorphism

## E. 1 The asymptotic behavior of $x^{\prime}(y)$

In this appendix, we show that for the algebra $\mathcal{A}$ whose elements satisfying Eq. (4.2.22), Eq. (4.2.28) holds. Let us fix a vector field in $\mathcal{A}$ such that

$$
\begin{equation*}
\xi^{\mu}(y):=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \quad(\rho \rightarrow 0) \tag{E.1.1}
\end{equation*}
$$

and consider its integral curve defined by

$$
\begin{equation*}
\varphi_{\xi ; \lambda}^{\mu}(y):=\exp [\lambda \xi] y^{\mu}:=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} \xi^{n} y^{\mu}, \tag{E.1.2}
\end{equation*}
$$

where the action of $\xi^{n}$ on a function of $y^{\mu}$ is recursively defined as

$$
\begin{align*}
& \xi^{n} f(y)=\xi^{n-1} \xi^{\mu}(y) \partial_{\mu} f(y) \quad(n=1,2,3, \cdots)  \tag{E.1.3}\\
& \xi^{0} f(y)=f(y) \tag{E.1.4}
\end{align*}
$$

Defining

$$
\begin{equation*}
\varphi_{\xi ; \lambda, n}^{\mu}(y):=\frac{\lambda^{n}}{n!} \xi^{n} y^{\mu}, \tag{E.1.5}
\end{equation*}
$$

we will show the following proposition:
Proposition 2. For any $n \in \mathbb{N}$, the following holds

$$
\begin{equation*}
\varphi_{\xi ; \lambda, n}^{\mu}(y)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \quad(\rho \rightarrow 0) \tag{E.1.6}
\end{equation*}
$$

Proof. We show by mathematical induction with respect to $n$. For $n=0$, Eq. (E.1.6) is clearly satisfied. Assuming Eq. (E.1.6) is satisfied for $n=k$, we have

$$
\begin{align*}
\varphi_{\xi ; \lambda, k+1}^{\mu}(y) & =\frac{\lambda}{k+1} \xi \varphi_{\xi ; \lambda, k}^{\mu}(y) \\
& =\frac{\lambda}{k+1} \xi^{\alpha} \partial_{\alpha}(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \\
& =(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \tag{E.1.7}
\end{align*}
$$

where we have used Eq. (E.1.1) and the assumption that $n=k$ in the last line. Therefore, Eq. (E.1.6) also holds for $n=k+1$, concluding the proof.

Since the integral curve generated by $\xi^{\mu}$ is given by

$$
\begin{equation*}
\varphi_{\xi ; \lambda}^{\mu}(y)=\sum_{n=0}^{\infty} \varphi_{\xi ; \lambda, n}^{\mu}(y), \tag{E.1.8}
\end{equation*}
$$

we have

$$
\begin{equation*}
\varphi_{\xi ; \lambda}^{\mu}(y)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \tag{E.1.9}
\end{equation*}
$$

Next consider the map $\phi_{\xi}^{\mu}(y):=\varphi_{\xi ; \lambda=1}^{\mu}(y)$. In general, diffeomorphisms generated by $\mathcal{A}$ and connected to the identity transformation are given by a product of such maps, i.e.,

$$
\begin{equation*}
\left(\phi_{\xi^{(1)}} \circ \phi_{\xi^{(2)}} \circ \cdots \circ \phi_{\xi^{(N)}}\right)(y) \tag{E.1.10}
\end{equation*}
$$

for some $N$ and vector fields $\xi^{(1)}, \xi^{(2)}, \cdots, \xi^{(N)}$. Let us analyze the asymptotic behavior for $N=2$. For two vector fields

$$
\begin{equation*}
\left(\xi^{(i)}\right)^{\mu}(y)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \quad(i=1,2) \tag{E.1.11}
\end{equation*}
$$

as $\rho \rightarrow 0$, we have

$$
\begin{equation*}
\left(\phi_{\xi^{(1)}} \circ \phi_{\xi^{(2)}}\right)^{\mu}(y)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) . \tag{E.1.12}
\end{equation*}
$$

Repeating the same argument, it is shown that the asymptotic behavior of a general diffeomorphism $\phi$ generated by $\mathcal{A}$ is given by

$$
\begin{equation*}
\phi^{\mu}(y)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \tag{E.1.13}
\end{equation*}
$$

for $\rho \rightarrow 0$. Therefore, the asymptotic behavior of the corresponding coordinate transformation $x^{\prime}(y)$ is also given by

$$
\begin{equation*}
x^{\prime}(y)=(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \cdots, \mathcal{O}(1)) \tag{E.1.14}
\end{equation*}
$$

## E. 2 An integral curve of vector field

In the same way as in the previous section, we show that $\mathcal{O}\left(\rho^{2}\right)$ terms in a vector field result in $\mathcal{O}\left(\rho^{2}\right)$ terms in its integral curve.

Let us define a vector field

$$
\begin{equation*}
\xi^{\mu}(x):=\Xi^{\mu}(x)+h^{\mu}(x) \tag{E.2.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \Xi^{\mu}(x)=\left(X^{t}(t, y, z), X^{\rho}(t, y, z) \rho, X^{y}(t, y, z), X^{z}(t, y, z)\right),  \tag{E.2.2}\\
& h^{\mu}(x)=\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \quad(\rho \rightarrow 0) . \tag{E.2.3}
\end{align*}
$$

The integral curve of $\xi^{\mu}$ is defined as

$$
\begin{equation*}
\varphi_{\xi ; \lambda}^{\mu}(x):=\exp [\lambda \xi] x^{\mu}=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} \xi^{n} x^{\mu} \tag{E.2.4}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\varphi_{\xi ; \lambda, n}^{\mu}(x):=\frac{\lambda^{n}}{n!} \xi^{n} x^{\mu}, \tag{E.2.5}
\end{equation*}
$$

we will show the following proposition:

Proposition 3. $\forall n \in \mathbb{N}$,

$$
\begin{equation*}
\varphi_{\xi ; \lambda, n}^{\mu}(x)=\frac{\lambda^{n}}{n!} \Xi^{n} x^{\mu}+\epsilon_{n}^{\mu}(\lambda, x) \tag{E.2.6}
\end{equation*}
$$

where the asymptotic behavior of the first term is $(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \mathcal{O}(1))$ and that of $\epsilon_{n}^{\mu}(\lambda, x)$ is $\left(\mathcal{O}\left(\rho^{2}\right)\right.$, $\left.\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right)$ as $\rho \rightarrow 0$.

Proof. We show by mathematical induction with respect to $n$. For $n=0$, the statement is clearly satisfied. For $n=1$, since

$$
\begin{equation*}
\varphi_{\xi ; \lambda, 1}^{\mu}(x)=\lambda \xi x^{\mu}=\lambda\left(\Xi^{\alpha}+h^{\alpha}\right) \partial_{\alpha} x^{\mu}=\lambda \Xi^{\mu}(x)+\lambda h^{\mu}(x), \tag{E.2.7}
\end{equation*}
$$

the proposition is satisfied. Assuming the proposition is satisfied for $n=k$, we have

$$
\begin{align*}
\varphi_{\xi ; \lambda, k+1}^{\mu}(x) & =\frac{\lambda}{k+1} \xi \varphi_{\xi ; \lambda, k}^{\mu}(x) \\
& =\frac{\lambda}{k+1}(\Xi+h)\left(\frac{\lambda^{k}}{k!} \Xi^{k} x^{\mu}+\epsilon_{k}^{\mu}(x)\right) \\
& =\frac{\lambda^{k+1}}{(k+1)!}\left(\Xi^{k+1} x^{\mu}+h^{\alpha} \partial_{\alpha}\left(\Xi^{k} x^{\mu}\right)\right)+\frac{\lambda}{k+1}\left(\Xi^{\alpha} \partial_{\alpha} \epsilon_{k}^{\mu}(x)+h^{\alpha} \partial_{\alpha} \epsilon_{k}^{\mu}(x)\right) \tag{E.2.8}
\end{align*}
$$

By (E.2.2), (E.2.3) and the assumption that $n=k$, we have for each term:

$$
\begin{align*}
\frac{\lambda^{k+1}}{(k+1)!} \Xi^{k+1} x^{\mu}=\frac{\lambda^{k+1}}{(k+1)!} \Xi^{\alpha} \partial_{\alpha}\left(\Xi^{k} x^{\mu}\right) & =\frac{\lambda^{k+1}}{(k+1)!} \Xi^{\alpha} \partial_{\alpha}(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \mathcal{O}(1)) \\
& =(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \mathcal{O}(1)),  \tag{E.2.9}\\
\frac{\lambda^{k+1}}{(k+1)!} h^{\alpha} \partial_{\alpha}\left(\Xi^{k} x^{\mu}\right) & =\frac{\lambda^{k+1}}{(k+1)!} h^{\alpha} \partial_{\alpha}(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \mathcal{O}(1)) \\
& =\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right),  \tag{E.2.10}\\
\frac{\lambda}{k+1} \Xi^{\alpha} \partial_{\alpha} \epsilon_{k}^{\mu}(x) & =\frac{\lambda}{k+1} X^{\alpha} \partial_{\alpha}\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \\
& =\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right),  \tag{E.2.11}\\
\frac{\lambda}{k+1} h^{\alpha} \partial_{\alpha} \epsilon_{k}^{\mu}(x) & =\frac{\lambda}{k+1} h^{\alpha} \partial_{\alpha}\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \\
& =\left(\mathcal{O}\left(\rho^{3}\right), \mathcal{O}\left(\rho^{3}\right), \mathcal{O}\left(\rho^{3}\right), \mathcal{O}\left(\rho^{3}\right)\right) . \tag{E.2.12}
\end{align*}
$$

Then, for $n=k+1$ the proposition is also satisfied. Thus, the proposition is satisfied for $\forall n \in \mathbb{N}$.
The integral curve generated by $\xi^{\mu}$ is now

$$
\begin{align*}
\varphi_{\xi: \lambda}^{\mu}(x) & =\sum_{n=0}^{\infty} \varphi_{\xi ; \lambda, n}^{\mu}(x) \\
& =\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} \Xi^{n} x^{\mu}+\sum_{n=0}^{\infty} \epsilon_{n}^{\mu}(\lambda, x) \\
& =\exp (\lambda \Xi) x^{\mu}+\sum_{n=0}^{\infty} \epsilon_{n}^{\mu}(\lambda, x) \tag{E.2.13}
\end{align*}
$$

where $\epsilon_{n}^{\mu}(\lambda, x)$ is defined through the following recurrence relation:

$$
\begin{align*}
\epsilon_{0}^{\mu}(\lambda, x) & =0  \tag{E.2.14}\\
\epsilon_{n+1}^{\mu}(\lambda, x) & =\frac{\lambda^{n+1}}{(n+1)!} h^{\alpha} \partial_{\alpha}\left(\xi^{n} x^{\mu}\right)+\frac{\lambda}{n+1}\left(\xi^{\alpha} \partial_{\alpha} \epsilon_{n}^{\mu}(x)+h^{\alpha} \partial_{\alpha} \epsilon_{n}^{\mu}(x)\right) . \tag{E.2.15}
\end{align*}
$$

In Eq. (E.2.13), the asymptotic behavior of the first term is $(\mathcal{O}(1), \mathcal{O}(\rho), \mathcal{O}(1), \mathcal{O}(1))$, while that of the second term is $\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right)$ as $\rho \rightarrow 0$. Taking $\lambda=1$, a diffeomorphism $\phi_{\xi}^{\mu}(x):=\varphi_{\xi ; \lambda=1}^{\mu}(x)$ satisfies

$$
\begin{equation*}
\phi_{\xi}^{\mu}(x)=\phi_{\Xi}^{\mu}(x)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \tag{E.2.16}
\end{equation*}
$$

as $\rho \rightarrow 0$.

## Appendix F

## Supertranslations and superrotation

## F. 1 Supertranslations and superrotation charges on Rindler horiZOn

In this appendix, we analyze the charges corresponding to two vector fields such that as $\rho \rightarrow 0$,

$$
\begin{align*}
& U_{1}=\left(W(y, z)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right)  \tag{F.1.1}\\
& U_{2}=\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), R^{y}(y, z)+\mathcal{O}\left(\rho^{2}\right), R^{z}(y, z)+\mathcal{O}\left(\rho^{2}\right)\right) \tag{F.1.2}
\end{align*}
$$

where $W$ and $R^{A}(A=y, z)$ are arbitrary functions of $y, z$. They generate a well-known algebra of supertranslation and superrotation.

Since they satisfy

$$
\begin{equation*}
\left[U_{1}, U_{2}\right]=U_{3} \tag{F.1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{3}=\left(W^{\prime}(y, z)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right), \quad W^{\prime}(y, z):=-R^{A}(y, z) \partial_{A} W(y, z) \tag{F.1.4}
\end{equation*}
$$

the algebra $\mathcal{B}$ defined by

$$
\begin{align*}
\mathcal{B}:=\left\{U=\left(W(y, z)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right.\right. & \left., R^{y}(y, z)+\mathcal{O}\left(\rho^{2}\right), R^{z}(y, z)+\mathcal{O}\left(\rho^{2}\right)\right) \\
& \left.\mid W, R^{A} \text { are arbitrary functions of } y, z\right\} \tag{F.1.5}
\end{align*}
$$

forms a closed algebra. A straightforward calculation shows that the integrability condition at the background metric is satisfied.

Let us introduce a real parameter $\lambda$ and calculate the integral curve $\varsigma_{\lambda}^{\mu}(x):=\exp [\lambda \eta]\left(x^{\mu}\right)$ for $\eta \in \mathcal{B}$, which satisfies the following differential equation:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \varsigma_{\eta ; \lambda}^{\mu}=\eta^{\mu}(\varsigma(x)) \tag{F.1.6}
\end{equation*}
$$

Any vector field $\eta$ of the algebra $\mathcal{B}$ can be decomposed into

$$
\begin{align*}
\eta^{\mu}(x) & =H^{\mu}(x)+h^{\mu}(x)  \tag{F.1.7}\\
H^{\mu}(x) & :=\left(P(y, z), 0, G^{y}(y, z), G^{z}(y, z)\right)  \tag{F.1.8}\\
h^{\mu}(x) & =\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \quad(\rho \rightarrow 0), \tag{F.1.9}
\end{align*}
$$

where $P$ and $G$ are arbitrary functions of $(y, z)$. As we have shown in Appendix E.2, the asymptotic behavior of the solution of the differential equation is given by

$$
\begin{equation*}
\varsigma_{\eta ; \lambda}^{\mu}=\varsigma_{H ; \lambda}^{\mu}+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \tag{F.1.10}
\end{equation*}
$$

as $\rho \rightarrow 0$.
Let us analyze the case where $\eta=H$. Note that $G^{y}$ and $G^{z}$ are functions of $(y, z)$. In addition, the initial condition $\varsigma_{H ; \lambda=0}^{A}$ is independent of $\tau$ and $\rho$. Thus, the $A$-component of the integral curve can generally be written as

$$
\begin{equation*}
\varsigma_{H ; \lambda}^{A}(\tau, \rho, y, z)=\widetilde{G}^{A}(y, z ; \lambda), \quad A=y, z \tag{F.1.11}
\end{equation*}
$$

for some functions $\widetilde{G}^{A}$ of $y, z$ and $\lambda$. Since $P$ is a function of $(y, z)$, the $\tau$-component of the differential equation is given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \varsigma_{H, \lambda}^{\tau}(\tau, \rho, y, z)=P\left(\widetilde{G}^{y}(y, z ; \lambda), \widetilde{G}^{z}(y, z ; \lambda)\right), \quad \varsigma_{\eta ; \lambda=0}^{\tau}(\tau, \rho, y, z)=\tau . \tag{F.1.12}
\end{equation*}
$$

Its solution is written as

$$
\begin{equation*}
\varsigma_{\eta ; \lambda}^{\tau}(\tau, \rho, y, z)=\tau+\widetilde{P}(y, z ; \lambda), \tag{F.1.13}
\end{equation*}
$$

where $\widetilde{P}$ is some function of $(y, z)$ and $\lambda$. Therefore, in general, the asymptotic behavior of the diffeo$\operatorname{morphism} \sigma_{\eta}^{\mu}(x):=\exp [\eta]\left(x^{\mu}\right)=\varsigma_{\eta ; \lambda=1}^{\mu}(x)$ is given by

$$
\begin{equation*}
\sigma_{\eta}^{\mu}(x)=\left(\tau+\widetilde{P}(y, z), \rho, \widetilde{G}^{y}(y, z), \widetilde{G}^{z}(y, z)\right)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \tag{F.1.14}
\end{equation*}
$$

as $\rho \rightarrow 0$, where we have re-defined

$$
\begin{equation*}
\widetilde{P}(y, z):=\widetilde{P}(y, z ; \lambda=1), \quad \widetilde{G}^{A}(y, z):=\widetilde{G}^{A}(y, z ; \lambda=1) \quad A=y, z . \tag{F.1.15}
\end{equation*}
$$

As we have done at Step 4 in Sec. 4.3.1, it can be confirmed that the asymptotic behavior of a general diffeomorphism $\gamma_{(\tilde{P}, \widetilde{G})}^{\mu}$ is characterized by three real functions $\widetilde{P}$ and $\widetilde{G}^{A}$ of $(y, z)$ as

$$
\begin{equation*}
\gamma_{(\widetilde{P}, \widetilde{G})}^{\mu}(x)=\left(\tau+\widetilde{P}(y, z), \rho, \widetilde{G}^{y}(y, z), \widetilde{G}^{z}(y, z)\right)+\left(\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right)\right) \tag{F.1.16}
\end{equation*}
$$

for $\rho \rightarrow 0$. Thus, the asymptotic behavior of the components of the metric in question is characterized by arbitrary functions $\widetilde{P}$ and $\widetilde{G}^{A}$ of $(y, z)$ as

$$
\begin{align*}
\left(g_{\mu \nu}^{(\widetilde{P}, \widetilde{G})}(x)\right) & :=\left(\frac{\partial \gamma_{(\widetilde{P}, \widetilde{G})}^{\alpha}}{\partial x^{\mu}} \frac{\partial \gamma_{(\widetilde{P}, \widetilde{G})}^{\beta}}{\partial x^{\nu}} \bar{g}_{\alpha \beta}\left(\gamma_{(\widetilde{P}, \widetilde{\widetilde{G}})}(x)\right)\right. \\
& =\left(\begin{array}{cccc}
-\kappa^{2} \rho^{2} & 0 & L_{1 y} \rho^{2} & L_{1 z} \rho^{2} \\
0 & 1 & 0 & 0 \\
L_{1 y} \rho^{2} & 0 & L_{y y} & L_{y z} \\
L_{1 z} \rho^{2} & 0 & L_{y z} & L_{z z}
\end{array}\right)+(\text { higher order term }), \tag{F.1.17}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
L_{1 A}(y, z):=-\kappa^{2} \partial_{A} \widetilde{P}(y, z), \quad L_{A B}(y, z):=\partial_{A} \widetilde{G}^{y}(y, z) \partial_{B} \widetilde{G}^{y}(y, z)+\partial_{A} \widetilde{G}^{z}(y, z) \partial_{B} \widetilde{G}^{z}(y, z) \tag{F.1.18}
\end{equation*}
$$

A straightforward calculation shows that the above metric satisfies the integrability condition.
Let us adopt the parametrization of metric as

$$
\begin{equation*}
\left(g_{\mu \nu}(x ; \lambda)\right):=\left(\frac{\partial \gamma_{(\lambda \widetilde{P}, \lambda \widetilde{G})}^{\alpha}}{\partial x^{\mu}} \frac{\partial \gamma_{(\lambda \widetilde{P}, \lambda \widetilde{G})}^{\beta}}{\partial x^{\nu}} \bar{g}_{\alpha \beta}\left(\gamma_{(\lambda \widetilde{P}, \lambda \widetilde{G})}(x)\right)\right) . \tag{F.1.19}
\end{equation*}
$$

On one hand, from Eq. (3.1.9), we get

$$
\begin{align*}
& \left.Q^{\tau \rho}\left[U_{1}\right]\right|_{g_{\mu \nu}(x ; \lambda)}=\lambda^{2} \frac{\sqrt{L} \kappa}{8 \pi G} W+\mathcal{O}(\rho),  \tag{F.1.20}\\
& \left.Q^{\tau \rho}\left[U_{2}\right]\right|_{g_{\mu \nu}(x ; \lambda)}=-\lambda^{3} \frac{\sqrt{L}}{8 \pi G \kappa} R^{A} L_{1 A}+\mathcal{O}(\rho) \tag{F.1.21}
\end{align*}
$$

as $\rho \rightarrow 0$, where we have defined $L:=L_{y y} L_{z z}-L_{y z}^{2}$. On the other hand, from Eq. (3.1.3), we have

$$
\begin{equation*}
\Theta^{\rho}=\mathcal{O}(\rho) \tag{F.1.22}
\end{equation*}
$$

as $\rho \rightarrow 0$.
Therefore, from Eq. (3.1.19), the charges are evaluated as

$$
\begin{align*}
H\left[U_{1}\right] & =\frac{\kappa}{8 \pi G} \int \mathrm{~d} y \mathrm{~d} z \sqrt{L(y, z)} W(y, z)  \tag{F.1.23}\\
H\left[U_{2}\right] & =-\frac{1}{8 \pi G \kappa} \int \mathrm{~d} y \mathrm{~d} z \sqrt{L(y, z)} R^{A}(y, z) L_{1 A}(y, z) \tag{F.1.24}
\end{align*}
$$

where the references of the charges are chosen so that they vanish at the background metric.

## F. 2 Integrability for Killing horizon

The commutators of vector fields defined in Eqs. (4.3.39) and (4.3.40) are calculated as

$$
\begin{align*}
{[\xi, \eta]^{t} } & =\left(V_{1}^{M} \partial_{M} T_{2}-V_{2}^{M} \partial M T_{1}\right)+\mathcal{O}\left(\rho^{2}\right) \\
{[\xi, \eta]^{\rho} } & =\mathcal{O}\left(\rho^{2}\right) \\
{[\xi, \eta]^{M} } & =\left(V_{1}^{N} \partial_{N} V_{2}^{M}-V_{2}^{N} \partial_{N} V_{1}^{M}\right)+\mathcal{O}\left(\rho^{2}\right) \tag{F.2.1}
\end{align*}
$$

as $\rho \rightarrow 0$. As a closed algebra including $\xi, \eta$, let us adopt

$$
\begin{equation*}
\mathcal{A}:=\left\{V=\left(T\left(x^{M}\right)+\mathcal{O}\left(\rho^{2}\right), \mathcal{O}\left(\rho^{2}\right), V^{M}\left(x^{N}\right)+\mathcal{O}\left(\rho^{2}\right)\right) \mid T, V^{M} \text { are arbitrary functions of } x^{M}\right\} \tag{F.2.2}
\end{equation*}
$$

From Eqs. (4.3.41a)-(4.3.41c), for any $\xi, \eta \in \mathcal{A}$, we have

$$
\begin{equation*}
\omega^{t}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right)=\mathcal{O}(1), \omega^{\rho}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right)=\mathcal{O}(\rho), \omega^{M}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right)=\mathcal{O}(1) \tag{F.2.3}
\end{equation*}
$$

as $\rho \rightarrow 0$. Therefore, the corresponding charges are integrable.

## Appendix G

## The detailed calculation in subsection. 4.3.2

Let us consider the metric:

$$
\left(\bar{g}_{\mu \nu}\right)=\left(\begin{array}{cccc}
-\kappa^{2} \rho^{2}+f_{t t}^{(4)} \rho^{4}+\mathcal{O}\left(\rho^{5}\right) & \mathcal{O}\left(\rho^{4}\right) & f_{t \psi} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & f_{t A} \rho^{2}+\mathcal{O}\left(\rho^{4}\right)  \tag{G.0.1}\\
\mathcal{O}\left(\rho^{4}\right) & 1+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{3}\right) \\
f_{t \psi} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{4}\right) & f_{\psi \psi}+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{2}\right) \\
f_{t A} \rho^{2}+\mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{3}\right) & \mathcal{O}\left(\rho^{2}\right) & \Omega_{A B}+\mathcal{O}\left(\rho^{2}\right)
\end{array}\right) .
$$

Its inverse is

$$
\left(\bar{g}^{\mu \nu}\right)=\left(\begin{array}{cccc}
-\frac{1}{\kappa^{2} x^{2}}+\mathcal{O}(1) & \mathcal{O}\left(\rho^{2}\right) & \frac{f_{t \psi}}{\kappa^{2} f_{\psi \psi}}+\mathcal{O}\left(\rho^{2}\right) & \frac{f_{t B} \Omega^{A B}}{\kappa^{2}}+\mathcal{O}\left(\rho^{2}\right)  \tag{G.0.2}\\
\mathcal{O}\left(\rho^{2}\right) & 1+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{4}\right) & \mathcal{O}\left(\rho^{3}\right) \\
\frac{f_{t \psi}}{\kappa^{2} f_{\psi \psi \psi}}+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{4}\right) & \frac{1}{f_{\psi \psi}}+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{2}\right) \\
\frac{f_{t B} \Omega^{A B}}{\kappa^{2}}+\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{3}\right) & \mathcal{O}\left(\rho^{2}\right) & \Omega^{A B}+\mathcal{O}\left(\rho^{2}\right)
\end{array}\right)
$$

The square of determinant is

$$
\begin{equation*}
\sqrt{-\bar{g}}=\kappa \sqrt{\Omega f_{\psi \psi}} \rho+\mathcal{O}\left(\rho^{2}\right) \tag{G.0.3}
\end{equation*}
$$

## G. 1 Christoffel symbols

The Christoeffel symbols of $\bar{g}_{\mu \nu}$ are listed:

$$
\begin{array}{r}
\Gamma_{t t}^{t}=\mathcal{O}\left(\rho^{2}\right), \Gamma_{t \rho}^{t}=\frac{1}{\rho}+\mathcal{O}(\rho), \Gamma_{t \psi}^{t}=\mathcal{O}\left(\rho^{2}\right), \Gamma_{t A}^{t}=\mathcal{O}\left(\rho^{2}\right), \\
\Gamma_{\rho \rho}^{t}=\mathcal{O}(\rho), \Gamma_{\rho \psi}^{t}=-\frac{f_{t \psi}}{\kappa^{2} \rho}+\mathcal{O}(\rho), \Gamma_{\rho A}^{t}=-\frac{f_{t A}}{\kappa^{2} \rho}+\mathcal{O}(\rho), \\
\Gamma_{\psi \psi}^{t}=-\frac{1}{2 \kappa^{2}} f_{t A} \Omega^{A B} \partial_{B} f_{\psi \psi}+\mathcal{O}\left(\rho^{2}\right), \Gamma_{\psi A}^{t}=\frac{-f_{\psi \psi} \partial_{A} f_{t \psi}+f_{t \psi} \partial_{A} f_{\psi \psi}}{2 \kappa^{2} f_{\psi \psi}}+\mathcal{O}\left(\rho^{2}\right), \\
\Gamma_{A B}^{t}=\frac{f_{t D} \Omega^{C D}\left(\partial_{B} \Omega_{C A}+\partial_{A} \Omega_{C B}-\partial_{C} \Omega_{A B}\right)-\partial_{A} f_{t B}-\partial_{B} f_{t A}}{2 \kappa^{2}}+\mathcal{O}\left(\rho^{2}\right), \\
\Gamma_{t t}^{\rho}=\kappa^{2} \rho+\mathcal{O}\left(\rho^{3}\right), \Gamma_{t \rho}^{\rho}=\mathcal{O}\left(\rho^{3}\right), \Gamma_{t \psi}^{\rho}=-f_{t \psi} \rho+\mathcal{O}\left(\rho^{3}\right), \Gamma_{t A}^{\rho}=-f_{t A} \rho+\mathcal{O}\left(\rho^{3}\right), \\
\Gamma_{\rho \rho}^{\rho}=f_{\rho \rho}^{(2)} \rho+\mathcal{O}\left(\rho^{2}\right), \Gamma_{\rho \psi}^{\rho}=\mathcal{O}\left(\rho^{3}\right), \Gamma_{\rho A}^{\rho}=\frac{1}{2} \partial_{A} f_{\rho \rho}^{(2)} \rho^{2}+\mathcal{O}\left(\rho^{3}\right), \\
\Gamma_{\psi \psi}^{\rho}=-f_{\psi \psi}^{(2)} \rho+\mathcal{O}\left(\rho^{3}\right), \Gamma_{\psi A}^{\rho}=-f_{\psi A}^{(2)} \rho+\mathcal{O}\left(\rho^{3}\right), \\
\Gamma_{A B}^{\rho}=-\Omega_{A B}^{(2)} \rho+\mathcal{O}\left(\rho^{3}\right), \tag{G.1.8}
\end{array}
$$

$$
\begin{array}{r}
\Gamma_{t t}^{\psi}=\mathcal{O}\left(\rho^{5}\right), \Gamma_{t \rho}^{\psi}=\mathcal{O}\left(\rho^{3}\right), \Gamma_{t \psi}^{\psi}=\mathcal{O}\left(\rho^{4}\right), \Gamma_{t A}^{\psi}=\frac{\partial_{A} f_{t \psi} \rho^{2}}{2 f_{\psi \psi}}+\mathcal{O}\left(\rho^{4}\right), \\
\Gamma_{\rho \rho}^{\psi}=\mathcal{O}\left(\rho^{3}\right), \Gamma_{\rho \psi}^{\psi}=\frac{f_{t \psi}^{2}+\kappa^{2} f_{\psi \psi}^{(2)}}{\kappa^{2} f_{\psi \psi}} \rho+\mathcal{O}\left(\rho^{3}\right), \Gamma_{\rho A}^{\psi}=\frac{f_{t A} f_{t \psi}+\kappa^{2} f_{\psi A}^{(2)}}{\kappa^{2} f_{\psi \psi}} \rho+\mathcal{O}\left(\rho^{3}\right), \\
\Gamma_{\psi \psi}^{\psi}=\mathcal{O}\left(\rho^{2}\right), \Gamma_{\psi A}^{\psi}=\frac{\partial_{A} f_{\psi \psi}}{2 f_{\psi \psi}}+\mathcal{O}\left(\rho^{2}\right), \\
\Gamma_{A B}^{\psi}=\mathcal{O}\left(\rho^{2}\right), \tag{G.1.12}
\end{array}
$$

$$
\begin{gather*}
\Gamma_{t t}^{A}=\mathcal{O}\left(\rho^{4}\right), \Gamma_{t \rho}^{A}=\mathcal{O}\left(\rho^{3}\right), \Gamma_{t \psi}^{A}=-\frac{1}{2} \Omega^{A B} \partial_{B} f_{t \psi} \rho^{2}+\mathcal{O}\left(\rho^{4}\right), \Gamma_{t B}^{A}=\frac{1}{2} \Omega^{A C}\left(\partial_{B} f_{t C}-\partial_{C} f_{t B}\right) \rho^{2}+\mathcal{O}\left(\rho^{4}\right),  \tag{G.1.13}\\
\Gamma_{\rho \rho}^{A}=\mathcal{O}\left(\rho^{2}\right), \Gamma_{\rho \psi}^{A}=\frac{\Omega^{A B}}{\kappa^{2}}\left(f_{t \psi} f_{t B}+\kappa^{2} f_{\psi B}^{(2)}\right) \rho+\mathcal{O}\left(\rho^{3}\right), \Gamma_{\rho B}^{A}=\frac{\Omega^{A C}}{\kappa^{2}}\left(f_{t C} f_{t B}+\kappa^{2} \Omega_{C B}^{(2)}\right) \rho+\mathcal{O}\left(\rho^{3}\right), \tag{G.1.14}
\end{gather*}
$$

$$
\begin{equation*}
\Gamma_{\psi \psi}^{A}=-\frac{1}{2} \Omega^{A B} \partial_{B} f_{\psi \psi}+\mathcal{O}\left(\rho^{2}\right), \Gamma_{\psi B}^{A}=\mathcal{O}\left(\rho^{2}\right), \tag{G.1.15}
\end{equation*}
$$

$$
\begin{equation*}
\Gamma_{B C}^{A}=\frac{\Omega^{A D}}{2}\left[\partial_{C} \Omega_{D B}+\partial_{B} \Omega_{D C}-\partial_{D} \Omega_{B C}\right]+\mathcal{O}\left(\rho^{2}\right) . \tag{G.1.16}
\end{equation*}
$$

## G. 2 Riemann tensor and Weyl tensor

The components of Riemann tensor of $\bar{g}$ are listed:

$$
\begin{align*}
& R_{t \rho}{ }^{t \rho}=\mathcal{O}(1), R_{t \psi}{ }^{t \rho}=\mathcal{O}(\rho), R_{t A}{ }^{t \rho}=\mathcal{O}(\rho),  \tag{G.2.1}\\
& R_{\rho \psi}{ }^{t \rho}=\mathcal{O}(1), R_{\rho A}{ }^{t \rho}=\mathcal{O}(1),  \tag{G.2.2}\\
& R_{\psi A}{ }^{t \rho}=\frac{\partial_{A} f_{t \psi}}{\kappa^{2} \rho}+\mathcal{O}(\rho),  \tag{G.2.3}\\
& R_{A B}{ }^{t \rho}=\frac{\partial_{B} f_{t A}-\partial_{A} f_{t B}}{\kappa^{2} \rho}+\mathcal{O}(\rho),  \tag{G.2.4}\\
& R_{t \rho}{ }^{t \psi}=\mathcal{O}(\rho), R_{t \psi}{ }^{t \psi}=\mathcal{O}(1), R_{t A}{ }^{t \psi}=\mathcal{O}(1),  \tag{G.2.5}\\
& R_{\rho \psi}{ }^{t \psi}=\mathcal{O}(\rho), R_{\rho A}{ }^{t \psi}=\mathcal{O}\left(\rho^{-1}\right),  \tag{G.2.6}\\
& R_{\psi A}{ }^{t \psi}=\mathcal{O}(1) \text {, }  \tag{G.2.7}\\
& R_{A B}{ }^{t \psi}=\mathcal{O}(1),  \tag{G.2.8}\\
& R_{t \rho}{ }^{t A}=\mathcal{O}(\rho), R_{t \psi}{ }^{t A}=\mathcal{O}(1), R_{t A}{ }^{t B}=\mathcal{O}(1),  \tag{G.2.9}\\
& R_{\rho \psi}{ }^{t A}=\mathcal{O}\left(\rho^{-1}\right), R_{\rho A}{ }^{t B}=\mathcal{O}\left(\rho^{-1}\right),  \tag{G.2.10}\\
& R_{\psi A}{ }^{t B}=\mathcal{O}(1),  \tag{G.2.11}\\
& R_{A B}{ }^{t C}=\mathcal{O}(1) \text {, }  \tag{G.2.12}\\
& R_{t \rho}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{2}\right), R_{t \psi}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{3}\right), R_{t A}{ }^{\rho \psi}=\mathcal{O}(\rho),  \tag{G.2.13}\\
& R_{\rho \psi}{ }^{\rho \psi}=\mathcal{O}(1), R_{\rho A}{ }^{\rho \psi}=\mathcal{O}(1),  \tag{G.2.14}\\
& R_{\psi A}{ }^{\rho \psi}=\mathcal{O}(\rho),  \tag{G.2.15}\\
& R_{A B}{ }^{\rho \psi}=\mathcal{O}(\rho), \tag{G.2.16}
\end{align*}
$$

$$
\begin{array}{r}
R_{t \rho}{ }^{\rho A}=\mathcal{O}\left(\rho^{2}\right), R_{t \psi}{ }^{\rho A}=\mathcal{O}(\rho), \\
R_{t A}{ }^{\rho B}=\mathcal{O}(\rho), \\
R_{\rho \psi}{ }^{\rho A}=\mathcal{O}(1), \\
R_{\rho A}{ }^{\rho B}=\mathcal{O}(1),  \tag{G.2.20}\\
R_{\psi A}{ }^{\rho B}=\mathcal{O}(\rho), \\
R_{A B}{ }^{\rho C}=\mathcal{O}(\rho) .
\end{array}
$$

The Ricci tensor is

$$
R_{\mu \nu}=\left(\begin{array}{cccc}
\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{3}\right) & \mathcal{O}\left(\rho^{2}\right) & \mathcal{O}\left(\rho^{2}\right)  \tag{G.2.21}\\
\mathcal{O}\left(\rho^{3}\right) & \mathcal{O}(1) & \mathcal{O}(\rho) & \mathcal{O}(\rho) \\
\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}(\rho) & \mathcal{O}(1) & \mathcal{O}(1) \\
\mathcal{O}\left(\rho^{2}\right) & \mathcal{O}(\rho) & \mathcal{O}(1) & \mathcal{O}(1)
\end{array}\right)
$$

and the Ricci scalar is

$$
\begin{equation*}
R=\mathcal{O}(1) . \tag{G.2.22}
\end{equation*}
$$

Defining

$$
\begin{equation*}
T_{\alpha \beta}{ }^{\mu \nu}:=2\left(g_{\alpha}{ }^{[\mu} R^{\nu]}{ }_{\beta}-g_{\beta}{ }^{[\mu} R_{\alpha}^{\nu]}\right) \tag{G.2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{\alpha \beta}{ }^{\mu \nu}:=2 R g_{\alpha}{ }^{[\mu} g_{\beta}^{\nu]}, \tag{G.2.24}
\end{equation*}
$$

Weyl tensor is decomposed as

$$
\begin{equation*}
C_{\alpha \beta}{ }^{\mu \nu}:=R_{\alpha \beta}{ }^{\mu \nu}-\frac{1}{D-2} T_{\alpha \beta}{ }^{\mu \nu}+\frac{1}{(D-1)(D-2)} U_{\alpha \beta}{ }^{\mu \nu} . \tag{G.2.25}
\end{equation*}
$$

The components of $T_{\alpha \beta}{ }^{\mu \nu}$ are listed:

$$
\begin{array}{r}
T_{t \rho}{ }^{t \rho}=\mathcal{O}(1), T_{t \psi}{ }^{t \rho}=\mathcal{O}(\rho), T_{t A}{ }^{t \rho}=\mathcal{O}(\rho), \\
T_{\rho \psi}{ }^{t \rho}=\mathcal{O}(1), T_{\rho A}{ }^{t \rho}=\mathcal{O}(1), \\
T_{\psi A}{ }^{t \rho}=\mathcal{O}\left(\rho^{2}\right), \\
T_{A B}{ }^{t \rho}=\mathcal{O}\left(\rho^{2}\right), \\
T_{t \rho}{ }^{t \psi}=\mathcal{O}(\rho), T_{t \psi}{ }^{t \psi}=\mathcal{O}(1), T_{t A}{ }^{t \psi}=\mathcal{O}(1), \\
T_{\rho \psi}{ }^{t \psi}=\mathcal{O}(\rho), T_{\rho A}{ }^{t \psi}=\mathcal{O}\left(\rho^{2}\right), \\
T_{\psi A}{ }^{t \psi}=\mathcal{O}(1), \\
T_{A B}{ }^{t \psi}=\mathcal{O}\left(\rho^{2}\right), \\
T_{t \rho}{ }^{t A}=\mathcal{O}(\rho), T_{t \psi}{ }^{t A}=\mathcal{O}(1), T_{t A}{ }^{t B}=\mathcal{O}(1), \\
T_{\rho \psi}{ }^{t A}=\mathcal{O}\left(\rho^{2}\right), T_{\rho A}{ }^{t B}=\mathcal{O}(\rho), \\
T_{\psi A}{ }^{t B}=\mathcal{O}(1), \\
T_{A B}{ }^{t C}=\mathcal{O}(1), \\
T_{t \rho}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{2}\right), T_{t \psi}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{3}\right), T_{t A}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{4}\right), \\
T_{\rho \psi}{ }^{\rho \psi}=\mathcal{O}(1), T_{\rho A}{ }^{\rho \psi}=\mathcal{O}(1), \\
T_{\psi A}{ }^{\rho \psi}=\mathcal{O}(\rho), \\
T_{A B}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{4}\right), \tag{G.2.41}
\end{array}
$$

$$
\begin{array}{r}
T_{t \rho}{ }^{\rho A}=\mathcal{O}\left(\rho^{2}\right), T_{t \psi}{ }^{\rho A}=\mathcal{O}\left(\rho^{4}\right), T_{t A}{ }^{\rho B}=\mathcal{O}\left(\rho^{3}\right), \\
T_{\rho \psi}{ }^{\rho A}=\mathcal{O}(1), T_{\rho A}{ }^{\rho B}=\mathcal{O}(1), \\
T_{\psi A}{ }^{\rho B}=\mathcal{O}(\rho), \\
T_{A B}{ }^{\rho C}=\mathcal{O}(\rho) . \tag{G.2.45}
\end{array}
$$

The components of Weyl tensor are listed:

$$
\begin{align*}
& C_{t \rho}{ }^{t \rho}=\mathcal{O}(1), C_{t \psi}{ }^{t \rho}=\mathcal{O}(\rho), C_{t A}{ }^{t \rho}=\mathcal{O}(\rho),  \tag{G.2.46}\\
& C_{\rho \psi}{ }^{t \rho}=\mathcal{O}(1), C_{\rho A}{ }^{t \rho}=\mathcal{O}(1),  \tag{G.2.47}\\
& C_{\psi A}{ }^{t \rho}=\frac{\partial_{A} f_{t \psi}}{\kappa^{2} \rho}+\mathcal{O}(\rho),  \tag{G.2.48}\\
& C_{A B}{ }^{t \rho}=\frac{\partial_{B} f_{t A}-\partial_{A} f_{t B}}{\kappa^{2} \rho}+\mathcal{O}(\rho),  \tag{G.2.49}\\
& C_{t \rho}{ }^{t \psi}=\mathcal{O}(\rho), C_{t \psi}{ }^{t \psi}=\mathcal{O}(1), C_{t A}{ }^{t \psi}=\mathcal{O}(1),  \tag{G.2.50}\\
& C_{\rho \psi}{ }^{t \psi}=\mathcal{O}(\rho), C_{\rho A}{ }^{t \psi}=\mathcal{O}\left(\rho^{-1}\right),  \tag{G.2.51}\\
& C_{\psi A}{ }^{t \psi}=\mathcal{O}(1),  \tag{G.2.52}\\
& C_{A B}{ }^{t \psi}=\mathcal{O}(1) \text {, }  \tag{G.2.53}\\
& C_{t \rho}{ }^{t A}=\mathcal{O}(\rho), C_{t \psi}{ }^{t A}=\mathcal{O}(1), C_{t A}{ }^{t B}=\mathcal{O}(1),  \tag{G.2.54}\\
& C_{\rho \psi}{ }^{t A}=\mathcal{O}\left(\rho^{-1}\right), C_{\rho A}{ }^{t B}=\mathcal{O}\left(\rho^{-1}\right),  \tag{G.2.55}\\
& C_{\psi A}{ }^{t B}=\mathcal{O}(1),  \tag{G.2.56}\\
& C_{A B}{ }^{t C}=\mathcal{O}(1),  \tag{G.2.57}\\
& C_{t \rho}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{2}\right), C_{t \psi}{ }^{\rho \psi}=\mathcal{O}\left(\rho^{3}\right), C_{t A}{ }^{\rho \psi}=\mathcal{O}(\rho),  \tag{G.2.58}\\
& C_{\rho \psi}{ }^{\rho \psi}=\mathcal{O}(1), C_{\rho A}{ }^{\rho \psi}=\mathcal{O}(1),  \tag{G.2.59}\\
& C_{\psi A}{ }^{\rho \psi}=\mathcal{O}(\rho),  \tag{G.2.60}\\
& C_{A B}{ }^{\rho \psi}=\mathcal{O}(\rho),  \tag{G.2.61}\\
& C_{t \rho}{ }^{\rho A}=\mathcal{O}\left(\rho^{2}\right), C_{t \psi}{ }^{\rho A}=\mathcal{O}(\rho), C_{t A}{ }^{\rho B}=\mathcal{O}(\rho),  \tag{G.2.62}\\
& C_{\rho \psi}{ }^{\rho A}=\mathcal{O}(1), C_{\rho A}{ }^{\rho B}=\mathcal{O}(1),  \tag{G.2.63}\\
& C_{\psi A}{ }^{\rho B}=\mathcal{O}(\rho),  \tag{G.2.64}\\
& C_{A B}{ }^{\rho C}=\mathcal{O}(\rho) \text {, }  \tag{G.2.65}\\
& C_{t \rho}{ }^{\psi A}=\mathcal{O}(\rho), C_{t \psi}{ }^{\psi A}=\mathcal{O}\left(\rho^{2}\right), C_{t A}{ }^{\psi B}=\mathcal{O}\left(\rho^{2}\right),  \tag{G.2.66}\\
& C_{\rho \psi}{ }^{\psi A}=\mathcal{O}(\rho), C_{\rho A}{ }^{\psi B}=\mathcal{O}(\rho) \text {, }  \tag{G.2.67}\\
& C_{\psi A}{ }^{\psi B}=\mathcal{O}(1),  \tag{G.2.68}\\
& C_{A B}{ }^{\psi C}=\mathcal{O}(1) \text {, }  \tag{G.2.69}\\
& C_{t \rho}{ }^{A B}=\mathcal{O}(\rho), C_{t \psi}{ }^{A B}=\mathcal{O}\left(\rho^{2}\right), C_{t A}{ }^{B C}=\mathcal{O}\left(\rho^{2}\right),  \tag{G.2.70}\\
& C_{\rho \psi}{ }^{A B}=\mathcal{O}(\rho), C_{\rho A}{ }^{B C}=\mathcal{O}(\rho),  \tag{G.2.71}\\
& C_{\psi A}{ }^{B C}=\mathcal{O}(1),  \tag{G.2.72}\\
& C_{A B}{ }^{C D}=\mathcal{O}(1) \text {. } \tag{G.2.73}
\end{align*}
$$

## G. 3 The detailed derivation of Eq. (4.3.36)

For

$$
\begin{align*}
& \xi=\left(X^{t}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), X^{\rho}\left(t, \psi, \theta^{A}\right) \rho+\mathcal{O}\left(\rho^{2}\right), X^{\psi}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), X^{A}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho)\right)  \tag{G.3.1}\\
& \eta=\left(Y^{t}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), Y^{\rho}\left(t, \psi, \theta^{A}\right) \rho+\mathcal{O}\left(\rho^{2}\right), Y^{\psi}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho), Y^{A}\left(t, \psi, \theta^{A}\right)+\mathcal{O}(\rho)\right) \tag{G.3.2}
\end{align*}
$$

the contribution of Weyl tensor in non trivial condition is

$$
\begin{align*}
\sqrt{-\bar{g}} C_{\alpha \beta}{ }^{[t \rho]} \xi^{\alpha} \eta^{\beta} & =\sqrt{-\bar{g}} C_{\alpha \beta}{ }^{t \rho} \xi^{\alpha} \eta^{\beta} \\
& =\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa}\left(\partial_{A} f_{t \psi} X^{\psi} Y^{A}+\left(\partial_{B} f_{t A}-\partial_{A} f_{t B}\right) X^{A} Y^{B}-(X \leftrightarrow Y)\right)+\mathcal{O}(\rho) . \tag{G.3.3}
\end{align*}
$$

We need to calculate

$$
\begin{equation*}
\nabla_{\mu} \xi^{\nu}=\partial_{\mu} \xi^{\nu}+\Gamma_{\mu \alpha}^{\nu} \xi^{\alpha} \tag{G.3.4}
\end{equation*}
$$

The components of it are listed as
$\nabla_{t} \xi^{t}=X^{\rho}+\partial_{t} X^{t}+\mathcal{O}(\rho), \nabla_{t} \xi^{\rho}=\left(\kappa^{2} X^{t}-f_{t M} X^{M}+\partial_{t} X^{\rho}\right) \rho+\mathcal{O}\left(\rho^{2}\right) \quad\left(M=\left(\psi, \theta^{A}\right)\right)$,
$\nabla_{t} \xi^{\psi}=\partial_{t} X^{\psi}+\mathcal{O}(\rho), \nabla_{t} \xi^{A}=\partial_{t} X^{A}+\mathcal{O}(\rho)$,
$\nabla_{\rho} \xi^{t}=\frac{1}{\kappa^{2} \rho}\left(\kappa^{2} X^{t}-f_{t M} X^{M}\right)+\mathcal{O}(1), \nabla_{\rho} \xi^{\rho}=X^{\rho}+\mathcal{O}(\rho)$,
$\nabla_{\rho} \xi^{\psi}=\mathcal{O}(1), \nabla_{\rho} \xi^{A}=\mathcal{O}(1)$,
$\nabla_{\psi} \xi^{t}=\partial_{\psi} X^{t}+\frac{1}{2 \kappa^{2}}\left[-2 f_{t \psi} X^{\rho}+\frac{X^{A}}{f_{\psi \psi}}\left(-f_{\psi \psi} \partial_{A} f_{t \psi}+f_{t \psi} \partial_{A} f_{\psi \psi}\right)-X^{\psi} f_{t A} \Omega^{A B} \partial_{B} f_{\psi \psi}\right]+\mathcal{O}(\rho), \nabla_{\psi} \xi^{\rho}=\mathcal{O}(\rho)$,
$\nabla_{\psi} \xi^{\psi}=\partial_{\psi} X^{\psi}+\frac{X^{A} \partial_{A} f_{\psi \psi}}{2 f_{\psi \psi}}+\mathcal{O}(\rho), \nabla_{\psi} \xi^{A}=\partial_{\psi} X^{A}-\frac{X^{\psi} \Omega^{A B} \partial_{B} f_{\psi \psi}}{2}+\mathcal{O}(\rho)$,
$\nabla_{A} \xi^{t}=\partial_{A} X^{t}-\frac{f_{t A}}{\kappa^{2}} X^{\rho}+\frac{-f_{\psi \psi} \partial_{A} f_{t \psi}+f_{t \psi} \partial_{A} f_{\psi \psi}}{2 \kappa^{2} f_{\psi \psi}} X^{\psi}$

$$
\begin{equation*}
+\frac{f_{t D} \Omega^{C D}\left(\partial_{B} \Omega_{C A}+\partial_{A} \Omega_{C B}-\partial_{C} \Omega_{A B}\right)-\partial_{A} f_{t B}-\partial_{B} f_{t A}}{2 \kappa^{2}} X^{B}+\mathcal{O}(\rho), \tag{G.3.13}
\end{equation*}
$$

$\nabla_{A} \xi^{\rho}=\mathcal{O}(\rho), \nabla_{A} \xi^{\psi}=\partial_{A} X^{\psi}+\frac{\partial_{A} f_{\psi \psi}}{2 f_{\psi \psi}} X^{\psi}+\mathcal{O}(\rho)$,
$\nabla_{A} \xi^{B}=\partial_{A} X^{B}+\frac{\Omega^{B D}}{2}\left[\partial_{C} \Omega_{D A}+\partial_{A} \Omega_{D C}-\partial_{D} \Omega_{A C}\right] X^{C}+\mathcal{O}(\rho)$.

Next,

$$
\begin{equation*}
\nabla^{\mu} \xi^{\nu}=g^{\mu \alpha} \nabla_{\alpha} \xi^{\nu} \tag{G.3.16}
\end{equation*}
$$

are needed. The components of it are calculated as

$$
\begin{align*}
& \nabla^{t} \xi^{t}=-\frac{X^{\rho}+\partial_{t} X^{t}}{\kappa^{2} \rho^{2}}+\mathcal{O}\left(\rho^{-1}\right), \nabla^{t} \xi^{\rho}=-\frac{\kappa^{2} X^{t}-f_{t M} X^{M}+\partial_{t} X^{\rho}}{\kappa^{2} \rho}+\mathcal{O}(1),  \tag{G.3.17}\\
& \nabla^{t} \xi^{\psi}=-\frac{\partial_{t} X^{\psi}}{\kappa^{2} \rho^{2}}+\mathcal{O}\left(\rho^{-1}\right), \nabla^{t} \xi^{A}=-\frac{\partial_{t} X^{A}}{\kappa^{2} \rho^{2}}+\mathcal{O}\left(\rho^{-1}\right),  \tag{G.3.18}\\
& \nabla^{\rho} \xi^{t}=\frac{\kappa^{2} X^{t}-f_{t M} X^{M}}{\kappa^{2} \rho}+\mathcal{O}(1), \nabla^{\rho} \xi^{\rho}=X^{\rho}+\mathcal{O}(\rho),  \tag{G.3.19}\\
& \nabla^{\rho} \xi^{\psi}=\mathcal{O}(1), \nabla^{\rho} \xi^{A}=\mathcal{O}(1),  \tag{G.3.20}\\
& \begin{aligned}
\nabla^{\psi} \xi^{t} & =\frac{f_{t \psi}}{\kappa^{2} f_{\psi \psi}}\left(X^{\rho}+\partial_{t} X^{t}\right)+\frac{1}{f_{\psi \psi}}\left[\partial_{\psi} X^{t}+\frac{1}{2 \kappa^{2}}\left(-2 f_{t \psi} X^{\rho}+\frac{X^{A}}{f_{\psi \psi}}\left(-f_{\psi \psi} \partial_{A} f_{t \psi}+f_{t \psi} \partial_{A} f_{\psi \psi}\right)\right.\right. \\
& \left.\left.-X^{\psi} f_{t A} \Omega^{A B} \partial_{B} f_{\psi \psi}\right)\right]+\mathcal{O}(\rho),
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
\nabla^{\psi} \xi^{\rho} & =\mathcal{O}(\rho), \nabla^{\psi} \xi^{\psi}=\frac{f_{t \psi} \partial_{t} X^{\psi}}{\kappa^{2} f_{\psi \psi}}+\frac{1}{f_{\psi \psi}}\left(\partial_{\psi} X^{\psi}+\frac{X^{A} \partial_{A} f_{\psi \psi}}{2 f_{\psi \psi}}\right)+\mathcal{O}(\rho),  \tag{G.3.22}\\
\nabla^{\psi} \xi^{A}= & \frac{f_{t \psi} \partial_{t} X^{A}}{\kappa^{2} f_{\psi \psi}}+\frac{1}{f_{\psi \psi}}\left(\partial_{\psi} X^{A}-\frac{X^{\psi} \Omega^{A B} \partial_{B} f_{\psi \psi}}{2}\right)+\mathcal{O}(\rho),  \tag{G.3.23}\\
\nabla^{A} \xi^{t}= & \frac{f_{t B} \Omega^{A B}}{\kappa^{2}}\left(X^{\rho}+\partial_{t} X^{t}\right)+\Omega^{A B}\left[\partial_{B} X^{t}-\frac{f_{t B}}{\kappa^{2}} X^{\rho}+\frac{-f_{\psi \psi} \partial_{B} f_{t \psi}+f_{t \psi} \partial_{B} f_{\psi \psi}}{2 \kappa^{2} f_{\psi \psi}} X^{\psi}\right.  \tag{G.3.24}\\
& \left.+\frac{f_{t E} \Omega^{D E}\left(\partial_{C} \Omega_{D B}+\partial_{B} \Omega_{D C}-\partial_{D} \Omega_{B C}\right)-\partial_{B} f_{t C}-\partial_{C} f_{t B}}{2 \kappa^{2}} X^{C}\right]+\mathcal{O}(\rho), \tag{G.3.25}
\end{align*}
$$

$$
\begin{equation*}
\nabla^{A} \xi^{\rho}=\mathcal{O}(\rho), \nabla^{A} \xi^{\psi}=\Omega^{A B}\left(\frac{f_{t B} \partial_{t} X^{\psi}}{\kappa^{2}}+\partial_{B} X^{\psi}+\frac{\partial_{B} f_{\psi \psi}}{2 f_{\psi \psi}} X^{\psi}\right)+\mathcal{O}(\rho) \tag{G.3.26}
\end{equation*}
$$

$$
\begin{equation*}
\nabla^{A} \xi^{B}=\Omega^{A C}\left[\frac{f_{t C} \partial_{t} X^{B}}{\kappa^{2}}+\partial_{C} X^{B}+\frac{\Omega^{B E}}{2}\left(\partial_{D} \Omega_{E C}+\partial_{C} \Omega_{E D}-\partial_{E} \Omega_{C D}\right) X^{D}\right]+\mathcal{O}(\rho) \tag{G.3.27}
\end{equation*}
$$

Thus the components of $\nabla^{\alpha} \eta^{\mu} \nabla_{\alpha} \xi^{\nu}$ are

$$
\begin{align*}
& \nabla^{\alpha} \eta^{t} \nabla_{\alpha} \xi^{\rho}=\frac{1}{\kappa^{2} \rho}\left[X^{\rho}\left(\kappa^{2} Y^{t}-f_{t M} Y^{M}\right)-Y^{\rho}\left(\kappa^{2} X^{t}-f_{t M} X^{M}\right)-Y^{\rho} \partial_{t} X^{\rho}-\partial_{t} Y^{t}\left(\kappa^{2} X^{t}-f_{t M} X^{M}+\partial_{t} X^{\rho}\right)\right]+\mathcal{O}(1),  \tag{G.3.28}\\
& \nabla^{\alpha} \eta^{t} \nabla_{\alpha} \xi^{\psi}=-\frac{\partial_{t} X^{\psi}}{\kappa^{2} \rho^{2}}\left(Y^{\rho}+\partial_{t} Y^{t}\right)+\mathcal{O}\left(\rho^{-1}\right)  \tag{G.3.29}\\
& \nabla^{\alpha} \eta^{t} \nabla_{\alpha} \xi^{A}=-\frac{\partial_{t} X^{A}}{\kappa^{2} \rho^{2}}\left(Y^{\rho}+\partial_{t} Y^{t}\right)+\mathcal{O}\left(\rho^{-1}\right),  \tag{G.3.30}\\
& \nabla^{\alpha} \eta^{\rho} \nabla_{\alpha} \xi^{\psi}=-\frac{\kappa^{2} Y^{t}-f_{t M} Y^{M}+\partial_{t} Y^{\rho}}{\kappa^{2} \rho} \partial_{t} X^{\psi}+\mathcal{O}(1),  \tag{G.3.31}\\
& \nabla^{\alpha} \eta^{\rho} \nabla_{\alpha} \xi^{A}=-\frac{\kappa^{2} Y^{t}-f_{t M} Y^{M}+\partial_{t} Y^{\rho}}{\kappa^{2} \rho} \partial_{t} X^{A}+\mathcal{O}(1),  \tag{G.3.32}\\
& \nabla^{\alpha} \eta^{\psi} \nabla_{\alpha} \xi^{A}=-\frac{\partial_{t} Y^{\psi} \partial_{t} X^{A}}{\kappa^{2} \rho^{2}}+\mathcal{O}\left(\rho^{-1}\right)  \tag{G.3.33}\\
& \nabla^{\alpha} \eta^{A} \nabla_{\alpha} \xi^{B}=-\frac{\partial_{t} Y^{A} \partial_{t} X^{B}}{\kappa^{2} \rho^{2}}+\mathcal{O}\left(\rho^{-1}\right) . \tag{G.3.34}
\end{align*}
$$

Since we have

$$
\begin{align*}
\nabla_{\alpha} \eta^{\alpha} & =2 Y^{\rho}+\partial_{t} Y^{t}+\partial_{M} Y^{M}+\frac{Y^{A} \partial_{A} f_{\psi \psi}}{2 f_{\psi \psi}}+\frac{\Omega^{A D}}{2}\left[\partial_{C} \Omega_{D A}+\partial_{A} \Omega_{D C}-\partial_{D} \Omega_{A C}\right] Y^{C}+\mathcal{O}(\rho) \\
& =\underbrace{2 Y^{\rho}+\partial_{t} Y^{t}+D_{M} Y^{M}}_{:=Y_{\eta}}+\mathcal{O}(\rho) \tag{G.3.35}
\end{align*}
$$

where $D_{M} Y^{M}=\partial_{M} Y^{M}+\Gamma_{M N}^{M} Y^{N}$, the components of $\nabla_{\alpha} \eta^{\alpha} \nabla^{\mu} \xi^{\nu}$ are listed as

$$
\begin{align*}
& \nabla_{\alpha} \eta^{\alpha} \nabla^{t} \xi^{\rho}=-\frac{\kappa^{2} X^{t}-f_{t M} X^{M}+\partial_{t} X^{\rho}}{\kappa^{2} \rho} Y_{\eta}+\mathcal{O}(1), \nabla_{\alpha} \eta^{\alpha} \nabla^{\rho} \xi^{t}=\frac{\kappa^{2} X^{t}-f_{t M} X^{M}}{\kappa^{2} \rho} Y_{\eta}+\mathcal{O}(1),  \tag{G.3.36}\\
& \nabla_{\alpha} \eta^{\alpha} \nabla^{t} \xi^{\psi}=-\frac{\partial_{t} X^{\psi}}{\kappa^{2} \rho^{2}} Y_{\eta}+\mathcal{O}\left(\rho^{-1}\right), \nabla_{\alpha} \eta^{\alpha} \nabla^{\psi} \xi^{t}=\mathcal{O}(1),  \tag{G.3.37}\\
& \nabla_{\alpha} \eta^{\alpha} \nabla^{t} \xi^{A}=-\frac{\partial_{t} X^{A}}{\kappa^{2} \rho^{2}} Y_{\eta}+\mathcal{O}\left(\rho^{-1}\right), \nabla_{\alpha} \eta^{\alpha} \nabla^{A} \xi^{t}=\mathcal{O}(1), \\
& \nabla_{\alpha} \eta^{\alpha} \nabla^{\rho} \xi^{\psi}=\mathcal{O}(1), \nabla_{\alpha} \eta^{\alpha} \nabla^{\psi} \xi^{\rho}=\mathcal{O}(\rho)  \tag{G.3.39}\\
& \nabla_{\alpha} \eta^{\alpha} \nabla^{\rho} \xi^{A}=\mathcal{O}(1), \nabla_{\alpha} \eta^{\alpha} \nabla^{A} \xi^{\rho}=\mathcal{O}(\rho),  \tag{G.3.40}\\
& \nabla_{\alpha} \eta^{\alpha} \nabla^{\psi} \xi^{A}=\mathcal{O}(1), \nabla_{\alpha} \eta^{\alpha} \nabla^{A} \xi^{\psi}=\mathcal{O}(1),  \tag{G.3.41}\\
& \nabla_{\alpha} \eta^{\alpha} \nabla^{A} \xi^{B}=\mathcal{O}(1) . \tag{G.3.42}
\end{align*}
$$

We get
$2 \nabla^{\alpha} \eta^{[t} \nabla_{\alpha} \xi^{\rho]}=\left(2 X^{\rho}\left(\kappa^{2} Y^{t}-f_{t M} Y^{M}\right)-\partial_{t} X^{\rho}\left(Y^{\rho}+\partial_{t} Y^{t}\right)-\partial_{t} Y^{t}\left(\kappa^{2} X^{t}-f_{t M} X^{M}\right)-(X \leftrightarrow Y)\right) \frac{1}{\kappa^{2} \rho}+\mathcal{O}(1)$
$-\nabla_{\alpha} \eta^{\alpha} \nabla^{[t} \xi^{\rho]}+\nabla_{\alpha} \xi^{\alpha} \nabla^{[t} \eta^{\rho]}=\left[\frac{\left(2 Y^{\rho}+\partial_{t} Y^{t}+D_{M} Y^{M}\right)\left(\kappa^{2} X^{t}-f_{t M} X^{M}+\frac{1}{2} \partial_{t} X^{\rho}\right)}{\kappa^{2} \rho}-(X \leftrightarrow Y)\right]+\mathcal{O}(1)$

Defining,

$$
\begin{align*}
\boldsymbol{S} & =S^{\mu \nu}\left(\mathrm{d}^{D-2} x\right)_{\mu \nu},  \tag{G.3.45}\\
S^{\mu \nu} & =S_{\eta, \xi}^{\mu \nu}+S_{\eta, \xi}^{R \mu \nu}+S_{\xi, \eta}^{B \mu \nu} \tag{G.3.46}
\end{align*}
$$

where

$$
\begin{align*}
S_{\eta, \xi}^{\mu \nu} & =\sqrt{-g}\left(2 \nabla^{\alpha} \eta^{[\mu} \nabla_{\alpha} \xi^{\nu]}-\nabla_{\alpha} \eta^{\alpha} \nabla^{[\mu} \xi^{\nu]}+\nabla_{\alpha} \xi^{\alpha} \nabla^{[\mu} \eta^{\nu]}\right)  \tag{G.3.47}\\
S_{\eta, \xi}^{R \mu \nu} & =\sqrt{-g}\left(-C_{\alpha \beta}^{[\mu \nu]} \xi^{\alpha} \eta^{\beta}+\frac{4 \Lambda}{D-1} \xi^{[\mu} \eta^{\nu]}\right)  \tag{G.3.48}\\
S_{\eta, \xi}^{B \mu \nu} & =\sqrt{-g} \nabla_{\alpha}\left(-\xi^{[\mu} \nabla^{\nu]} \eta^{\alpha}+\xi^{[\mu} \nabla^{|\alpha|} \eta^{\nu]}-\xi^{\alpha} \nabla^{[\mu} \eta^{\nu]}\right) \\
& =\partial_{\alpha}\left(\sqrt{-g}\left(-\xi^{[\mu} \nabla^{\nu]} \eta^{\alpha}+\xi^{[\mu} \nabla^{|\alpha|} \eta^{\nu]}-\xi^{\alpha} \nabla^{[\mu} \eta^{\nu]}\right)\right), \tag{G.3.49}
\end{align*}
$$

the non-trivial condition is

$$
\begin{align*}
& \int_{\partial \Sigma} 2\left(\mathrm{~d}^{D-2} x\right)_{t \rho} \sqrt{-\bar{g}}\left(2 \nabla^{\alpha} \eta^{[t} \nabla_{\alpha} \xi^{\rho]}-\nabla_{\alpha} \eta^{\alpha} \nabla^{[t} \xi^{\rho]}+\nabla_{\alpha} \xi^{\alpha} \nabla^{[t} \eta^{\rho]}-C_{\alpha \beta}^{[t \rho]} \xi^{\alpha} \eta^{\beta}+\frac{4 \Lambda}{D-1} \xi^{[t} \eta^{\rho]}\right) \\
& =\int_{\partial \Sigma} \frac{2 \sqrt{\Omega f_{\psi \psi}}}{\kappa}\left(\frac{1}{2} \partial_{t} Y^{\rho} \partial_{t} X^{t}+D_{M} Y^{M}\left(\kappa^{2} X^{t}-f_{t M} X^{M}+\frac{1}{2} \partial_{t} X^{\rho}\right)\right. \\
& \left.\quad+\partial_{A} f_{t \psi} X^{\psi} Y^{A}+\left(\partial_{B} f_{t A}-\partial_{A} f_{t B}\right) X^{A} Y^{B}-(X \leftrightarrow Y)\right) \mathrm{d} x^{M_{1}} \cdots \mathrm{~d} x^{M_{D-2}} \tag{G.3.50}
\end{align*}
$$

## G. 4 The detailed derivation of Eqs. (4.3.41a),(4.3.41b), and (4.3.41c)

The pre-symplectic current is

$$
\begin{equation*}
\omega^{\mu} \approx \partial_{\nu} S^{\mu \nu}=\partial_{\nu}\left(S_{\eta, \xi}^{\mu \nu}+S_{\eta, \xi}^{R \mu \nu}\right) \tag{G.4.1}
\end{equation*}
$$

where $S_{\eta, \xi}^{B \mu \nu}$ (Eq. (G.3.49)) does not contribute because $\partial_{\nu} S_{\eta, \xi}^{B \mu \nu}=0$.

$$
\begin{align*}
& S^{t \rho}=\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa}\left(\frac{1}{2} \partial_{t} Y^{\rho} \partial_{t} X^{t}+D_{M} Y^{M}\left(\kappa^{2} X^{t}-f_{t M} X^{M}+\frac{1}{2} \partial_{t} X^{\rho}\right)+\partial_{A} f_{t \psi} X^{\psi} Y^{A}\right. \\
&\left.+\left(\partial_{B} f_{t A}-\partial_{A} f_{t B}\right) X^{A} Y^{B}-(X \leftrightarrow Y)\right)+\mathcal{O}(\rho) \tag{G.4.2}
\end{align*}
$$

To get $S_{\eta, \xi}^{t M}$, we need

$$
\begin{gather*}
2 \nabla^{\alpha} \eta^{[t} \nabla_{\alpha} \xi^{M]}=\left[-\frac{\partial_{t} X^{M}}{\kappa^{2} \rho^{2}}\left(Y^{\rho}+\partial_{t} Y^{t}\right)-(X \leftrightarrow Y)\right]+\mathcal{O}\left(\rho^{-1}\right)  \tag{G.4.3}\\
-\nabla_{\alpha} \eta^{\alpha} \nabla^{[t} \xi^{M]}+\nabla_{\alpha} \xi^{\alpha} \nabla^{[t} \eta^{M]}=\left[\frac{\partial_{t} X^{M}}{2 \kappa^{2} \rho^{2}}\left(2 Y^{\rho}+\partial_{t} Y^{t}+D_{N} Y^{N}\right)-(X \leftrightarrow Y)\right]+\mathcal{O}\left(\rho^{-1}\right) . \tag{G.4.4}
\end{gather*}
$$

On the other hand,

$$
\begin{equation*}
S_{\eta, \xi}^{R t M}=\mathcal{O}(1) \tag{G.4.5}
\end{equation*}
$$

Thus we get

$$
\begin{equation*}
S^{t M}=S_{\eta, \xi}^{t M}+S_{\eta, \xi}^{R t M}=-\frac{\sqrt{\Omega f_{\psi \psi}}}{2 \kappa \rho}\left[\partial_{t} X^{M}\left(\partial_{t} Y^{t}-D_{N} Y^{N}\right)-(X \leftrightarrow Y)\right]+\mathcal{O}(1) \tag{G.4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega^{t}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) \approx \partial_{\rho} S^{t \rho}+\partial_{M} S^{t M}=\partial_{M}\left(-\frac{\sqrt{\Omega f_{\psi \psi}}}{2 \kappa \rho}\left[\partial_{t} X^{M}\left(\partial_{t} Y^{t}-D_{N} Y^{N}\right)-(X \leftrightarrow Y)\right]\right)+\mathcal{O}(1) \tag{G.4.7}
\end{equation*}
$$

Similarly, since we have

$$
\begin{align*}
& 2 \nabla^{\alpha} \eta^{[\rho} \nabla_{\alpha} \xi^{M]}=\frac{1}{\kappa^{2} \rho}\left[\left(-\kappa^{2} Y^{t}+f_{t N} Y^{N}-\partial_{t} Y^{\rho}\right) \partial_{t} X^{M}-(X \leftrightarrow Y)\right]+\mathcal{O}(1)  \tag{G.4.8}\\
& -\nabla_{\alpha} \eta^{\alpha} \nabla^{[\rho} \xi^{M]}+\nabla_{\alpha} \xi^{\alpha} \eta^{[\rho} \xi^{M]}=\mathcal{O}(1)  \tag{G.4.9}\\
& S_{\eta, \xi}^{R \rho M}=\mathcal{O}(\rho) \tag{G.4.10}
\end{align*}
$$

we get

$$
\begin{equation*}
S^{\rho M}=\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa}\left[\left(-\kappa^{2} Y^{t}+f_{t N} Y^{N}-\partial_{t} Y^{\rho}\right) \partial_{t} X^{M}-(X \leftrightarrow Y)\right]+\mathcal{O}(\rho) \tag{G.4.11}
\end{equation*}
$$

and

$$
\begin{align*}
\omega^{\rho}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) & \approx \partial_{t} S^{\rho t}+\partial_{M} S^{\rho M} \\
& =\partial_{t}\left[-\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa}\left(\frac{1}{2} \partial_{t} Y^{\rho} \partial_{t} X^{t}+D_{M} Y^{M}\left(\kappa^{2} X^{t}\right.\right.\right. \\
& \left.\left.\left.-f_{t M} X^{M}+\frac{1}{2} \partial_{t} X^{\rho}\right)+\partial_{A} f_{t \psi} X^{\psi} Y^{A}+\left(\partial_{B} f_{t A}-\partial_{A} f_{t B}\right) X^{A} Y^{B}-(X \leftrightarrow Y)\right)\right] \\
& +\partial_{M}\left(\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa}\left[\left(-\kappa^{2} Y^{t}+f_{t N} Y^{N}-\partial_{t} Y^{\rho}\right) \partial_{t} X^{M}-(X \leftrightarrow Y)\right]\right)+\mathcal{O}(\rho) . \tag{G.4.12}
\end{align*}
$$

Since we have

$$
\begin{align*}
& 2 \nabla^{\alpha} \eta^{[M} \nabla_{\alpha} \xi^{N]}=-\frac{1}{\kappa^{2} \rho^{2}}\left[\partial_{t} Y^{M} \partial_{t} X^{N}-(X \leftrightarrow Y)\right]+\mathcal{O}\left(\rho^{-1}\right)  \tag{G.4.13}\\
& -\nabla_{\alpha} \eta^{\alpha} \nabla^{[M} \xi^{N]}+\nabla_{\alpha} \xi^{\alpha} \eta^{[M} \xi^{N]}=\mathcal{O}(1)  \tag{G.4.14}\\
& S_{\eta, \xi}^{R M N}=\mathcal{O}(1) \tag{G.4.15}
\end{align*}
$$

we get

$$
\begin{equation*}
S^{M N}=-\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa \rho}\left[\partial_{t} Y^{M} \partial_{t} X^{N}-(X \leftrightarrow Y)\right]+\mathcal{O}(1) \tag{G.4.16}
\end{equation*}
$$

and

$$
\begin{align*}
\omega^{M}\left(\bar{g}, £_{\eta} \bar{g}, £_{\xi} \bar{g}\right) & \approx \partial_{t} S^{M t}+\partial_{\rho} S^{M \rho}+\partial_{N} S^{M N} \\
& =\partial_{t}\left(\frac{\sqrt{\Omega f_{\psi \psi}}}{2 \kappa \rho}\left[\partial_{t} X^{M}\left(\partial_{t} Y^{t}-D_{N} Y^{N}\right)-(X \leftrightarrow Y)\right]\right) \\
& +\partial_{N}\left(-\frac{\sqrt{\Omega f_{\psi \psi}}}{\kappa \rho}\left[\partial_{t} Y^{M} \partial_{t} X^{N}-(X \leftrightarrow Y)\right]\right)+\mathcal{O}(1) \tag{G.4.17}
\end{align*}
$$

## G. 5 Algebra of vector fields on sphere

The spherical harmonics Eq. (4.3.51) satisfies

$$
\begin{equation*}
\int Y_{l m} Y_{l^{\prime} m^{\prime}}^{*} \mathrm{~d} \Omega=\delta_{l l^{\prime}} \delta_{m m^{\prime}} \tag{G.5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{l m}^{*}=(-1)^{m} Y_{l(-m)} . \tag{G.5.2}
\end{equation*}
$$

Any vector fields $V$ tangent to the sphere are decomposed into

$$
\begin{equation*}
V=\nabla \phi+\hat{\boldsymbol{n}} \times \nabla \psi \tag{G.5.3}
\end{equation*}
$$

where $\nabla$ is surface gradient on the sphere, $\hat{\boldsymbol{n}}$ is unit normal to the sphere and $\phi, \psi$ are scalar function on the sphere. Defining

$$
\begin{align*}
& J_{l m}^{(1)}:=\hat{\boldsymbol{n}} \times \nabla Y_{l m}=-\frac{1}{\sqrt{\sigma}} \epsilon^{A B} \partial_{B} Y_{l m} \partial_{A},  \tag{G.5.4}\\
& J_{l m}^{(2)}:=\nabla Y_{l m}=\partial^{A} Y_{l m} \partial_{A}, \tag{G.5.5}
\end{align*}
$$

they satisfy

$$
\begin{align*}
& \int J_{l m}^{(1)} \cdot J_{l^{\prime} m^{\prime}}^{(1) *} \mathrm{~d} \Omega=\int J_{l m}^{(2)} \cdot J_{l^{\prime} m^{\prime}}^{(2) *} \mathrm{~d} \Omega=l(l+1) \delta_{l l^{\prime}} \delta_{m m^{\prime}}  \tag{G.5.6}\\
& \int J_{l m}^{(1)} \cdot J_{l^{\prime} m^{\prime}}^{(2) *} \mathrm{~d} \Omega=\int\left(\boldsymbol{e}_{r} \times \boldsymbol{L} Y_{l m}\right) \cdot \boldsymbol{L}^{\dagger} Y_{l^{\prime} m^{\prime}} \mathrm{d} \Omega=\int \mathrm{d} \Omega \boldsymbol{L}\left(\boldsymbol{e}_{r} \times \boldsymbol{L} Y_{l m}\right) Y_{l^{\prime} m^{\prime}}=0 \tag{G.5.7}
\end{align*}
$$

Thus they form orthogonal basis.
In the following calculation, we use the relation

$$
\begin{equation*}
\Delta Y_{l m}=\partial_{\theta}^{2} Y_{l m}+\frac{1}{\tan \theta} \partial_{\theta} Y_{l m}+\frac{1}{\sin ^{2} \theta} \partial_{\phi}^{2} Y_{l m}=-l(l+1) Y_{l m} \tag{G.5.8}
\end{equation*}
$$

First we calculate as

$$
\begin{align*}
{\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(1)}\right] } & =\frac{1}{\sqrt{\sigma}} \epsilon^{A B} \partial_{B} Y_{l m} \partial_{A}\left(\frac{1}{\sqrt{\sigma}} \epsilon^{C D} \partial_{D} Y_{l^{\prime} m^{\prime}}\right) \partial_{C}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-\frac{1}{\sqrt{\sigma}} \epsilon^{A B} \partial_{B}\left[\left(\partial_{A} Y_{l m}\right)\left(\frac{1}{\sqrt{\sigma}} \epsilon^{C D} \partial_{D} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{C}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =\frac{1}{\sqrt{\sigma}} \partial_{\theta}\left[\left(\partial_{\phi} Y_{l m}\right)\left(\frac{1}{\sqrt{\sigma}} \epsilon^{C D} \partial_{D} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{C}-\frac{1}{\sqrt{\sigma}} \partial_{\phi}\left[\left(\partial_{\theta} Y_{l m}\right)\left(\frac{1}{\sqrt{\sigma}} \epsilon^{C D} \partial_{D} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{C}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-\frac{1}{\sqrt{\sigma}} \partial_{\theta}\left[\left(\partial_{\phi} Y_{l m}\right)\left(\frac{1}{\sqrt{\sigma}} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{\phi}+\frac{1}{\sqrt{\sigma}} \partial_{\phi}\left[\left(\partial_{\theta} Y_{l^{\prime} m^{\prime}}\right)\left(\frac{1}{\sqrt{\sigma}} \partial_{\phi} Y_{l m}\right)\right] \partial_{\theta}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =\frac{1}{\sqrt{\sigma}} \partial_{\theta}\left[\frac{1}{\sqrt{\sigma}}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\partial_{\phi} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{\phi}-\frac{1}{\sqrt{\sigma}} \partial_{\phi}\left[\frac{1}{\sqrt{\sigma}}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\partial_{\phi} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{\theta} \\
& =-\frac{1}{\sqrt{\sigma}} \epsilon^{A B} \partial_{B} \sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} Y_{l^{\prime \prime} m^{\prime \prime}} \partial_{A} \\
& =\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(1)} \tag{G.5.9}
\end{align*}
$$

Second we have

$$
\begin{align*}
{\left[J_{l m}^{(2)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=} & \partial^{A} Y_{l m} \partial_{A} \partial^{B} Y_{l^{\prime} m^{\prime}} \partial_{B}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =\partial^{\theta} Y_{l m} \partial_{\theta} \partial^{\theta} Y_{l^{\prime} m^{\prime}} \partial_{\theta}+\partial^{\theta} Y_{l m} \partial_{\theta} \partial^{\phi} Y_{l^{\prime} m^{\prime}} \partial_{\phi}+\partial^{\phi} Y_{l m} \partial_{\phi} \partial^{\theta} Y_{l^{\prime} m^{\prime}} \partial_{\theta}+\partial^{\phi} Y_{l m} \partial_{\phi} \partial^{\phi} Y_{l^{\prime} m^{\prime}} \partial_{\phi}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
= & {\left[\partial_{\theta} Y_{l m} \partial_{\theta}^{2} Y_{l^{\prime} m^{\prime}}+\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l m} \partial_{\phi} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right] \partial_{\theta}+\left[\partial_{\theta} Y_{l m} \partial_{\theta}\left(\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right)\right.} \\
& \left.+\frac{1}{\sin ^{4} \theta} \partial_{\phi} Y_{l m} \partial_{\phi}^{2} Y_{l^{\prime} m^{\prime}}\right] \partial_{\phi}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) . \tag{G.5.10}
\end{align*}
$$

The components are calculated as

$$
\begin{align*}
{\left[J_{l m}^{(2)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]^{\theta} } & =-\frac{1}{\sin ^{2} \theta}\left(\partial_{\theta} Y_{l m} \partial_{\phi}^{2} Y_{l^{\prime} m^{\prime}}+\partial_{\theta} \partial_{\phi} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right)-l^{\prime}\left(l^{\prime}+1\right) \partial_{\theta} Y_{l m} Y_{l^{\prime} m^{\prime}}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-\frac{1}{\sin \theta^{2}} \partial_{\phi}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right)+l(l+1) \partial_{\theta} Y_{l^{\prime} m^{\prime}} Y_{l m}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right),  \tag{G.5.11}\\
{\left[J_{l m}^{(2)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]^{\phi} } & =-\frac{2 \cos \theta}{\sin ^{3} \theta} \partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}+\frac{1}{\sin ^{2} \theta} \partial_{\theta} Y_{l m} \partial_{\theta} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\frac{1}{\sin ^{4} \theta} \partial_{\phi}^{2} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =\frac{1}{\sin ^{2} \theta} \partial_{\theta}^{2} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\frac{\cos \theta}{\sin ^{3} \theta} \partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}+\frac{1}{\sin ^{2} \theta} \partial_{\theta} Y_{l m} \partial_{\theta} \partial_{\phi} Y_{l^{\prime} m^{\prime}}+\frac{1}{\sin ^{2} \theta} l(l+1) Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}} \\
& =\frac{1}{\sin ^{2} \theta} \partial_{\theta}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right)-\frac{\cos \theta}{\sin ^{3} \theta} \partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}+\frac{1}{\sin ^{2} \theta} l(l+1) Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =\frac{1}{\sin \theta} \partial_{\theta}\left[\frac{1}{\sin \theta} \partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right]+\frac{1}{\sin ^{2} \theta} l(l+1) Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) .
\end{align*}
$$

The following relations

$$
\begin{align*}
{\left[\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(1)}\right]^{\theta} } & =-\frac{1}{\sqrt{\sigma}} \partial_{\phi}\left[\frac{1}{\sqrt{\sigma}}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\partial_{\phi} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{\theta} \\
& =-\frac{1}{\sin \theta^{2}} \partial_{\phi}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right)-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)  \tag{G.5.13}\\
{\left[\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(1)}\right]^{\phi} } & =\frac{1}{\sin \theta} \partial_{\theta}\left[\frac{1}{\sin \theta} \partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right]-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \tag{G.5.14}
\end{align*}
$$

hold. Expanded as follows

$$
\begin{equation*}
\left[J_{l m}^{(2)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \alpha_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} J_{l^{\prime \prime \prime} m^{\prime \prime \prime}}^{(1)}+\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \beta_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime \prime} m^{\prime \prime \prime}} J_{l^{\prime \prime \prime} m^{\prime \prime \prime}}^{(2)}, \tag{G.5.15}
\end{equation*}
$$

since orthogonality and the relations

$$
\begin{align*}
C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} & =\int \epsilon^{A B} \partial_{A} Y_{l m} \partial_{B} Y_{l^{\prime} m^{\prime}} Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \theta \mathrm{~d} \phi  \tag{G.5.16}\\
D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} & =\int \partial^{A} Y_{l m} \partial_{A} Y_{l^{\prime} m^{\prime}} Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \Omega \tag{G.5.17}
\end{align*}
$$

we get

$$
\begin{equation*}
l^{\prime \prime}\left(l^{\prime \prime}+1\right) \alpha_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}=\int\left[\cdots-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(1) *} \mathrm{~d} \Omega+\int\left[\cdots-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(1) *} \mathrm{~d} \Omega \tag{G.5.18}
\end{equation*}
$$

where

$$
\left.\left.\begin{array}{rl}
\int\left[\cdots-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(1) *} \mathrm{~d} \Omega & =\int\left[\frac{1}{\sin ^{2} \theta} \partial_{\phi}\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right) \frac{1}{\sin \theta} \partial_{\phi} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\partial_{\theta}\left(\frac{1}{\sin \theta} \partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right) \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}\right] \\
& \times-\int\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right)\left(\frac{1}{\sin ^{2} \theta} \partial_{\phi}^{2} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\frac{1}{\tan \theta} \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\partial_{\theta}^{2} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right) \mathrm{d} \theta \mathrm{~d} \phi \\
-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)
\end{array}\right] \begin{array}{rl}
-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)
\end{array}\right] \begin{aligned}
\int\left[\cdots-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(1) *} \mathrm{~d} \Omega & =l(l+1) \int\left[-\partial_{\theta} Y_{l^{\prime} m^{\prime}} Y_{l m} \partial_{\phi} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\partial_{\phi} Y_{l^{\prime} m^{\prime}} Y_{l m} \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right] \mathrm{d} \theta \mathrm{~d} \phi-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =l^{\prime \prime}\left(l^{\prime \prime}+1\right) \int\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right) Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \theta \mathrm{~d} \phi-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =l^{\prime \prime}\left(l^{\prime \prime}+1\right) C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}, \\
& =l(l+1) \int\left[\partial_{\phi}\left(\partial_{\theta} Y_{l^{\prime} m^{\prime}} Y_{l m}\right) Y_{l^{\prime \prime} m^{\prime \prime}}^{*}-\partial_{\theta}\left(\partial_{\phi} Y_{l^{\prime} m^{\prime}} Y_{l m}\right) Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right] \mathrm{d} \theta \mathrm{~d} \phi-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-l(l+1) \int\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\partial_{\phi} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right) \mathrm{d} \theta \mathrm{~d} \phi-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-l(l+1) C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}\left(l(l+1)+l^{\prime}\left(l^{\prime}+1\right)\right) .
\end{aligned}
$$

Thus we get

$$
\begin{equation*}
\alpha_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}=C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l^{\prime \prime}\left(l^{\prime \prime}+1\right)-l(l+1)-l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)} \tag{G.5.21}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
l^{\prime \prime}\left(l^{\prime \prime}+1\right) \beta_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} & =\int\left[J_{l m}^{(2)}, J_{l^{\prime} m^{\prime}}^{(2)}\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(2) *} \mathrm{~d} \Omega \\
& =\int\left[\cdots-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(2) *} \mathrm{~d} \Omega \quad\left(\because \int\left[\cdots-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right)\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(2) *} \mathrm{~d} \Omega=0\right) \\
& =\int\left[l(l+1) \partial_{\theta} Y_{l^{\prime} m^{\prime}} Y_{l m}\left(\partial^{\theta} Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}}\right)^{*}+l(l+1) Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\left(\partial^{\phi} Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}}\right)^{*}\right] \mathrm{d} \Omega-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =l(l+1) \int \partial_{A} Y_{l^{\prime} m^{\prime}} Y_{l m} \partial^{A} Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \Omega-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-l(l+1) \int \nabla_{A}\left(\partial^{A} Y_{l^{\prime} m^{\prime}} Y_{l m}\right) Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \Omega-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-l(l+1) \int\left(\partial^{A} Y_{l^{\prime} m^{\prime}} \partial_{A} Y_{l m} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\Delta Y_{l^{\prime} m^{\prime}} Y_{l m} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right) \mathrm{d} \Omega-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-l(l+1) D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}+l(l+1) l^{\prime}\left(l^{\prime}+1\right) G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}-\left(l m \leftrightarrow l^{\prime} m^{\prime}\right) \\
& =-D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}\left(l(l+1)-l^{\prime}\left(l^{\prime}+1\right)\right) . \tag{G.5.22}
\end{align*}
$$

Thus we get

$$
\begin{equation*}
\beta_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}=-D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l(l+1)-l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)} \tag{G.5.23}
\end{equation*}
$$

As a consequence, we have
$\left[J_{l m}^{(2)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=\sum_{l^{\prime \prime} \neq 0}\left[C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l^{\prime \prime}\left(l^{\prime \prime}+1\right)-l(l+1)-l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}\right] J_{l^{\prime \prime} m^{\prime \prime}}^{(1)}-\sum_{l^{\prime \prime} \neq 0}\left[D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l(l+1)-l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}\right] J_{l^{\prime \prime} m^{\prime \prime}}^{(2)}$.

In the same way, expanded as follows

$$
\begin{align*}
& {\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \gamma_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} J_{l^{\prime \prime \prime} m^{\prime \prime \prime}}^{(1)}+\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \zeta_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} J_{l^{\prime \prime \prime} m^{\prime \prime \prime}}^{(2)} }  \tag{G.5.25}\\
{\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=} & \frac{1}{\sin \theta}\left(\partial_{\theta} Y_{l m} \partial_{\phi}-\partial_{\phi} Y_{l m} \partial_{\theta}\right)\left(\partial_{\theta} Y_{l^{\prime} m^{\prime}} \partial_{\theta}+\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l^{\prime} m^{\prime}} \partial_{\phi}\right) \\
- & \left(\partial_{\theta} Y_{l^{\prime} m^{\prime}} \partial_{\theta}+\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l^{\prime} m^{\prime}} \partial_{\phi}\right) \frac{1}{\sin \theta}\left(\partial_{\theta} Y_{l m} \partial_{\phi}-\partial_{\phi} Y_{l m} \partial_{\theta}\right) \\
= & \frac{1}{\sin \theta}\left[\partial_{\phi}\left(\partial_{\theta} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}+\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}^{\prime}\right)+l^{\prime}\left(l^{\prime}+1\right) \partial_{\phi} Y_{l m} Y_{l^{\prime} m^{\prime}}\right] \partial_{\theta} \\
- & \frac{1}{\sin \theta}\left[l^{\prime}\left(l^{\prime}+1\right) \partial_{\theta} Y_{l m} Y_{l^{\prime} m^{\prime}}+\partial_{\theta}\left(\partial_{\theta} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}+\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}\right)\right] \partial_{\phi} \\
= & \frac{1}{\sin \theta}\left[\sum_{l^{\prime \prime} m^{\prime \prime}} D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \partial_{\phi} Y_{l^{\prime \prime} m^{\prime \prime}}+l^{\prime}\left(l^{\prime}+1\right) \partial_{\phi} Y_{l m} Y_{l^{\prime} m^{\prime}}\right] \partial_{\theta} \\
- & \frac{1}{\sin \theta}\left[\sum_{l^{\prime \prime} m^{\prime \prime}} D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}+l^{\prime}\left(l^{\prime}+1\right) \partial_{\theta} Y_{l m} Y_{l^{\prime} m^{\prime}}\right] \partial_{\phi}  \tag{G.5.26}\\
l^{\prime \prime}\left(l^{\prime \prime}+1\right) \gamma_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} & =\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(2)}\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(1)} \\
& =-\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} \int\left(\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \partial_{\phi} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\partial_{\theta} Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right) \mathrm{d} \Omega \\
& -l^{\prime}\left(l^{\prime}+1\right) \int\left(\frac{1}{\sin ^{2} \theta} \partial_{\phi} Y_{l m} Y_{l^{\prime} m^{\prime}} \partial_{\phi} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\partial_{\theta} Y_{l m} Y_{l^{\prime} m^{\prime}} \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right) \mathrm{d} \Omega \\
& =\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} \int Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \Delta Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \Omega \\
& +l^{\prime}\left(l^{\prime}+1\right) \int\left[Y_{l m} Y_{l^{\prime} m^{\prime}} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}+\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right] \mathrm{d} \Omega \\
& \left.=-l^{l^{\prime \prime}\left(l^{\prime \prime}\right.}+1\right) D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}-l(l+1) l^{\prime}\left(l^{\prime}+1\right) G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}+l^{\prime}\left(l^{\prime}+1\right) D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \tag{G.5.27}
\end{align*}
$$

We get

$$
\begin{equation*}
\gamma_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}=\frac{l^{\prime}\left(l^{\prime}+1\right)-l^{\prime \prime}\left(l^{\prime \prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)} D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}-\frac{l(l+1) l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)} G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \tag{G.5.28}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
l^{\prime \prime}\left(l^{\prime \prime}+1\right) \zeta_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} & =\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(2)}\right] \cdot J_{l^{\prime \prime} m^{\prime \prime}}^{(2)} \\
& =\sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} \int\left(\partial_{\phi} Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}-\partial_{\theta} Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}} \partial_{\phi} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right) \mathrm{d} \theta \mathrm{~d} \phi \\
& +l^{\prime}\left(l^{\prime}+1\right) \int\left(\partial_{\phi} Y_{l m} Y_{l^{\prime} m^{\prime}} \partial_{\theta} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}-\partial_{\theta} Y_{l m} Y_{l^{\prime} m^{\prime}} \partial_{\phi} Y_{l^{\prime \prime} m^{\prime \prime}}^{*}\right) \mathrm{d} \theta \mathrm{~d} \phi \\
& =l^{\prime}\left(l^{\prime}+1\right) \int\left(\partial_{\theta} Y_{l m} \partial_{\phi} Y_{l^{\prime} m^{\prime}}-\partial_{\phi} Y_{l m} \partial_{\theta} Y_{l^{\prime} m^{\prime}}\right) Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \theta \mathrm{~d} \phi \\
& =l^{\prime}\left(l^{\prime}+1\right) \sum_{l^{\prime \prime \prime} m^{\prime \prime \prime}} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime \prime} m^{\prime \prime \prime}} \int Y_{l^{\prime \prime \prime} m^{\prime \prime \prime}} Y_{l^{\prime \prime} m^{\prime \prime}}^{*} \mathrm{~d} \Omega \\
& =l^{\prime}\left(l^{\prime}+1\right) C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \tag{G.5.29}
\end{align*}
$$

We get

$$
\begin{equation*}
\zeta_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}}=\frac{l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \tag{G.5.30}
\end{equation*}
$$

Finally we have

$$
\begin{array}{r}
{\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=\sum_{l^{\prime \prime} \neq 0}\left[D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l^{\prime}\left(l^{\prime}+1\right)-l^{\prime \prime}\left(l^{\prime \prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}-G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l(l+1) l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}\right] J_{l^{\prime \prime} m^{\prime \prime}}^{(1)}} \\
+\sum_{l^{\prime \prime} \neq 0} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)} J_{l^{\prime \prime} m^{\prime \prime}}^{(2)} \tag{G.5.31}
\end{array}
$$

Summarized:

$$
\begin{align*}
& {\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(1)}\right]=\sum C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} J_{l^{\prime \prime} m^{\prime \prime}}^{(1)},}  \tag{G.5.32}\\
& {\left[J_{l m}^{(2)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=\sum_{l^{\prime \prime} \neq 0}\left[C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l^{\prime \prime}\left(l^{\prime \prime}+1\right)-l(l+1)-l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}\right] J_{l^{\prime \prime} m^{\prime \prime}}^{(1)}-\sum_{l^{\prime \prime} \neq 0}\left[D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l(l+1)-l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}\right] J_{l^{\prime \prime} m^{\prime \prime}}^{(2)}} \tag{G.5.33}
\end{align*}
$$

$\left[J_{l m}^{(1)}, J_{l^{\prime} m^{\prime}}^{(2)}\right]=\sum_{l^{\prime \prime} \neq 0}\left[D_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l^{\prime}\left(l^{\prime}+1\right)-l^{\prime \prime}\left(l^{\prime \prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}-G_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime}{ }^{\prime \prime}} \frac{l(l+1) l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)}\right] J_{l^{\prime \prime} m^{\prime \prime}}^{(1)}$

$$
\begin{equation*}
+\sum_{l^{\prime \prime} \neq 0} C_{l m l^{\prime} m^{\prime}}^{l^{\prime \prime} m^{\prime \prime}} \frac{l^{\prime}\left(l^{\prime}+1\right)}{l^{\prime \prime}\left(l^{\prime \prime}+1\right)} J_{l^{\prime \prime} m^{\prime \prime}}^{(2)} \tag{G.5.34}
\end{equation*}
$$
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[^0]:    *We can always take such a coordinate due to Darboux's theorem and it is called Darboux coordinate [44].

[^1]:    ${ }^{\dagger}$ Hereafter we use this symbol to represent the on-shell equality, not the one on constraint manifold as is the previous section.

[^2]:    *Precisely, the authors considered the $\tau+\rho \rightarrow 0$ boundary, which is different from $\rho \rightarrow 0$. For comparison, see Appendix F. 1 for detailed calculations of the charges of our setup.

[^3]:    ${ }^{\dagger}$ The algebra of vector fields on sphere is calculated in Appendix. G.5.

