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Abstract

The realization of a computer that can talk with others like a human is one of the
ideals of artificial intelligence applications that have been considered for a long time.

To date, text generation techniques in natural language processing, including dialogue
response generation, have been developing rapidly with the development of deep
neural network technology. In general, large-scale and high-quality training data is

essential for these deep neural networks-based models to perform optimally.

Toward the improvement of the neural response generation technology through the

improvement of their training data, this paper addresses the following studies.

First, we establish the methodologies to acquire large-scale and high-quality dialogue
data automatically. Specifically, we discuss two strategies in this thesis: data filtering
and data augmentation. Then, through the experiments on the response generation
task, we empirically confirm the effectiveness of the proposed methodologies, and
demonstrate that high-quality and large-scale training data impact the performance

improvement of the neural dialogue response generation model.

Furthermore, we present a methodology for manually constructing new training
data for neural response generation models. The proposed method allows collecting
high-quality pseudo-dialogue data from crowdworkers in situations where human

resources are insufficient.

In addition to these studies, we establish the methodology for modeling the stylistic
features of natural language, which is essential for making smooth conversational
communication. Specifically, we propose a novel architecture to acquire style-

sensitive word vectors independently from semantic or syntactic features of words.
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Chapter 1
Introduction

Dialogue systems have been studied as one of the most important applications of natural
language processing (NLP). Dialogue systems research has begun to be studied in earnest
around the 1960s. In the early days of the system, the branching conditions and patterns of the
conversation and the rules of response content were designed to be manual (Galley et al., 2001;
Weizenbaum, 1966). In the 2000s, machine learning-based dialogue systems were actively
developed. Instead of following carefully designed rules, the system outputs a response
by learning the pattern from an amount of dialogue data and reproducing them (Hasegawa
et al., 2013; Ritter et al., 2011). Machine learning techniques have made the systems
possible to have various conversations that go beyond rules, and since around this time,
dialogue studies on “chit-chat” conversations that do not limit situations or goals have also
begun. In 2015, a sophisticated dialogue system was proposed, which is based on a deep
neural network (Vinyals and Le, 2015a). Since then, developing deep neural network-based
dialogue systems and improving neural response generation techniques have become one of
the mainstream of dialogue system research.

Deep neural network-based text generations have brought significant progress in dialogue
systems and various text generation fields in NLP, such as machine translation and automated
summarization. The sentence generations levering deep neural networks are still one of the
hot topics in NLP, and researchers have actively studied novel methodologies to achieve
higher performance on various tasks. These methodologies can be divided into two major
categories depending on what they are trying to improve: model-oriented approaches and
data-oriented approaches. The model-oriented approaches try to improve the performance
of text generation models by enhancing their architecture or objective functions. Typical
researches include, for example, sequence-to-sequence model (Vinyals and Le, 2015b) and
transformer model (Vaswani et al., 2017). These sophisticated models have dramatically

improved the sentence generation techniques of NLP. On the other hand, the data-oriented



1.1 Research Issues

approaches try to improve the performance of the generation models by preparing the best
data for training the neural generation models. Previous studies have revealed that the more
large-scale and high-quality training data, the higher the performance of the generation
model. In the field of neural machine translation, the researchers have actively discussed
improving the performance of models through training data improvement, and proposed
several practical methodologies, e.g., Back-translation (Sennrich et al., 2016b).

In the field of dialogue response generation, there is a study to improve the performance
of response generation by a model-oriented approach. For example, Sordoni et al. (2015)
and Li et al. (2016a) are one of the typical examples. On the other hand, data approaches are
hardly discussed due to difficulties such as ambiguity of conditions for being dialogue. With
these background, in this thesis, we focus on data-oriented approach and discuss the some

methodologies to improve neural dialogue generation.

1.1 Research Issues

In this thesis, we address the following research issues:

* What is the clues to enable augmentation or improvement of dialogue data?
Methodologies for improving the performance of response generation models through
the scale and quality of training data have been hampered by difficulties due to the
characteristics of dialogue, such as the ambiguity of the criteria for dialogue formula-
tion. We explore the requirements that should be satisfied by a desirable dialogue and

provide some criteria for automatically calculating the quality of a dialogue.

* Methodologies for acquiring desirable resources for training neural response
generation models. We believe that large-scale and high-quality training data make
the performance of the response generation model improve. We discuss several method-
ologies for acquiring such data, including data filtering, data augmentation, and manual

data construction.

* Do the large-scale and high-quality training data improve the performance of
neural response generation models? We empirically reveal the impact of large-scale
and high-quality training data on the performance of response generation of neural

response generation models.

1.2 Contributions

This thesis makes the following contributions:

2



1.3 Thesis Overview

 Establishing the methodologies for dialogue data improvement: We propose the
data filtering methodology to make a large scale-data high-quality by detecting and
removing the low-quality utterance pairs. Moreover, we propose the data augmentation
methodology to create synthetic utterance pairs from high-quality but small dialogue
data.

* Investigating the impact of training data improvement: Through the response
generation experiments, we demonstrate that large-scale and high-quality training data

can improve the performance of neural response generation models.

* Presenting effective corpus construction methodology: We propose a practical
methodology for manually creating new training data for neural response generation
models. The proposed method allows us to collect dialogue data at a scale and quality
that can be used for training neural dialogue models even when human resources are

limited.

* Modeling the style of utterances: Understanding the stylistic features of utterances
is one of the essential elements for making smooth conversational communication.
To model the stylistic feature of natural languages, we propose an unsupervised
methodology to acquire style-sensitive word vectors independently from semantic or
syntactic features of words. We demonstrate that our word vectors capture the stylistic

similarity between two words successfully.

1.3 Thesis Overview

The rest of this thesis is structured as follows:

* Chapter 2: Dialogue Response Generation with Deep Neural Network Models.
In this chapter, we introduce deep neural network-based response generation models
and briefly summarize the mainstreams of recent research. In addition, we explain the
background that large-scale and high-quality learning data are indispensable for the
generation model using the deep neural network technology.

* Chapter 3: Filtering Noisy Dialogue Corpora by Connectivity and Content Re-
latedness. In this chapter, we discuss the filtering strategy to acquire large-scale
and high-quality training data. We propose a scoring function to detect low-quality
utterance-response pairs in training data. We demonstrate that the performance of
neural response generation models can be improved by ablating unacceptable utterance

pairs.



1.3 Thesis Overview

Chapter 4: Dialogue Data Augmentation by Pairing Single Utterances. As an-
other approach to obtaining high-quality and large-scale training data, in this chapter,
we discuss the augmentation strategy. We propose the methodology to augment
utterance pairs from existing high-quality but small data.

Chapter 5: Corpus construction from crowdworkers imitating target attribu-
tions. In this chapter, we propose a methodology for efficiently creating learning data
manually. The proposed method allows collecting data from pseudo target other than

the original target by using crowdsourcing under effective instructions.

Chapter 6: Segregation of word vector to semantic and style components. The
stylistic feature of utterances is one of the important elements of dialogue. In this
chapter, we discuss treating the stylistic feature of utterances as word vectors, inde-
pendently from the semantic or syntactic features. We introduce a novel task that
measures stylistic similarity with new benchmark data and propose an unsupervised

methodology to acquire style-sensitive word vectors.

Chapter 7: Conclusions. We summarize our discussion, and present our future

direction.



Chapter 2

Dialogue Response Generation with
Deep Neural Network

In this chapter, we introduce deep neural network-based response generation models and
briefly summarize the mainstreams of recent research. In addition, we explain the background
that large-scale and high-quality learning data are indispensable for the generation model

using the deep neural network technology.

2.1 Neural Dialogue Response Generation Systems

Research on neural dialogue response generation began with Vinyals and Le (2015a). Vinyals
and Le (2015a) naively applied the sequence-to-sequence model Sutskever et al. (2014),
which is a novel LSTM-based encoder-decoder model proposed for neural machine transla-
tion, to the dialogue response generation settings. Surprisingly, the model produced fluent
responses that were good enough to be used as a dialogue system, even though they just
prepared a large amount of dialogue data and trained the model on the past utterances as the
input and the response as the output. Shang et al. (2015) applied a sequence-to-sequence
model with an attention mechanism to dialogues and improved to generate better response
over Retrieval-based or statistical machine translation-based response generation. Since then,
the inter-sequence response generation model has become the mainstream of neural dialogue
response generation, and many subsequent studies have proposed enhancements to this model.
Besides, there are also studies using Convolutional Neural Network (CNN) (Mangrulkar et al.,
2018), Genera tive Adversarial Network (GAN) (Li et al., 2017a), and Conditional Variational
Auto Encoder (CVAE) (Serban et al., 2017; Zhao et al., 2017) as response generation models.



2.2 Data-oriented Approaches for Neural Text Generation

Recently, there has been an increasing number of studies using Transformer (Vaswani et al.,
2017) as a response generation model (Cséky et al., 2019).

Dialogue response generation models using deep neural networks can generate quite
fluent and acceptable responses to even unknown inputs. However, on the other hand, there
are still issues to be addressed in order to achieve more human-like and natural dialogue. For
example, one issue is the “diversity” of generated responses. Li et al. (2016a) pointed out
that neural response generation models often generate generic responses such as "I don’t
know" or "OK," i.e., dull responses, to any input. To address this issue, they proposed using
Maximum Mutual Information (MMI) between the utterance and the response as the objective
function in neural models. Baheti et al. (2018) proposed a response generation method that
encourages to generate more content-rich responses while suppressing the generation of dull
responses by imposing distributed constraints on the decoder during response generation. In
addition, several studies have addressed the “consistency” of generated responses. Sordoni
et al. (2015) focused on topic consistency, and proposed a conditional generation method
that encodes past information as continuous representation to hidden states of a decoder
to generate context-sensitive responses. Akama et al. (2017) focused on style consistency,
and presented the training framework to generate stylistically consistent dialogue response,
leveraging transfer learning technique. Li et al. (2016b) focused on persona consistency, and
proposed a neural model for generating consistent persona-based responses for each speaker

by encoding the individual speaker’s information as distributed embeddings.

2.2 Data-oriented Approaches for Neural Text Generation

In addition to the dialogue response generation, DNN text generation techniques have been
studying in many research areas in NLP, such as machine learning, automatic summarization,
and grammatical error correction. In the research area of neural machine translation, which
has been leading the other text generation areas for many years, many researchers recognize
that large-scale and high-quality training data improve the performance of the neural
translation models (Edunov et al., 2018; Koehn and Knowles, 2017). Therefore, to date,
they have actively discussed methodologies to obtain large-scale and high-quality paralleled
translation data. For example, to obtain training data on a large scale, Fadaee et al. (2017)
proposed a pseudo paralleled translation data creation methodology that leverages language
models trained on large amounts of monolingual data, and generated new sentences pairs
containing rare words in new synthetically created contexts. Sennrich et al. (2016b) proposed
a Back-translation method for paralleled translation data augmentation. They trained the

reverse (i.e., target-to-source translation) model and then created pseudo data by pairing
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the output of the reverse model and the input. This simple but powerful data augmentation
methodology achieved significant performance improvement of neural machine translation
models. To obtain training data on a high-quality, Junczys-Dowmunt (2018) proposed
a paralleled translation data filtering method based on the dual conditional cross-entropy
computed by pre-trained encoder-decoder model. Regarding the effectiveness in improving
training data, several studies have empirically demonstrated that acquiring and utilizing
appropriate training data leads to a more significant improvement in translation quality than
improving the models themselves. (Edunov et al., 2018; Morishita et al., 2018).



Chapter 3

Filtering Noisy Dialogue Corpora by
Connectivity and Content Relatedness

Some million-scale datasets such as movie scripts and social media posts have become
available in recent years for building neural dialogue agents (Henderson et al., 2019; Lison
and Tiedemann, 2016). Such large-scale datasets can be expected to improve the performance
of dialogue response generation models based on deep neural networks (DNN5s) since the
combination of DNNs and large-scale training datasets has led to considerable performance
improvement in many sentence generation tasks (Adiwardana et al., 2020; Koehn and
Knowles, 2017; Sennrich and Zhang, 2019).

In contrast to the quantity of the data, the quality of the data has often been problematic.
For example, OpenSubtitles (Lison and Tiedemann, 2016; Lison et al., 2018), the most widely
used large-scale English dialogue corpus, was constructed by collecting two consecutive
lines of movie subtitles under the simplified assumption that one line of a movie subtitle is
one utterance and the next line is the next utterance follow it. Inevitably, this corpus includes
unacceptable utterance pairs from the viewpoint of a conversational sequence, e.g., caused
by scene switching or flashback. Several previous studies have identified such flaws and
reported that the corpus is noisy (Baheti et al., 2018; Li et al., 2016a; Vinyals and Le, 2015a),
where noisy refers to unacceptable utterance pairs in this context. Figure 3.1 shows the result
of our experimental investigation regarding the acceptability rate of the utterance pairs in the
OpenSubtitles corpus.! It can be noticed from the figure that only half of the utterance pairs

can be considered acceptable (i.e., were rated with score 5: Strongly agree or 4: Agree), and

'n our experiments, randomly sampled 100 utterance pairs were evaluated by native English speakers. We
used Amazon Mechanical Turk (MTurk) to evaluate the data manually. We filtered out unreliable workers by
integrating attention checks. We requested five workers to evaluate each pair with a five-point Likert scale (5:
Strongly agree to 1: Strongly disagree) Likert (1932) as an answer to the question.



1: Strongly disagree

2: Di
14.6% Disagree

3: Unsure

Fig. 3.1 Is the sequence of the two utterances acceptable as a dialogue? Response accept-
ability scores are given by humans on the English OpenSubtitles corpus.

over 25% of utterance pairs are clearly unacceptable (i.e., were rated with score 1: Strongly
disagree or 2: Disagree) from the human perspective.The samples of unacceptable/acceptable
utterance pairs annotated by humans are listed in Table 3.1.

With this situation, a straightforward research question arises, namely, Can we further
improve the performance of neural response generation models by ablating unacceptable
utterance pairs from training data? To the best of our knowledge, no previous study has
explicitly focused on this question. Thus, the goal of this paper is to provide an answer to
this question. Furthermore, it is not clear whether and how one can effectively discover
unacceptable utterance pairs within large-scale training datasets. This study explores a way
of constructing a scoring method for filtering noisy data filtering to improve the performance
of response generation models.

To achieve the set goals, we started with a review of previous arguments about the criteria
for identifying appropriate utterances in dialogues and designed our scoring function that
is consistent with reflects as much of the community’s consensus as possible. In particular,
the proposed scoring method estimates the quality of utterance pairs based on the following
two aspects: (i) the connectivity between source and target utterances and (ii) their content
relatedness (Section 3.3).

The contributions of this study are the following:

* We propose a scoring method for estimating the quality of utterance pairs in an

unsupervised manner (Section 3.4);

* We reveal that our scoring method effectively detects unacceptable utterance pairs, and
thus, be appropriate for noisy data filtering (Section 3.5);

* We empirically prove that our proposed data filtering method improves the performance

of neural response generation models (Section 3.6); and
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3.1 Task Definition: Noisy Data Filtering

* We confirm that our noisy data filtering approach is effective across different languages

and dataset sizes (Section 3.7).

3.1 Task Definition: Noisy Data Filtering

Let x be an utterance and y be a response to x. Then, an utterance pair can be denoted as
we refer to (x,y). Let & be a dataset that comprising a set of utterance pairs, Z = {(x,y)}.
Then, the task can be formulated as ablating unacceptable utterance pairs from & to obtain a
less noisy subset 2’ C 9, hereinafter referred to as filtered dataset. 2’ can then be used to
train response generation models. This paper refers to this process as noisy data filtering,
where noisy means unacceptable utterance pairs in this context. Furthermore, we establish

a function S: ¥ — R is used to score the degree of acceptability of each utterance pair
(x,y) € 2.

3.2 Background

Response generation using noisy data. The following two approaches are widely used to
address the problem of dialogue response generation noisy dialogue corpora. According to
the model approach, models are trained while handling noise at the same time. For example,
Shang et al. (2018) proposed a method with a calibration framework and demonstrated
its effectiveness on a Chinese corpus. According to the data approach, training data are
pre-processed with the aim of improving their quality before training models. In this study,
we take the data approach in light of the success of noisy parallel corpus filtering in machine
translation (MT). Additionally, it has become a reasonable strategy to reduce the size of
training data since enormous dialogue data has been available. Csédky et al. (2019)’s method
is most relevant to our study in that it cleanses dialogue corpora. However, the main goal of
their method is to eliminate generic, or boring, responses, whereas the goal of the method
proposed here is to eliminate unacceptable utterance pairs. This difference in goals leads to

the essential difference in filtering strategies.

Effectiveness of filtering noisy data in neural machine translation. Researchers in the
field of neural machine translation (NMT) have recognized that collecting high-quality
training data to be equally or even more important than exploring sophisticated model archi-
tectures (Junczys-Dowmunt, 2018; Koehn et al., 2018; Morishita et al., 2018). Techniques
used in neural response generation and NMT are nearly identical; e.g., sequence-to-sequence
models (Sutskever et al., 2014) and Transformers (Vaswani et al., 2017) are often used as
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base model architectures. We hypothesize that high-quality filtered dialogue data can also
improve the performance of dialogue response generators. However, the straightforward
application of methods proposed for filtering noisy data in NMT may not work well due to
the different nature of NMT and neural response generation tasks. In particular, MT data have
one-to-one (ignoring paraphrases) correspondence in source and target sentences, whereas
dialogues have many-to-many mappings (Zhao et al., 2017). The experiments presented in
this paper provide an answer to whether NMT filtering methods can perform well in dialogue

response generation.

3.3 Requirements to Utterance Pairs

In this section, we investigate the requirements that should be satisfied by an acceptable
utterance pair.

3.3.1 Criteria for Manual Evaluation

The instructions for manual evaluation provided by the dialogue community explain the key
factors for distinguishing acceptable and unacceptable utterance pairs.

In many previous studies, human raters were asked to evaluate the connectivity of utter-
ance pairs. For instance, Shang et al. (2015) asked whether a response could be considered
as an appropriate and natural response to the post. Xing et al. (2017) asked whether the
response can be used as a reply. Pei and Li (2018) asked whether the answer is natural
for the question. Other studies have also evaluated the same or similar aspects by using
keywords related to the connectivity, such as semantically appropriate for (Akama et al.,
2017) or coherent with (Shen et al., 2017), and coherence (Lowe et al., 2017).

Another frequently used metric is content relatedness. For instance, Galley et al. (2015)
asked human evaluators to evaluate each response in terms of their relevance to a given
utterance. Li et al. (2016a) asked for the preference of responses that were more specific to
certain utterances. Ritter et al. (2011) suggested that an appropriate response should be on
the same topic as the utterances. Several other studies have also focused on evaluating the
relevance between an utterance and its response (Lowe et al., 2017; Pei and Li, 2018; Xu
et al., 2018b).

In summary, the most widely used criteria can be categorized into connectivity and
content relatedness of utterance pairs. In fact, these two aspects are considered in the field of

sociolinguistics as crucial features of conversation (Sacks, 1989; Sidnell, 2010).

11



3.4 Proposed Method

Table 3.1 Samples of pairs judged as unacceptable/acceptable in preliminary experiments.
Human denotes the average score of five human evaluators on a scale of 1-5. Phrases
considered to contribute to connectivity are highlighted . Estimated [topic1 of utterance is

written in the end of each utterance.

Utterance Response Human

1: It’ll be like you never left. [77] I painted a white line on the street way over 1.4
there. [painting]

2: You’re gonna get us assimilated. [?7] Switch to a garlic shampoo. [77] 1.8

3: Iprobably asked for too much money. [money]l Money’s always a problem, isn’t it? [money] 4.2

4: Iwonder who Ishould call back. [phone]l They’re saying they want to call one of youback. 4.4
[phone]

5: Okay, so where’s the rest? [?7] Electronically scanned and archived 4.4

at headquarters but you’ll have to speak
with them about that. [work]

3.3.2 Observation

Furthermore, we investigated how the two aforementioned aspects can be observed in actual
utterance pairs. For this investigation, we use the utterance pairs scored by human raters that
were used in our preliminary experiments shown in Figure 3.1. Some examples are shown in
Table 3.1.

We observe that typical phrase pair patterns can often be found in utterance pairs with
high scores. For example, the pair ( where is , at ) in Table 3.1 is one of the typical phrase
pair patterns that asks a place and provides an answer to it. Other typical examples include
(why, because) and (what do you want, I want). In discourse linguistics, such phrase pair
patterns are known as the concept of cohesive devices. Hereafter, we refer to such a typical
phrase pair pattern as key phrase pair.

Moreover, in high scored utterance pairs, both an utterance and response are on the same
topic. For example, in the third example listed in Table 3.1, both the utterance and response

mention [money].

3.4 Proposed Method

As per the discussion in the previous section, each acceptable utterance pair should satisfy
the following criteria:

 connectivity — existence of key phrase pairs

12



3.4 Proposed Method

* content relatedness — topic commonality

This section presents the proposed scoring functions to assess the degree of satisfying the

above two criteria in an unsupervised manner.’

3.4.1 Connectivity

Let f and e represent phrases obtained from x and y, respectively. Let ¢ (x,y) be a function
that returns a set of all possible phrase (n-gram) pairs obtained from the utterance pair (x,y).
We can define a finite set of all possible phrase pairs obtained from the entire dialogue data
Das Py = Uyez @ (x,y). Then, let & represent a set of key phrase pairs (defined in
Section 3.3.2). We assume that & is a subset of # 4, i.e., & C P 4.

To obtain &, we take advantage of a phrase table extraction technique developed in
statistical machine translation, e.g., Moses (Koehn et al., 2007). In this task, we require only
some phrase pairs that can contribute to the connectivity of an utterance pair (as mentioned
in Section 3.3.2), unlike the translation task where the whole sentence must correspond in
mutual. Accordingly, in our experiments, we set the null alignment ratio (i.e., probability of
no alignment) to 0.5 and extend the phrase extraction algorithm to include only the explicitly
corresponding range as phrases in our table.

Then, we define the scoring function S to estimate connectivity as:

Sc(x,y) = Z max(nPMI(f,e),()) ) |f_| H

T (3.1)
(f.e)ed(xy)N x| |y

where |-| denotes the number of words in the phrase or utterance. To calculate the co-
occurrence, we use the normalized pointwise mutual information (nPMI) (Bouma, 2009),
which normalizes the value so that low-frequency phrases do not take an extremely large
value. Note that we ignore the negative nPMI scores by the max(-,0) operation because we
aim only to consider the positive effect of connectivity. The intuition behind Equation 3.1 is
as follows:

* If a phrase pair (f,e) has a high co-occurrence, the association strength of (x,y)
including (f,e) might also be high.

« If a phrase f or e occupies almost the entire sentence x or y, (f,e) is a strong indicator

of the association of (x,y).

2The reason for focusing on an unsupervised approach the lack of data that can provide good supervision
for utterance pair evaluation.
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3.5 Experiments: Data Scoring

3.4.2 Content Relatedness

Let v(x) and v(y) be sentence vector of x and y, respectively. We compute topic commonality

of x and y, that is, content relatedness as follows:

Sr(x,y) := max(cos(v(x),v(y)),0). (3.2)

Cosine similarity between certain kinds of sentence vectors is known to be a good proxy of
the topical relatedness of two sentences (Conneau et al., 2017; Subramanian et al., 2018; Xu
et al., 2018a). For the same reasons as Equation 3.1, we ignore the negative cos scores by the

max(-,0) operation.

3.4.3 Summary
Eventually, combining the above two scoring measures, we propose the following function:
SC+R(x7y) = aSC(xvy)+BSR(x7y)a (33)

where o, B € R>( are hyperparameters that weigh the two viewpoints. For our experiments,

we fix a and f as follows:

(3.4)

3.5 Experiments: Data Scoring

In this section, we describe our experiments that validate the effectiveness of the proposed

scoring method.

3.5.1 Experimental Setup

Dataset. We conducted our experiments on a noisy English dialogue corpus from Open-
Subtitles (Lison et al., 2018) containing roughly 441M lines. We automatically obtained
dialogue paired-data from the corpus which does not contain speaker annotations on the
dialogue turns following the previous methods, such as Li et al. (2016a); Vinyals and Le
(2015a). Specifically, we extracted the consecutive two lines as an utterance pair based on the
assumption that each line corresponds to a full-speaker’s turn. As explained at the start of this
chapter, it includes many unacceptable utterance pairs. We first applied several rule-based
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3.5 Experiments: Data Scoring

Table 3.2 The statistics of our English dataset.

Data # works # lines # our pairs
Corpus 446,612 441,452,475 79,621,506
Train 442,433 441,065,310 79,445,453
Valid 200 195,297 90,317
Test 200 191,868 85,736

filtering as rudimentary preprocesses, which are typically used in the related literature. We
collected pairs from the dataset in which the length of the utterance and response was 3-25
words each and obtained the dialogue dataset. For counting the number of words, we used
SpaCy? to tokenize each utterance and response. Some processings were inspired by the
technique of noisy-parallel corpus filtering on NMT fields Junczys-Dowmunt (2018). The
additional preprocesses that we conducted are as follows:

« Using languid*, which is a tool that detects the language for given sentences, we

removed the utterance pairs judged as any language other than the target language.
* Removed the parrot-back utterance pairs.

* Removed duplicate utterance pairs in order to remove the completely repeated conver-

sational sequences, such as the opening scenes of serial dramas.

Then, we obtained 79,445,453 utterance pairs as our training data, which excludes our test

and validation data. Table 3.2 shows the statistics of our English dataset.

Proposed method: detailed setup. To compute the connectivity S, we obtained a phrase
table on our training data by using Moses (Koehn et al., 2007) with fastAlign (Dyer et al.,
2013). We then removed phrase pairs with a low co-occurrence frequency (here, less than 200
times) or composed of the same phrases from the table. As a result, the phrase table included
68,891 phrase pairs, which were used as the key phrase set & as described in Section 3.4.1.

To compute the content relatedness Si, we created a sentence vector from pre-trained
fastText word embeddings (Bojanowski et al., 2017; Mikolov et al., 2018) following Arora
et al. (2017)’s method, i.e., using SIF weighting and common component removal. Their
method is reported to be useful for computing the relatedness of two given sentences and
used in many studies (Baheti et al., 2018; Conneau et al., 2017; Marelli et al., 2014a,b;

Subramanian et al., 2018). We learned common components using 30K sentences randomly

Shttps://spacy.io/
“https://github.com/saffsd/langid.py

15


https://spacy.io/
https://github.com/saffsd/langid.py
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Fig. 3.2 Score distributions of our S¢, Sg, S g across our training data (English).

selected from the training costs appropriately. We then removed the first common component
for all sentence vectors.

Figure 3.2 shows the score distributions of our S¢, Sg, Sc, g across our English training
data.

Baselines. For comparison, we prepared the following two baselines:

* Csdky et al. (2019): Entropy-based filtering to remove generic utterances from the
training data for promoting less-boring response generation. SRC/TRG indicates that

using the entropy of source/target utterances.

* Junczys-Dowmunt (2018): Filtering for NMT based on the dual conditional cross-
entropy computed by a neural encoder-decoder model. It achieved the best performance
on the Parallel Corpus Filtering Task at WMT 2018.°

Human evaluation. To validate the ability of the proposed method to estimate the quality
of utterance pairs, we measured the correlation between its scores and those assigned by
humans through crowdsourcing. We used Amazon Mechanical Turk.® We randomly extracted
200scored utterance pairs and asked native English-speaking crowdworkers to answer the
following question for each pair: Is the sequence of the two utterances acceptable as a
dialogue? Workers were instructed to provide an answer on a five-point Likert scale (from
5: Strongly agree to 1: Strongly disagree) (Likert, 1932). Unqualified workers were filtered
out using attention checks. Eventually, we used the average of the scores provided by five

workers as the human score for each pair.

Shttp://www.statmt.org/wmt18/
Shttps://www.mturk.com/
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3.5 Experiments: Data Scoring

Table 3.3 Correlation coefficient between human scores and automatically computed scores
(English).

Scoring method Spearman’s p p-value
Csdky et al. (2019) SRC —0.1173 9.8 x 1072
Csédky et al. (2019) TRG 0.0462 5.2x 107!
Junczys-Dowmunt (2018) 0.2973 1.9x 1073
Ours S¢ g 0.3751 44x10°%
Ours SC (ablation study) 0.2044 3.7 x 1073
Ours Sy (ablation study) 0.3007 1.5x1073
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Fig. 3.3 Distributions between human scores and automatically computed scores by each
method (English).

3.5.2 Results and Analysis

Table 3.3 shows the correlation between human scores and those automatically computed
by each method. Among the methods, S achieved the highest correlation with human
scores. Additionally, we also evaluated S~ and Si as an ablation study of S IR We found
that both scores were less correlated than S, p. This result supports the hypothesis that both
aspects, namely, connectivity and content relatedness, should be considered when evaluating
the quality of utterance pairs.

Figure 3.3 shows the distribution of automatically computed scores corresponding to

human scores.As shown in (¢), Sc, g rarely overestimates utterance pairs with low human
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3.5 Experiments: Data Scoring

Table 3.4 Samples of utterance pairs scored with our method and human judgements (English).
The scores of S~ and S were normalized by a, f3.

Utterance Response Sc¢ Sg Scir Human
1: What is the anarchy facing the jail of the Gosh, it’s really cold! 0.32 0.00 0.32 1.4
sick passion?
2: Pushers won’t let the junkie go free. Across 110th Street. 0.00 0.42 0.42 24
3: It started when I was 17. They’d make a cash drop, 0.63 0.00 0.63 2.0
4: A big nail should be put in your head =~ Who are they 0.74 0.00 0.74 1.2
5: He told me so. Oh, he did, huh? 221 0.00 2.21 4.8
6: There’s a laundry. Have your clothes dry-cleaned, 0.81 2.89 3.70 4.4
okay?
7: Then if I win, what are you going to do? When you win? 1.04 7.01 8.05 4.2
8 : But what do you want me to do? We want you to kick her off the 10.20 1.53 11.72 5.0
team.

scores but underestimates those with high human scores. The baseline methods presented in
(a) and (b) do not show such behavior. This behavior unique to S¢_ g is safe for the noisy
data filtering task since it can successfully detect lower-quality pairs with high precision. On
the other hand, improperly underestimating some acceptable pairs (i.e., low recall) is one
downside of S, g, and we discuss its influences in Section 3.5.3. We emphasize that S¢., p
has a desirable property for noisy data filtering in today’s situation where a sufficiently large
corpus is available; it allows us to obtain a sufficient amount of clean data even if discarding
a certain portion of potentially clean data. Interesting future work is to investigate how to
improve our methods not to underestimate acceptable pairs while maintaining high precision.
It is nearly equivalent to develop an unsupervised approach of dialogue evaluation methods,
and thus, this direction is a challenging and essential attempt.

Table 3.4 shows several examples of utterance pairs well-scored by S¢, Sg, and S¢ -
Note that the score ranges differ; e.g., human scores are in [1,5], while SR 1s in the range
0, 1].Thus, we discuss relative score values; the comparison of absolute score values across
the different methods would be meaningless. These examples demonstrate that the comple-
mentary contributions of both S and Sg allow S p to provide quality estimations close to

human judgments.

3.5.3 Discussion on Low Recall Property

What types of pairs cause low recall? Since the proposed method prefers precision over
recall, it tends to discard a certain number of acceptable utterance pairs during filtering. To
investigate the characteristics of such discarded (yet acceptable) pairs, we analyzed 27 pairs.
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Table 3.5 Samples of utterance pairs that cause low recall scored with our method and human
judgements (English). The scores of S~ and Sy were normalized by «, 3.

Utterance Response Sc¢ Sg Scir Human

1: What happened to your hand? Just a scratch. 1.38 0.00 1.38 4.8

2: But Carcharodontosaurus has the more This time, the Spinosaurus tri- 0.22 0.68 1.72 4.0
lethal bite. umphed.

3: I’m right here with you. Come on, boys. 1.39 0.00 1.39 4.0
4: What Is It Officer Chan? Brother Ho, I must leave now, 1.04 0.68 1.72 4.4
5: Out on the balcony. You shouldn’t have come. 0.30 0.00 0.30 4.2

Some examples are listed in Table 3.5. These pairs were selected from those that obtained a
human score of 4.0 or above (77 pairs) and were among the worst 50% as scored by S g
(100 pairs). Consequently, we found two potential issues. One is that human annotators
may sometimes easily find the connectivity or the content relatedness for the utterance pairs
with the low S, g scores. This observation indicates that S and Sy are still not perfect for
scoring functions, and there remains room for improvement. The possible drawbacks we
have already noticed in S and Sy are that S sometimes fails to capture the connectivity
because of the limited coverage by a discrete phrase table-based approach, and Sy is not
robust for out-of-vocabulary of word vector. The other case is that the human annotators
gave high scores, but we found no connectivity and content relatedness in the utterance pairs.
We found that some utterance pairs without any connectivity and content relatedness can be
judged as acceptable by the human annotators since they can imagine the underlying context
and situation of the utterance pairs using human world knowledge, such as commonsense.
We think this is a challenging issue that exceeds our focus in this paper, and thus, remains as

future work.

Does our filtering undermine diversity? One might think that our method succeeds in
filtering by assigning high scores to generic responses such as dull responses. This concern
makes sense since it is known that dialogue systems learned from the training data, including
many generic utterances, tend to generate bland responses (Csaky et al., 2019). To answer
this interesting question, we confirmed the diversity of utterance pairs with a high score (i.e.,
remained as training data) and a low score (i.e., removed from training data) in our S p
(Table 3.6).As a result, there was no significant difference between them. Therefore, we
conclude that the proposed method does not prefer only generic responses and maintains
the diversity of data. It is an essential future attempt to improve the quality of dialogue data
further (e.g., more diversity) after using the proposed method to remove unacceptable pairs.
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Table 3.6 Comparison of the top and the worst utterance pairs in the training data scored by
our method (English).

Utterance pair Utterance (source-side Response (target-side
Scored data p ( ) p (targ )

len distinct-1 distinct-2 len distinct-1 distinct-2 len distinct-1 distinct-2

Top 50% (remained) 18.06 0.018 0.313  9.05 0.028 0474 9.02 0.028 0.472
Worst 50% (removed) 17.92 0.019 0.316  8.92 0.030 0476  9.00 0.030 0.470

3.6 Experiments: Response Generation

This section reports on the effectiveness of the proposed method for filtering noisy data in
neural response generation.

3.6.1 Experimental Setup

Training. We obtained the filtered training data 2’ by removing utterance pairs with low
scores from the original dataset & (approximately 10% or 50% of total utterance pairs were
removed).

As a response generation model, we used a Transformer (Vaswani et al., 2017) based
encoder-decoder model implemented in the fairseq toolkit (Ott et al., 2019).Transformer
has demonstrated high performance in response generation (Dinan et al., 2019) and other
NLP tasks. We used ‘-arch transformer_wmt_en_de_big’ option with its default con-
figuration, and set the number of maximum training steps to 100K. For token segmentation,
we used the byte pair encoding Sennrich et al. (2016c¢) and set its vocabulary size to 16K.
The numbers of parameters in our models were roughly 223M. We trained our models on 8
NVIDIA DGX-1 Tesla V100 GPUs. It took approximately 6 hours for training one model.

Automatic evaluation. Here, we report the following metrics: the average response length
in tokens (len), type-token ratio for {1,2}-grams (distinct-{1,2}), and and BLEU-1 (Papineni
et al., 2002). The latter was used as a reference-based metric; while it is widely used in
previous studies (Baheti et al., 2018; Csdky et al., 2019; Zhao et al., 2017), some studies
(e.g., Liuetal. (2016)) have reported that BLEU-1 may not be highly correlated with the
human evaluation of response generation.

Human evaluation. We evaluated the quality of the generated responses manually. We

asked human evaluators recruited via Amazon Mechanical Turk to evaluate responses that
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Table 3.7 Evaluation results for generated responses (English; filtered out 50%). Bold
denotes the best results. The X/¢ shows the percentages of the low/high scored responses
(i.e., human scores in [1,3) or in [3,5)).

.. . Automatic evaluation Human evaluation
Training data # of pairs

len distinct-1  distinct-2 BLEU-1 Avg. X+ o1

non-filtered 79,445,453  8.44 127/0.030  238/0.064 8.8 337 38% 62%
Cséky et al. (2019) SRC 40,000,000 7.97 165/0.041 329/0.094 9.1 356 25% 5%
Csdky et al. (2019) TRG 40,000,000 18.25 213/0.023  591/0.069 54 285 65% 35%

Junczys-Dowmunt (2018) 40,000,000 8.63 206/0.048  478/0.125 94 343 32% 68%
Ours S, g 40,000,000 7.13 345/0.097 853/0.27§ 94 373 15% 85%

Ours S (ablation study) 40,000,000 7.31 201/0.055 466/0.148 9.2 369 19% 81%
Ours Sy (ablation study) 40,000,000 7.91 270/0.068 662/0.192 94 376 20% 80%

reference 9.04 1301/0.288 3244/0.807 - - - -

are generated for 1007 input utterances randomly sampled from the test data. We used the
same task setting and protocol as described in Section 3.5.1 to obtain the human scores for

each pair. Higher human scores indicate that the better results.

3.6.2 Results and Analysis

Table 3.7 shows the results of automatic and human evaluations of the generated responses.
The model trained on the data filtered using the proposed method S¢, g produced more
than three times as many distinct {1,2}-grams as the model trained on non-filtered data.
Furthermore, it outperformed the model trained on non-filtered data in the human evaluation,
achieving the highest percentage of acceptable responses of 85%. Additionally, these results
of our S g were better than other baselines. To conclude, these experimental results indicate
that the proposed scoring method can help generate diverse responses that are judged as
acceptable by humans. Samples of the generated responses are shown in Table 3.8.

This experiment provides empirical evidence for supporting our hypothesis that the perfor-
mance of neural response generation models can be improved by just removing unacceptable
utterance pairs from training data, which answers the research question formulated at the
start of this paper.

7Same size as Shen et al. (2017) and Bao et al. (2020).
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Table 3.8 Samples of input utterances (bold) and responses generated by models trained on
filtered data by proposed method S g (Ours). Other responses are generated by models
trained on (A) non-filtered data and filtered data by baselines; (B) Csaky et al. (2019)’s SRC
method, (C) their TRG method, and (D) Junczys-Dowmunt (2018)’s method, respectively.

1:  Well, I thought we’d wait for Mr. Oliver.
: Idon’t think so.

: I’'ll be right back.

: I’'m sorry, but I have to get back to work.
: No, I don’t think so.

Ours: Oh, I’'m sorry.

g o w >

2: Are you heading home?
A: No, I don’t think so.
B: No, I don’t think so.
¢: No, no, no, no, no, no, no, no, no, No, no, nNO.
D: No, I don’t think so.
Ours: No, I’m not.

3: Because we want to keep him safe.
A: Idon’t know what you’re talking about.
B: I don’t know what you’re talking about.
c: Idon’t care if he’s dead or alive or dead.
D: I don’t know what you’re talking about.

ours: We need to get him out of here.

4: Quite soon, now, you’ll be able to travel.
A: Idon’t think so.
B: I'll be back in a minute.
c: I’ll be back in a few days, then I'll be back.
D: Idon’t want to see you again.

ours: No, I’'m not going anywhere.

5:  Which is where exactly?
A: I don’t know.
B: Idon’t know.
c: I don’t know what you’re talking about, but I don’t know where you are.
D: I don’t know.

Ours: I don’t know.
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Fig. 3.4 Score distributions of our S¢, Sg, S g across training data (Japanese).

3.7 Multilingual Availability

While the proposed method S, g was tested on an English corpus, it can potentially work for
other languages as well. To demonstrate this, we selected Japanese dialogue data as another
case study.The linguistic phenomena in Japanese are quite different from those in English,
thus making this experiment to be a good test of the applicability of the proposed method to
non-English languages.

Japanese dataset. We prepare the Japanese dialogue data from Japanese OpenSubtitles (Li-
son et al., 2018) containing roughly 3M lines. We obtain 1,893,477 utterance pairs as our

training data, which excludes our test and validation data.

3.7.1 Data Scoring

Settings. To compute S, we defined a low co-occurrence frequency as less than 20,
considering the size of the Japanese corpus, and consequently obtained the key phrase pairs
| 2| =19,992. To compute Sg, we used pre-trained fastText (Grave et al., 2018) and learned
common components from all sentences in the training data. For human evaluation, we
used Yahoo! crowdsourcing® to hire native Japanese-speaking workers. The task setting and
protocol are the same as those for English (Section 3.5.1), regardless of the crowdsourcing
platform. Figure 3.4 shows the score distributions of our S¢, Sg, S¢ R &cCross our Japanese

training data.

Results and analysis. Table 3.9 shows the correlation between human scores and those
automatically computed by each method. Our method S,  has the highest correlation with
human scores, although the overall result is lower than that obtained for the English dataset.

8https://crowdsourcing.yahoo.co.jp/
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3.7 Multilingual Availability

Table 3.9 Correlation coefficient between human scores and automatically computed scores

(Japanese).
Scoring method Spearman’s p p-value
Csdky et al. (2019) SRC —0.0553 4.4x107!
Csdky et al. (2019) TRG —0.0366 6.1 x 107!
Junczys-Dowmunt (2018) 0.1074 1.3 x107!
Ours S¢, g 0.2491 3.8x10°*
Ours SC (ablation study) 0.1395 49 x 1072
Ours Sy (ablation study) 0.1504 3.3x1072
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Fig. 3.5 Distributions between human scores and automatically computed scores by each

method (Japanese).

Figure 3.5 shows the distribution of our S p corresponding to human scores. Similar to

the result obtained for English as presented in Figure 3.3 (c), S¢, g rarely overestimates

utterance pairs with low human scores but underestimates those with high human scores in

Japanese.

3.7.2 Response Generation

Settings.

ration of filtered data 2’ and model training.
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3.8 Relationship with Evaluation Metric

Table 3.10 Evaluation results for generated responses (Japanese; filtered out 10%). Bold
denotes the best results. The X/¢ shows the percentages of the low/high scored responses
(i.e., human scores in [1,3) or in [3,5)).

.. . Automatic evaluation Human evaluation
Training data # of pairs

len distinct-1  distinct-2 BLEU-1 Avg. X' /7
non-filterd 1,893,477 5.91 268/0.091 509/0.207 134 335 39% 61%

Csdky et al. (2019) SRC 1,700,000 5.75 295/0.102 550/0.231 13.2 347 37% 63%
Csdky et al. (2019) TRG 1,700,000 7.06 336/0.095 662/0.219 11.6 337 34% 66%
Junczys-Dowmunt (2018) 1,700,000 5.31 284/0.107 516/0.240 12.6 346 32% 68%

Ours Sc_ g 1,700,000 5.68 319/0.112 582/0.249 13.9 361 27% 73%
Ours S (ablation study) 1,700,000 5.51 264/0.096 492/0.218 13.7 344 32% 68%
Ours Sy (ablation study) 1,700,000 5.73 296/0.103 555/0.234 12.5 356 30% 70%
reference 7.29 750/0.206 1446/0.460 - - - -

Results and analysis. Table 3.10 shows the results of evaluations of the generated re-
sponses. The filtered data generated by S, g provided the best results in terms of almost
all the metrics, including human evaluation. It supports our hypothesis that the proposed

method is also suitable for non-English languages.

3.8 Relationship with Evaluation Metric

The proposed method S, p maps an utterance pair to a score (scalar value) in terms of the
quality of dialogue. That is, formally, our method is similar to the reference-free automatic
evaluation metrics for dialogue agents; both of them evaluate the response given an input
utterance and also map into a score. Recently, the novel reference-free metrics for evaluating
generated responses such as USR (Mehri and Eskenazi, 2020) or MAUDE (Sinha et al., 2020)
ware developed. While it is possible to use them as a scoring method for filtering noisy data,
in theory, there are some concerns with applying them in practice. One is the difference of the
data of interest; since evaluation metrics are intended for responses generated as dialogue, i.e.,
somewhat valid dialogue data, it is unclear whether they also work for apparently noisy data.
Another one is the difference of desired properties; evaluation metrics need to be sensitive to
“how good is it?” while the filtering requires to detect “is it a dialogue?”” with high accuracy.
It would be interesting to investigate the effectiveness of reference-free metrics for noisy
dialogue data filtering tasks, and vice versa. We leave these investigations for future work.
In contrast, reference-based metrics require a reference response (i.e., ground truth) when
they calculate scores; such metrics include the traditional overlap-based BLEU, ROUGE, ME-
TEOR, embedding-based metrics (Liu et al., 2016), and neural network-based RUBER (Tao
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3.9 Conclusion

et al., 2018) and ADEM (Lowe et al., 2017). Thus, these methods cannot straightforwardly

be considered as alternatives to the proposed method, which aims at filtering.

3.9 Conclusion

In light of the success of noisy corpus filtering in neural machine translation, we attempted
to filter out unacceptable utterance pairs from large dialogue corpora in an unsupervised
manner. The proposed scoring method estimates the quality of utterance pairs by focusing
on the two crucial aspects of dialogue, namely, the connectivity and content relatedness of
utterance pairs. We demonstrated that our scoring method has a higher correlation with
human judgment than recently proposed methods. Furthermore, we provided empirical
evidence that our method improves the performance of a response generation model by
removing unacceptable utterance pairs from its training data. We hope that this study will
facilitate discussions in the dialogue response generation community regarding the issue of

filtering noisy corpora.
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Chapter 4

Dialogue Data Augmentation by Pairing
Single Utterances

In the natural language processing research field, sentence generation technology has been
rapidly developed with the help of deep neural network techniques. The recent noteworthy
performance improvements of text generation using deep neural networks have been primarily
driven by a large amount of high-quality training data. For example, the neural machine
translation (NMT) community shares a large amount of high-quality parallel translation
data. This is one principal reason why a large number of influential methods and findings
have been reported by the community. In contrast, the dialogue community does not have a
sufficient amount of high-quality dialogue data for training high-quality deep neural networks.
From this background, the goal of this work is to develop a method for efficient dialogue
data augmentation to contribute to accelerating progress in the dialogue community. In fact,
data augmentation techniques such as back-translation (Sennrich et al., 2016b) are also a
central topic in the NMT community, since data augmentation methods have often yielded
marked performance improvements (Edunov et al., 2018). However, it is not possible to
straightforwardly apply such augmentation methods developed by the NMT community to
dialogue data since some essential properties of dialogue data prevent immediate adaptation
(see Section 4.2).

In this chapter, therefore, we develop a data creation method of meaningful utterance—
response pairs suitable for dialogue response generation. Specifically, our method consists
of three steps (see Figure 4.1): (1) generate templates from a set of typical utterance—
response pairs, (2) find pairs of matching phrases to fill these templates, and (3) filter out
the unreliable candidate pairs to obtain reliable and high-quality utterance—response pairs.

The key advantage of our method is that it only requires single utterances, which are already
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4.1 Background

D H
Step 1: Template generation

(“Can | check my messages?”, " Sure, | guess. The phone is ...")

®» templates: (“can i check”, “sure, i guess”)

Step 2: Candidate pair creation

Sure, | guess | could step up my game.
Uh, sure, | guess, if that’s what you want.
Ckay, sure, | guess I'd be tempted.

Can I check your bedroom?

when can | check out?

Step 3: Candidate pair selection

Can I check your bedroom?
TEe—uh sure, | guess, if that’s what you want.

u o (mmm mm) ™9 (“Can | check your bedrgom?”,

o (- ) “Uh, sure, | guess, if that’s what you want.”)

Fig. 4.1 Overview of our method. Meaningful pairs 9 are newly created from a small set of
utterance—response pairs & and a set of single utterances .77 .

available in large quantities. We demonstrate the response generation task in chit-chat using

the data obtained by our method.

4.1 Background

The dialogue response generation task is modeled in the same framework as NMT by
considering the user utterance as the input sentence and the system response as the output
sentence (Shao et al., 2017; Vinyals and Le, 2015a). In other words, we expect that high-
quality and rich utterance—response pairs improve performance on the dialogue response
generation task in the same way as on the machine translation task. However, presently in
dialogue response generation, the methodology for acquiring high-quality and rich utterance—
response pairs is hardly discussed.

The current trend of NMT is focusing on researching methodologies of acquiring (or aug-
menting) rich, high-quality paralleled translation data, such as using a back-translation tech-
nique (Sennrich et al., 2016b), more than improving the model architecture itself (Vaswani
et al., 2017). This is due to a recent report stating that acquiring and utilizing appropriate
training data leads to a more significant improvement in translation quality than improving
the model (Edunov et al., 2018; Morishita et al., 2018). We discuss whether the same effect
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4.2 Task Setting of Pair Construction

of improved data utilization is also obtainable in the dialogue response sentence generation
task.

4.2 Task Setting of Pair Construction

4.2.1 Input and Output

Input. 7 denotes a set of single utterances and = {(x;,y;)} denotes a set of pairs
consisting of utterance x and its response y;. Typically, the number of such pairs is small, i.e.
2| < |A|.

Output. Our goal is to construct a large number of utterance-response pairs 9 C I x
2 by matching two utterances from the set of single utterances .#” based on statistical
information obtained from 2. Ideally, | 2| > |2| holds.

4.2.2 Difficulties in Dialogue Data

There are at least two difficulties in data crea for thetion response generation task. The first is
data availability. For example, in NMT literature, millions of high-quality parallel translation
pairs are freely available as training data for the WMT!. Thus, we can train a strong NMT
model and generate relatively high-quality data by the back-translation technique. On the
other hand, in the dialogue generation task, the most extensive high-quality corpus only
offers 30k utterance—response pairs, which renders acquiring such a strong model extremely
difficult. Here, we assume high-quality corpus as fully consecutive and meaningful dialogues
constructed by human intentionally, such as (Krause et al., 2017; Li et al., 2017b; Zhang
et al., 2018). The second is the ambiguity of the task requirement. The dialogue generation
task has a one-to-many nature; given a source utterance, multiple responses with diverse
meanings can be regarded as appropriate responses. For example, given a source utterance
expressing a request (e.g, “Can you ...7”"), the system can output a response accept, decline,

question (e.g., “Yes”, “No”, “Why ...?”") to the order, or some other random responses.

Thttp://www.statmt.org/wmt19/
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4.3 Methodology: Pairing Single Utterances

4.3 Methodology: Pairing Single Utterances

4.3.1 Key Idea

We assume that we have a sufficiently large set of utterances .7#°. Moreover, owing to the
one-to-many nature, we expect that a large number of utterances in the same utterance
set ¢ will be acceptable responses to a randomly selected utterance even though they
do not have a direct correlation. According to this expectation, we develop a three-step
method that automatically extracts and connect two individual utterances as an utterance—
response pair (Figure 4.1). Namely, we (1) obtain dialogue templates from &, (2) extract
candidate utterance—response pairs from .5¢ by applying the obtained templates, and (3)
filter out almost all the unreliable candidate pairs to select reliable and possibly high-quality

utterance—response pairs.

4.3.2 Step 1: Template Generation

We obtain a typical phrase or word pairs as dialogue templates 2. For example, we extract
the typical phrase pair (“can i check™, “sure, i guess”) from the utterance-response pair
(“Can I check my messages?”, “Sure, I guess. The phone is in the back.”). First, we obtain
phrase pairs & = {(f,e)} by using a word/phrase aligner. f and e are extracted from the
set of paired sentences {(x;,y;)}, that is, f € x and e € y. Next, we extract preferable phrase
pairs & from &2 that match the following conditions:

NPMI(f,e) > a, c(f) > B, c(e) > B, 4.1)

where a and B are hyperparameters and c(-) denotes the frequency of a phrase in Z. By
imposing the first condition, we extract only strongly co-occurring phrase pairs. NPMI(-,-)
denotes the normalized pointwise mutual information (Bouma, 2009) (NPMI), which is a
PMI variant that computes the co-occurrence strength and is not as adversely affected by
low-frequency pairs as PMI. The second and third conditions are also imposed to prevent
high values from being mistakenly assigned to low-frequency pairs. As a result, we retrieve
strongly co-occurring phrase pairs &2 C & from the high-quality seed corpus 2.

4.3.3 Step 2: Candidate Pair Creation

We prepare utterance-response pair candidates @mnd C S x ¢ using the dialogue templates
2. Specifically, we randomly sample utterance candidates that contain the template f and
response candidates that contain the corresponding template e of f from the single utterance
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4.4 Experiment

corpus .7Z. Then, we make pairs of utterance and response candidates using all possible

combinations, and obtain utterance—response pair candidates as Z.and-

4.3.4 Step 3: Candidate Pair Selection

We select the candidate pairs in écand that connect plausibly and naturally as new pair data
D C Deand- We define the score Assocs(x,y), which is used to evaluate the connection

between utterances x and responses y in Zcang, by

Assocg(x,y) 1= Z Assocp(f,e;x,y). 4.2)
(fre)e(xy)

This function gives a high score to a sentence pair that contains many strongly connected
phrase pairs. The strength of connection of a phrase pair (f,e) in a sentence pair (x,y) is

computed as

Assocy(f,e;x,y) = 4.3)
|f!+!€!) (If\ Ie\)

A-NPMI(f, 1-A (=),

R R

~ / . / ——

M (ii) (i)

where || is the word length, A € [0, 1] is a hyperparameter, and Z := max s ,)c »{|f|+le|} is
a normalizing constant. An intuitive explanation of the above equations is as follows: (i) If a
phrase pair (f,e) has strong co-occurrence a high, the association strength of (x,y) including
(f,e) might also be high. (ii) If a phrase f or e contains a lot of words, such phrase has rich
content and information. We assume a phrase pair contains such long phrase has a strong

29 e

signal to the association. For example, (“if you think it be”, *“i think) gives a strong signal

2 6‘ *99

rather than (“you”, “i”’) to the sentence pair include this. (111) If a phrase f or e occupies

almost the entire sentence x or y, (f,e) is a strong indicator of the association of (x,y).

4.4 Experiment

4.4.1 Datasets

OpenSubtitles (Lison et al., 2018) is a large corpus of movie subtitles (English data containing
roughly 441M lines) that is freely available and has been used as training data in many studies
on data-driven dialogue models. The corpus does not contain speaker annotations; thus, we

cannot detect the conversation sequence correctly. In our experiments, we sampled 20M
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4.4 Experiment

utterances with more than five and less than 25 words and used them as the single utterance
set . We also prepared A from OpenSubtitles by treating consecutive utterances as
utterance—response pairs and sampling 20M pairs.

Although the Cornell Movie Dialogue Corpus (CMDC) (Danescu-Niculescu-Mizil and
Lee, 2011) is a much smaller corpus than OpenSubtitles, it has accurate speaker annotations.
Hence, we can detect conversation sequences accurately and, thus, we can obtain the less
noisy dialogue data. In our experiment, we used a preprocessed version of the CMDC devised
by Babheti et al. (2018), which is the evaluation set used in their work and contains 31,487
utterance—response pairs. We sampled 30k pairs from the CMDC to use as our seed corpus

2. We also samples 100 pairs from the CMDC as a test set for our generation task.

4.4.2 Experimental Setup

Template generation. To obtain dialogue templates, we used GIZA++ (Brown et al., 1993;
Och and Ney, 2003), IBM Model-based statistical machine translation tool, to learn phrase
and word alignments on Z. Consequently, we obtained 2,094,136 phrase alignments and
178,099 word alignments. We eventually extracted 29,605 alignments as dialogue templates
using several selection processes as discussed in Section 4.3.4. We set the hyperparameters
oo =0.8 and B =1 or 3 if (f,e) is a phrase or word pair, respectively.

Candidate pair creation. We obtained up to 400 candidate pairs per template. Conse-
quently, | Deand| was 3,514,296.

Candidate pair selection. To score each candidate, we first tuned the weighting parameter
A of the scoring function (Equation 4.2 in Section 4.3.4) on the development set?>. We scored
all pairs in the development set using Assocs(x,y) and then calculated the probability of
correct pairs scoring higher than incorrect pairs in the case of ROC-AUC scoring. Figure 4.2
shows the relationship between A and ROC-AUC score measured on our development set.
We set A = 0.8 which maximizes the ROC-AUC score (Fig.4.2).

We scored all the candidate pairs (x,y) € @cand by Assocs(x,y) and ranked them. Fig-
ure 4.3 shows the distribution of Assocs(x,y) scores on écand. Then, we selected the pairs
ranked in the top 15% (Assocs > 1.33) of the full candidates as new utterance—response pairs
2. Ultimately, our new pair data | 2| was 379,215.

2We prepared 200 pairs; 100 correct pairs sampled from CMDC, and 100 pseudo incorrect pairs which ware
sampled single utterances from .7# and randomly paired. It is fully disjoint from J# and 2.
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4.5 Results

4.5.1 Paired Data Construction

Table 4.1 shows actual samples of pair data created with Assocs(x,y). In total, the obtained
utterance—response pairs are plausible. In the pair on line 4, for example, the utterance and
response are naturally connected, where the pair contains a dialogue template describing
a typical situation of someone thinking about whether to agree (e.g., “sure, i guess”) to a
request (e.g., “can i check”). Assocs for this pair was high. In the pair on line 8, however, the
connection between the utterance and the response is unnatural despite them containing the
same dialogue template as line 4 and Assocg for this pair was low. There is a tendency that
the topic or situation of the conversation is shared between the utterance and the response as
a feature of the created pairs. This indicates that our method of connecting each utterance by
using selected templates based on some statistics is effective for obtaining naturally paired
data. Furthermore, the results show that Assocg reasonably represented the naturalness of the
connection between the utterance and the response, and worked well as a filter.
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4.5 Results

Table 4.1 Samples of pairs accepted as 17 (lines 1-8) and rejected (lines 9-10). Bold indicates
dialogue templates.

Utterance Response Assocg
1: Glad to see you, son. Good to see you, dad. 2.98
2: I want to thank you, sir, for giving me the  And you’re welcome to stay as long as 2.35
opportunity to work. you like.
3:  So, raise your hand if you think it was a  Ubh, it was Italian, I think. 1.99
Russian water tentacle.
4: Can I check your bedroom? Uh, sure, I guess, if that’s what you want. 1.77
5: Now drop the goddamn gun. Where did you drop it? 1.75
6: Ihad to ask him some questions. You can ask him yourself. 1.62
7:  Little girl, are you alone? I felt like I was alone in the world. 1.58
8: How could I help you? You got to start by trusting me. 1.54
9:  You are the world’s worst driver. Get in the passenger seat. 1.01
10:  One more question, when can I check out?  Sure, I guess I could step up my game. 0.35
Table 4.2 Evaluation results of generated responses.
.. . distinct- BLE
Training data  # of pairs len pstinetn v
n=1 n=72 Precision Recall F-value
H 20,000,000 8.29 229/0.030  710/0.106 8.4 7.3 7.8
2 30,000 5.02 83/0.018 176/0.048 10.5 5.0 6.8
9 379,215  8.90 272/0.033  844/0.103 9.4 8.5 8.9
reference 921 10.34 1801/0.189 5786/0.608 - - -

4.5.2 Extrinsic Evaluation: Response Generation

We also evaluated the obtained utterance—response pairs in terms of their usefulness as a
training corpus of neural methods. For this purpose, we trained an LSTM-based sequence-to-
sequence model using the fairseq toolkit’. We prepared three models that were trained on
A, D, and D.

Table 4.2 shows the evaluation results of the generated responses. We give results in
terms of the metrics distinct-{1,2}* (dist), the average response length in words (Ien,yg), and
the BLEU-1 precision, recall, and F-score (B, B, and Bg). Here, B; is obtained by replacing

the reference and system output, and B is calculated from them.We additionally used B,

3https://github.com/pytorch/fairseq with the default configuration of the ‘-arch LSTM’ option.
“4Following (Baheti et al., 2018; Li et al., 2016a; Xing et al., 2017). The scores are the ratio of types to
tokens for {1,2}-grams and indicate the diversity of the responses.
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4.6 Conclusion

Table 4.3 Samples of input utterances and generated responses.

Utterance Response

1: Eve, child! How nice of you to come. I’m sorry, but I'm not going to be here.
I’m sorry.

Oh, it’s nice to see you.

I don’t know what to say.
I’'m going to see you.

2: That sounds good.

I’'m glad you think so.

What are you doing here?
Yeah.
I’ll be with you in a minute.

3:  You coming back?

SRR TSRIEERY

and Br since the standard BLEU-1 (B,) is a precision-based evaluation and, thus, a shorter
generation tends to misleadingly give a better result. Our 17 outperformed other data in terms
of Bg. This indicates that the model trained on our 7 tends to generate better responses with
quality closer to the reference data than the model trained on other data. We also observed
that 2 achieved a dist comparable to 7. Moreover, len,y, of 9 was 8.90, which was the
closest to the reference of 10.34. Incidentally, & had a rather low len,yg, which was less than
half of the reference. This is the main reason why Z had a relatively high B, but a much
lower B;. In summary, 9 constructed by our method obtained consistently better results for
most of the metrics.

Table 4.3 shows examples of the responses to the given utterances generated by the model.
We confirmed that & mostly generated fluent and contextually reasonable responses. This
indicates that our method can generate meaningful utterance-response pairs for training

neural dialogue models.

4.6 Conclusion

In this chapter, we discussed an automatic dialogue data construction method in order to
prepare the desirable resource for training deep neural network-based response generation
models. We proposed a method that can automatically obtain potentially high-quality
utterance—response pairs. Our basic strategy was to link two single utterances extracted
from a large utterance set if such a pair is reliable and can potentially be a high-quality
utterance—response pair as evaluated by certain statistics. We evaluated the set of obtained
pairs qualitatively and experimentally demonstrated via a dialogue generation task that the

proposed method obtaines useful pairs as a training corpus of neural methods. The series of
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4.6 Conclusion

discussions in this chapter aimed at establishing dialogue augmentation methodologies have
provided new insights and directions for obtaining large-scale, high-quality dialogue data

and, ultimately, for improving the performance of neural dialogue response generation.
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Chapter 5

Corpus construction from crowdworkers
imitating target attributes

With the advancements of dialogue response generation technology, in recent years, it
has become relatively easy to build a dialogue system with good performance if we can
obtain a large amount of high-quality dialogue data. These advances encourage real-world
applications of dialogue systems in society. Social demand for dialogue systems has been
increasing year by year. One of the most common possible problems with using dialogue
systems in the real world is the lack of resources available as training data for building
dialogue systems. When building a unique dialogue system that suits the various demands of
the real world, one of the most common possible problems is the lack of resources as training
data. If you want to develop a dialogue system and there is no training data for it, you have
to start by creating resources. In the NLP field, one of the practical choices to construct new
resources is crowdsourcing (Callison-Burch et al., 2015). Using crowdsourcing allows us
to manually create large amounts of high-quality data in a relatively short amount of time
and at a low cost. As crowdworkers, there are many workers with various attributes (e.g.,
age, nationality, gender) all over the world, while the number of workers with each of these
attributes is unevenly distributed. Therefore, if you need to collect data from workers with
specific attributes, it may happen that workers are not available in the required quantities.

In this chapter, we propose a methodology for efficiently collecting dialogue data using
crowdsourcing under the lack of human resource. The proposed method allows collecting
data from pseudo target over the original target by under our practical instructions. We
empirically confirm the validity of our method. Furthermore, we newly construct dialogue
corpus with our method and demonstrate building a dialogue system using the corpus.

As an example of the real-world application of dialogue systems, in this work, we focus

on developing the system to address the elderly’s social isolation. It is one of the biggest
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5.1 Societal implementation of Dialogue Systems

demands in today’s society. For this purpose, several previous works have been developed
dialogue systems focusing on making conversation with the elderly on behalf of humans
to alleviate their loneliness (Lala et al., 2017; Sidner et al., 2013). However, in these cases,
the fundamental problem of the elderly’s lack of communication with others in society still
remains. As one possible approach to solve this fundamental problem, it is considered
that we apply dialogue response generation technology to a communication support system
for human-to-human, i.e., the elderly and others, conversation. We consider a system that
supports the elderly in their textual communication such as email, specifically, a system that
provides the elderly with some reply candidates for an email. We believe that such a system
will be useful in reducing the burden of writing replies for the elderly, and in promoting
communication that is beneficial to the elderly, such as proactively informing their physical

and mental health to others.

5.1 Societal implementation of Dialogue Systems

5.1.1 Issue of Social Isolation

As the global population ages, the isolation of the elderly from society is a particularly
serious issue. According to a Japanese Cabinet Office survey, the proportion of the elderly
(i.e., aged over 65) who live alone or as a couple is 56.9%, which is higher than those who
live with their children (39%) (NEI/F, 2017). In addition, a survey of people over 60 years
of age on how often they interact with others, not only face-to-face but also via email and
telephone, found that 7.5% of men and 4.9% of women who live alone talk with others less
than once a week (N E I, 2015).

In the field of gerontology and geriatrics medicine, the researchers have been studying
the health condition of the elderly and the ideal form of care, and are focusing on the concept
of Quality of Life (QOL). The QOL is a scale for evaluating the health condition of the
elderly many-sided from the physical, mental, and social sides. Some studies reported that
the care suitable for the elderly could be realized by evaluating not only a physical condition
but also the feeling and situation of the elderly by grasping the health condition of the elderly
by QOL. (Hellstrm and IR, 2001; Vaarama, 2009).

8/ et al. (2019) analyzed how family members and the elderly communicate with each
other via email in such a way as to express QOL information (Refer to as QOL expressive
speech). According to their report, 85.7% (3, 574utterances 3, 064utterances) of elderly’s
responses to emails from family members were family-centered ones (e.g., Figure 5.1 (A)),
and only 6.4% (3,574utterances 229utterances) were elderly-centered ones (Figure 5.1 (B)).
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Fig. 5.1 (A) Normal conversation and (B) Conversation including utterance presenting QOL
information.

5.1.2 Dialogue System as Conversational Partner

Under these social backgrounds, dialogue systems that can be used as a talking partner for the
elderly have been actively developed. For example, Lala et al. (2017); Shitaoka et al. (2017)
proposed attentive listening agents that listens to the elderly and Sidner et al. (2013) proposed
always-on system that can make conversation and play table games with the elderly to reduce
their isolation. Such dialogue systems may be able to alleviate the loneliness of the elderly by
interacting with them instead of people, however, they cannot solve the fundamental problem

of the elderly’s lack of communication with others in society.

5.1.3 Human-to-human Communication Supporting System

Our goal is to fundamentally solve the lack of communication with others in the elderly.
For this goal, we consider developing a system that supports the elderly in their textual
communications such as email. Specifically, in daily communication between the elderly and
their family members who live apart from them, the system supports the generation of replies
that naturally communicate the elderly’s own QOL to their family members. We expect that
the system will be useful in reducing the burden of writing replies for the elderly, and in
promoting communication that is beneficial to the elderly, such as proactively informing their
physical and mental health, i.e., QOL information, to others. Figure 5.1 shows the examples
of the elderly’s textual communications with their family members. Figure 5.1 (A) “%*2>
\)43” is an appropriate response, but it does not convey the QOL of the elderly person to her
daughter. On the other hand, in Figure 5.1 (B), “2*HO W\ 4. THMITEEE Z D T
AT B 5 ML 7227 is an appropriate response and conveying the QOL information
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of the elderly. Then this reply elicited the daughter’s utterance “K K 7 #ARIZ (LR 5
D HJEH AF 5427 that cares about elderly’s health. We aim to create a reply assistance
system that stimulates the elderly by presenting QOL-expressed utterances, such as those in
Figure 5.1(B), to them as hints for their responses and induces QOL-expressed utterances
from them that would not be described without the support of the system.

In this work, assuming to develop such a support system for the elderly, we try to generate
the elderly’s reply using the current dialogue response generation techniques. Specifically,
we construct a new dialogue corpus consisting of the system’s ideal input and output (i.e., the
input is a family’s message, and the output is an elderly’s reply with their QOL information),
and then generate the elderly’s reply candidates with the constructed corpus. Through a series
of experiments, we demonstrate that our proposed method can efficiently construct dialogue
data even when human resources are limited, and that the dialogue response generation
technologies in current NLP fields generate appropriate responses as the reply candidates

that convey specific QOL information.

5.2 Methodology: Corpus Construction under Limited Hu-

man Resource

As a method for collecting large amounts of dialogue data, crowdsourcing has been employed
in many studies (Callison-Burch et al., 2015; He et al., 2018; Zhang et al., 2018). However,
depending on the features of the data to be collected, there may be restrictions on the available
crowd workers, and it may not be possible to reserve a sufficient amount of human resources.
In this paper, we discuss the data construction method with crowdsourcing by "imitators" and
propose an effective task instruction for this purpose. The "imitator" refers to a worker who
does not have a specific attribute but acts as if he or she does have it. To effectively collect
data that strongly reflects the attributes to be imitated, we ask the crowdworkers who work as
imitators through the task instructions to (i) provide concrete settings to imitate attributes
and (ii) create data with the first-person subject.

Even for our purpose, it is not easy to collect a large amount of dialogue data from
the elderly through crowdsourcing because there are not enough elderly crowdworkers.
Therefore, we consider asking non-elderly crowdworkers to imitate the elderly and to create
data by giving them the following instructions. As the (i) above, we instruct crowdworkers
aged 40-59, imitators, to create data as if they were their fathers. We expect that the workers

will imitate the elderly with more precision by imagining a concrete goal: their own fathers.
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Fig. 5.2 Task instructions for collecting utterances presenting elderly’s QOL information.
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Fig. 5.3 Attention-check for collecting utterances presenting elderly’s QOL information.

As the (ii) above, we instruct imitators to write replies describing the actions, states,

2

and sentiments of the elderly, using “I am ...” or “Grandpa is ...” as the subject. fif A
et al. (2019) reported that utterances with such actions and states are more likely to convey
QOL information. As described in Section 5.1.1, the elderly’s replies to emails from family
members, in the case where there is no precise control, tend to mention family members.
In other words, the replies that are mainly about the elderly themselves are hardly written.
Under these situations, the instruction that forces the response’s subject can be critical for
effectively collecting utterances, including the elderly’s QOL information. Eventually, we
collect data from the imitator by these instructions shown in Figure 5.2 including the two

above, and some attention checks (Figure 5.3). We believe that the proposed method is not
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Table 5.1 emails from family members used on our preliminary experiments (in Japanese).
Underlined indicates that sentences are targeted to reply.

#  All messages on email and reply target.

1. BFIRIZTIDRIZIEE-STVWAED., @I SHETR>TWVWS L.

2 ®oEREH! BHHIIEEESHEDS, WBART M 2HEIT20%2 FlE-oT<NT, AA
BTT—F%blEo7/- L.

3. KEFEJNTIHTY., BEEZITLVANVN—LEHBREIATENERENP- L

4: ALIZXZDDHRE| ER Uo7

5. 2B AARIZT IV —IVDRIENTE | BEEXADNE > TSN b I HOWEBEETEEL
TW5 k.

6: SH»S T IVARENIEBEE S L. SERIFELLDEELENS, Bl FE¥H 25 0DHIT
BEAEZEZPOLRETDPWVITRVATL. HHIEH.

limited to the communication support for the elderly that is assumed in this study, but is

expected to apply to all cases where there is no available data for a specific application.

5.3 Investigations on Data Construction with Imitators

5.3.1 Effectiveness of Instructions to Control the Subject of Utterance

To verify the proposed instructions are practical in collecting elderly subjective dialogue data
from imitators, we comparably analyze the subject of the utterances in data collected with
the instructions (ours) and without the instructions (f&/A et al., 2019).

Following the utterance collection experiment without the instructions by {& /X et al.
(2019), we asked crowdworkers aged 40-59 years to write utterances as replies to the six
emails shown in Table 5.1 with the instructions shown in Figure 5.2, and then collected 4,717
pseudo elderly’ s utterances from 386 workers for analysis.! The collected utterances were
assigned the subject tags, shown in table 5.2, by the two annotators. Figure 5.4 shows the
ratio of subject tags for collected utterances by the two settings. Without the instruction, the
percentage of utterances with the Elderly tag was the subject was 6.4% (229 out of 3,574
utterances). In contrast, with the instructions, this percentage increased to 89.2% (4,207 out
of 4,717 utterances). This result demonstrated that our instructions allow us to effectively
collect the elderly subjective utterances, including such as the elderly’s behaviors, statuses,
or sentiments.

"'We collected utterances from a total of 400 workers (200 men, 200 women) and excluded 18 workers (13
men, 5 women; 4.5% of the total) from our analysis because they wrote unethical contents.
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Table 5.2 Definition of our subject tags.

Tag Definition Example (in Japanese)

Elderly  The subject of the act or state described inthe TH HRILBE A Z 5 5 & R I M
utterance is elderly or elderly event. Vikip)

Family The subject of the act or state described in the 23\ M\ 42
utterance is family or family event.

FamEld  The subject of the act or state described in the 5 & —H{IZ% 5 5
utterance is both family and elderly.

NOTAG  The Dialogue Act of the utterance is Greeting, HIEIEL, H DL S
Auto-Positive, or Thanking.

Other The subject of the act or state described in the AKFEDIR I A HL Y] DA EF &
utterance is neither family nor elderly.

69 14

w/o instruction 3064 198 |
17
. . 13

w/ instruction 27 183 |
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

m Eld FamEld Fam Notag m Other

Fig. 5.4 Proportion of subject tags of collected utterances.

5.3.2 Elderly versus Imitator: Comparison of Collected Utterances un-

der the Instructions

We confirm that the imitators can simulate the elderly’s utterances including their behaviors
(actions), statuses, or sentiments, and create high-quality dialogue data with the instructions.
Specifically, we demonstrate that (1) the dialogue data created by the imitators is indistin-
guishable from the data created by the elderly, and (2) there is no difference between them in
the breakdown of contents of utterances. For our investigations, we prepared the two types

of dialogue data created by the following two groups.

Group A: It consists of 10 workers who are ordinary elderly aged over 65. Table 5.3 shows
the details of the workers. The workers created positive and negative responses to each
of the 6 emails shown in 5.1 by writing on paper in their own houses. We collected 12

replies per worker; eventually, we obtained a total of 120 utterances.

Group B: It consists of 10 workers (3 men, 7 women) who are crowdworkers aged 40-59,
i.e., imitators. We randomly sampled them from workers in Section 5.3.1 and used
their created replies; eventually, we obtained a total of 120 utterances.
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5.3 Investigations on Data Construction with Imitators

Table 5.3 Age and gender of Group A (ordinary elderly aged over 65).

age 65-69 age 70-79 age 80-89 Total

Men 0 2 1 3
Women 3 2 2 7

Table 5.4 Sample of replies created by Group A and Group B to email #1.

Replies created by Group A (Elderly aged over 65)

C FAMFIRE B R D A2 X > T\ 5 k.

- RBYIV#RIE, NESWERFEL 2D L.
CFAEMPHES Z DB NIER > THAIZ VD,

C FEDTE AR VWD THSR AN K.

- R BOER RO HEA TABEH. YIfaE A TIES 1 3.
RN EDR R VDL B EZT S IRV,

Replies created by Group B (Crowdworkers aged 40-59 and who imitated elderly)

CRNE, BHWZAYDARIZTEEEL TV K.

- RBY DRI ETT L.

- FAE SRR E THHEHBAW L.

cBLWHB R AFBELE DS XS IZEHP TRV S TSRV,
< AMTHEANE < T H U7z < Wi,

cBULWLWBE R ARFARHDPVEIZE S HEH L W H.

Table 5.5 Sample of replies created by Group A and Group B to email #2.

Replies created by Group A (Elderly aged over 65)

FhB, B —REICHEERARH IR —F 2o -FHEEVH L 2.
BTy UNVTHEE - TR KD,

- FAZ6H DEIR S S H R D TESEIRXT —F THIES S /2.
cHEBEEIMUI=ho 7z &

CFMEFL SIS BHNTE R TID AR

CFAEEWT, BERSHIZBATH TSN &L .

Replies created by Group B (Crowdworkers aged 40-59 and who imitated elderly)

cHE, ALIDIZT—=FEDLTALINL S.

CFE ARV 5.

- REBHWICEERAZE-oTHIT S L.

CHE I BHWTERL THERATY.

C FMIARFANEL TH LTHIT S iz,

cBEHERADLTLEY RN EESTRDZVWITE, BEPEITIDAL.

The sample of replies created by Group A and B are listed in Table 5.4 and Table 5.5.
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[REDEIHE (65mAL) NEVWDRE] & [BIMBEDDED(CRADIZA (40K
~501%) DBVERIE] DRBIDDNEDHDRFETY . MEZEFRAT 38R
[CEXTEZZ,

TED [RENSDA—IL] (F BN TED40RDIRN SRDRIRITESNIZED
TY.

BRIENSDA—)L

FEELRIARIEYIDIRCEEDTLNDD.
FEEE2:FANBMETIPOTND L.

LD IRENSDA—IL] @ [FELRARIEVIDIRCEFEO>TNDD, | (T
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IB{EA INBANERD Z R HBNIED THIZLD.

iB{EB IESEFFENETEERN K.

(3R] REALEEBER. E550 IRBOSEHE (65mMU.L) HEVEER
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Fig. 5.5 Task instruction of paired comparison experiment. It was randomly determined
which of Reply A and Reply B corresponded to the actual elderly’s utterance. In this example,
reply A is from Group A (elderly), and reply B is from Group B (imitators).

First, we confirmed that the dialogue data created by the imitators is indistinguishable
from the data created by the elderly. We paired the collected replies from Group A and
Group B one-on-one, and then we give these to the evaluators and asked to judge which
utterance was written by the elderly, i.e., Grop A (Figure 5.5). Here, the evaluators were
allowed to answer with “unsure.” Figure 5.6 shows the result of the paired comparison.
The “correct” indicates the number of evaluators who could select which was the elderly’s
reply, the “incorrect” indicates the number of evaluators who could not. The percentage of
responses in which the evaluators succeeded in selecting the elderly’s utterances correctly
was 39.2%, which was not significantly different from the percentage of responses in which
they could not succeed. Besides, the answer “unsure” occupied 24% of the total. These
results show that it is difficult to distinguish the imitators’ utterances under the instructions
from the elderly’s utterances. It indicates that we can collect the dialogue data from imitators
in place of the elderly.
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0 200 400 600 800 1000 1200 1400 1600
Correct 1411
Incorrect 1325
Unsure 864

Fig. 5.6 Result of identification by paired comparison between actual elderly replies and
imitator’s replies.

0% 20% 40% 60% 80% 100%

Age 65~ 11 32 2° 9

m Act State Sentiment Act+State Act+Sentiment

Fig. 5.7 Comparison of the contents of replies collected from actual elderly and imitators.

Next, we confirm that there is no difference between the dialogue data created by the
elderly and imitators in the breakdown of contents of utterances. For the utterances collected
from each group, we divided them into five fields based on the contents of what the utterance
includes, i.e., the elderly’s actions, states, and sentiments. Figure 5.7 shows the propotion of
the contents. It demonstrates that there were no significant differences in the proportions of

the contents of utterances between the two dialogue data.

5.3.3 Summery

To conclude these investigations, we confirmed that the proposed method allows us to collect

dialogue data with comparable quality and properties as original from imitators.

5.4 Construction of Japanese QOL-labeled Corpus

Following the method described in Section 5.3, we constructed a new corpus, named Japanese
QOL-labeled Corpus. Specifically, we took the following procedure.
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Table 5.6 Definition of QOL labels (in Japanese).

# QOL label Definition

1 AMETEE) T (positive) EREVLGDOEODZ RV D TTE SN (BE), B
Vi, %, BEOXERY) —TE5

2 HEIEEI T (negative) BEENPEDOREID DZ 2 E2 VO D TTESD (BE), H»
Yy, i, BREOXERY) —TERW

3 {2 (positive) i D RS — IR R WL

4 fet G & (negative) R O FRER G — IR AV

5 ANHH R — b e (positive)  HERE DA EEV—AMEBEVDDH S

6 ANWIH R — Mg & (negative) EEHED A EEV—AMZEVD RN

7 B & D iR (positive) il DBERN LRI — RV D B

8 MRIFHIWD & U i L& (negative)  milEE DBE R RB — RBD 2V

9 FEMIEER (positive) FEREDIALE - BHI UL - U

10 FEHHBUHERR (negative) EEDIALE - AU\ - HEHEEL S

11 FE#HEYTE T (positive) TR DBRIR O E BN —BRIER L EN DD B

12 FERYTS )T (negative) BN DR X A & AV — IR A E SV AR

Step 1. Collecting family members’ messages: We collected family members’ messages

from crowdworkers aged 40 to 59 who lived apart from their parents. They were
instructed to write their messages in 2 or 3 sentences as if they were writing an email to
their parents. Our preliminary experiment revealed a bias in the topics of the collected
messages, depending on when we did the crowdsourcing. Therefore, to avoid this
bias and collect conversations on various topics across seasons and situations, we
specified the topic of email to workers in advance, e.g., children’s school arts festival,
daily chores, cherry blossom viewing, or autumn leaves hunting. The workers wrote

messages following the given topics.

Step 2. Collecting elderly’s reply: We collected the elderly’s replies to family member’s

messages obtained by Step 1 from imitators who are crowdworkers aged 40 to 59
following the method described in Section 5.3. The instruction to the imitators and
task format are shown in Figure 5.2. Since our preliminary experiment revealed that
workers tend to write only positive replies without this instruction, in order to balance
the polarity of the responses we collect, we asked the crowdworkers to write both
positive and negative replies to each message. We filtered out unqualified workers

using attention-checks (one example are shown in Figure 5.3).

Step 3. Annotating QOL-labels: Three crowdworkers manually assigned the plausible

QOL labels shown in Table 5.6 to each elderly’s reply collected in Step 2. We
defined these QOL labels based on A H et al. (2001)’s six kinds of QOL (i.e., life
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Table 5.7 Sample of our Japanese QOL-labeled corpus.

#1 Family’s message :

Elderly’s reply :
QOL label :

FEEPHEEBNEFEZEPSNILSALAYIDIZLTF vy —1n i
ANTERIEFTWS L.

MERHEZLTWSZ.

AFEIEEN )T (positive), R )2 (positive)

#2 Family’s message :
Elderly’s reply :
QOL label :

FEHEHEERDVZLT, o WO MIZR< AR L.
AL BOEBMRD N K.
f B FE S (negative), K& AH IR (negative)

#3 Family’s message :
Elderly’s reply :
QOL label :

FeZIWEH FZEERIRICR S N TNT, S LD,
BRI BE L WS R ADMADE > TR 5.
R & D i 2K (positive)

#4 Family’s message :

Elderly’s reply :
QOL label :

Y= VDA EFHRK U TCBALITERDPRPERPELES
TRWATE.

FINESS S N MORY =e I NCL i YA

AN R — b i 2 & (negative)

#5 Family’s message :
Elderly’s reply :
QOL label :

HIZI ez esmze sz,
FMIFBHMEEZ L TWDS K.
ATETEEN T (positive), FEAHITE 1T (positive)

activity capacity, health satisfaction, human support satisfaction, economical comfort

satisfaction, mental health, and mental vitality). We allowed workers to annotate

multiple types of QOL labels to a single reply.

Step 4. Selecting QOL-labels: Among the QOL labels assigned to the elderly’s replies in

Step 3, we employ only those with the agreement of at least 2 of the workers. We

do not include in the dialogue corpus the responses for which no label was assigned.
Eventually, our QOL-labeled dialogue corpus was constructed with 81,228 QOL labels
for 52,079 replies (in average, 1.6 labels per one reply).

Table 5.7 shows examples of dialogue data included in the Japanese QOL-labeled Corpus.

We obtained “Family’s message” in Step 1, “elderly’s reply” in Step 2, and "QOL label" in
Steps 3 and 4, respectively.

5.5 Experiments on Reply Candidates Generation

In this section, we attempt to build a model to generate utterances containing QOL informa-
tion using the QOL-labeled dialogue corpus created in chapter 5.4. We assume to use these
utterances as candidate replies in a reply assistance system for the elderly. Therefore, these

utterances should be appropriate utterances that the elderly would naturally want to select as
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1 V2 EOS
Encoder Decoder I T
H
t t
X1 e XT QOL E0S 'QOL y1 ... QOL ygr

Fig. 5.8 Conditional response generation using QOL-labels. The QOL information (colored
blue) is input to the decoder at each step.

their response and should allow others to read certain QOL information from them. We will
build models with several response generation techniques and our corpus, and then empiri-
cally confirm that they generate plausible responses that convey certain QOL information for

a given message.

5.5.1 Generation-based Response Generation Model

As a high-performance machine learning-based response generation technique, sequence
to sequence (seq2seq) model (Sutskever et al., 2014; Vinyals and Le, 2015b) has been
highlighted in recent years. Many studies reported that the seq2seq models generate plausible
and fluent responses. For example, Li et al. (2016b) proposed a method with a seq2seq
model to consistently generate personalized responses by inputting distributed embeddings
of speaker information to its decoder during training and generation. Let X = (xy,...,x7)
denote input message and Y = (yy,...,yr/) denote output response. Motivated by the Li
et al. (2016b)’s method, we generate utterances to include particular QOL information by
maximizing the following prediction probability:

T/
p(Y|X,q) =] p0ilX,y<:, ). (5.1)

=1

where, T,T’ are word length of input utterance and output response, respectively. The
decoder predicts the next word y; by using the previous output y.; and the given QOL label
q at each timestep. We refer to this model as S2S model. Figure 5.8 shows the overview of
S2S model.

5.5.2 Retrieval-based Response Generation Model

In addition to generation-based methods, a retrieval-based method is one of the other possible
choices to build response generation models (Isbell et al., 2000; Ritter et al., 2011; Sordoni

et al., 2015). Retrieval-based response generation can be formulated as the problem of
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selecting the most suitable response Y from the instance-database & for a given utterance X.
In this work, we find the pair (f Y ) € & with the highest similarity between input message
X and X, and then output Y as the response.

Y = arg maxsim(v(X),v()?)). (5.2)
(X Y)e,

Where, 9, denote instance-database that consists of only dialogue data with specific QOL-
label g. We prepared 12 types of %, for 12-types of QOL labels ( 5.6). v(X) is sentence
vector of X. The function sim(-,-) compute the similarity between two sentences vectors;
we used the cosine similarity. To obtain a vector representation of a sentence, we used two
methods: the one is word2vec (Mikolov et al., 2013a), one of the most standard methods to
obtain word embeddings in today’s NLP research. The other is ELMo (Peters et al., 2018),
one of the latest methods effective to obtain contextualized word embeddings. We refer to
these models as W2V model and ELMo model, respectively.

5.5.3 [Experimental Setups

We verify that the models built with our QOL-labeled corpus generate plausible responses
that convey certain QOL information for a given message, through the response generation

experiments and manual evaluation for the results.

Dataset Preparation

We used 90% of the QOL-labeled corpus as our training set and 10% for our test set.

Setup for S2S Model

We projected the QOL label onto a 12-dimensionalul binary vector as input to the decoder.
The seq2seq encoder and decoder were 2-layer LSTMs (Hochreiter and Schmidhuber, 1997)
with 512-dimensional hidden layers and 512-dimensional embedding layers. The number of
maximum training epochs was 100. We used Adam (Kingma and Ba, 2015) for parameter

optimization.

Setup for W2V Model, ELMo Model

For the W2V model, we used pre-trained 300-dimensional Japanese word2vec embeddings?.

For the ELMo model, we obtained 512-dimensional embeddings by training the ELMo on

Zhttps://github.com/Kyubyong/wordvectors
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Table 5.8 Number of instances in the database with each QOL label.

# QOL label ¢ |2,
1 HEVETEED T (positive) 14,002
2 HTEIREN I (negative) 3,970
3 fRE 5K o 2 J& (positive) 11,316
4 ft Bl i S (negative) 15,228
5 AN R — b i 2 /& (positive) 3,419
6 AN R — N i & (negative) 1,761
7 FEFEHIWD & 0 i e (positive) 5,258
8 TR & 0 i LK (negative) 3,064
9 FE LR (positive) 4,593
10 Ko H M (negative) 5,456
11 FEHEYTE ) (positive) 6,788
12 FERHENTE T (negative) 2,335

Japanese Wikipedia data. In both models, we created sentence embeddings by averaging all
words’ embeddings included in the sentence. We prepared the instance-databases D, from
our training set. Table 5.8 shows the size of each database corresponding to each kind of
QOL label. The pair (f , Y ) such that multiple QOL labels g;,q; are assigned is included in
the all database corresponding to assigned labels: (X,Y) € Dyis (X,Y) e Dy;-

Evaluation datasets Preparation

To evaluate the generated responses, we prepared the two types of evaluation datasets from
our test set. The one is .%¢_;1» that includes 120 pairs consisting of (utterance, QOL label),
which are created by randomly sampling 10 utterances from our test set and then attaching
12 different QOL labels to each utterance. We use .%¢_;12 to evaluate the models in terms
of whether they can generate various responses that convey different QOL information for a
single utterance. The other is .%o that includes 100 triples consisting of (utterance, response,
QOL label), which are created by randomly sampling 100 utterances from our test set. We
use .10 to evaluate the models in terms of whether they can generate human-like responses

while including certain QOL information in naturally possible situations.

Human Evaluation Settings

The quality of the generated responses for our evaluation datasets was manually evaluated.
We asked native Japanese-speakers via Yahoo! crowdsourcing to evaluate the responses in

terms of the following three points:

* Point (1): The response expresses/implies the specified QOL information
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* Point (2): The response expresses/implies the polarity of specified QOL information
* Point (3): The response is plausible as a reply to a given message.

For all points, the evaluators were given a message and a generated response. For point
(1), the evaluators were asked to answer the question What QOL states could you read from
the response? by selecting the best and second-best ones from among 13 options, which
consist of the 12 types of QOL states defined in Table 5.6 and “Unsure.” For point (2), the
evaluators were asked to answer the question Which polarities of QOL states could you read
from the response? by selecting one from { Positive, Negative, Unsure}. For point (3), the
evaluators were asked to answer the question Are given utterances and responses plausible
for dialogue? by selecting one from {Yes, No, Unsure}. For each generated response, five

evaluators answered each question.

5.5.4 Result and Analysis

Result of Human Evaluation

Table 5.9 shows the result of human evaluations. The (1)QOL on the table indicates a
percentage of that the evaluators’ answer for the above evaluation point (1) is the same as
the QOL label that the model was specified to generate. Here, @1 is the percentage of
agreement with the QOL label that evaluators selected as the best, and @2 is the agreement
with their second-best. In .%]o_;12, that is under the setting to forcibly generate responses for
conveying all 12 types of QOL even where are some contextual unnaturalness, only at most
half of the cases succeeded in conveying the specified QOL. On the other hand, in .#7¢g, the
models succeeded with the high percentages in conveying the specified QOL via generated
responses. The (2)Pos/Neg on the table indicates a percentage of that evaluators’ answer
for the above evaluation point (2) is the same (¢) or not (X) as the QOL label’s polarity
(i.e., positive or negative) that the model was specified to generate. All models succeeded
with the high accuracies in conveying the polarity of specified QOL via generated responses.
The (3)Plausibility on the table indicates a percentage of that generated response is plausible
(v/) or not (X) as a reply to a given message. The results show that the S2S-Q0L model
and ELMo-QOL model generated the plausible responses at over 60%. W2V-QOL generated a
smaller percentage of plausible responses than the other two models.

Qualitative Analysis of Generated Responses

The samples of generated responses for our evaluation dataset .%¢_;1» are shown in Ta-

ble 5.10. The right side of the table shows the results of the human evaluation for the
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Table 5.9 Result of human evaluations for QOL communicability and response plausibility.

Evaluation set Model (1) QOL (2) Pos/Neg (3) Plausiblity
@1 @2 v b 4 v X

525 0.31(188) 0.43(256) 0.87(524) 0.0527) 0.61(364) 0.35(210)

Ao-112 w2V 0.38 (227) 0.51(308) 0.93(558) 0.03(17) 0.51(305) 0.42(249)

ELMo 0.37(222) 0.50(302) 0.94(566) 0.03(17) 0.60(361) 0.35(211)

525 0.61(304) 0.70(352) 0.91(456) 0.03(13) 0.60(302) 0.34(169)
100 W2V 0.62(312) 0.72(358) 0.90(451) 0.04(22) 0.61(304) 0.33 (163)
ELMo 0.62(308) 0.70(352) 0.92(459) 0.03(13) 0.68(338) 0.26 (128)

generated response. These responses were generated for a single input message while con-
ditioning it with 12 different QOL labels. First of all, we qualitatively confirmed that the
S2S model generated sufficiently fluent Japanese. It means that the corpus we constructed
was of sufficient size and quality to use for training a neural response generation model.
Moreover, we confirmed that the conditional response generation methods using QOL labels
generated various responses that convey the desired specific QOL for the same input. For
example, for the same input, “%& < & <IZAZFA TWVWA &,” the models generated
responses regarding the purchase of a book when the QOL labels related to financial comfort
were specified, while the models generated responses regarding one’s interest or hobby, e.g.,
reading books, when the QOL labels related to mental vitality were specified. Regarding
polarity, the positive QOL labels tended to generate positive terms such as “5 &, “~9 5
or “~ L T&!J 5, in contrast, the negative QOL labels tended to generate negative terms
such as “fE&),” “TH ], or “fEEK>

Table 5.11 shows the generated responses by the models on our evaluation dataset
“100- We qualitatively confirmed that the model generated fluent and plausible responses
reflecting the given QOL label. These responses are desirable as candidate responses for the

communication support system we assume to develop.

5.5.5 Summary

To summarize, in our response generation experiments, we have confirmed that both the
generation-based response generation model and the retrieval-based response generation
models generate appropriate responses that convey a specific QOL method. These results
indicate that the corpus created by the proposed manually corpus construction method can be

used to build dialogue systems with current NLP technologies.
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Table 5.10 Samples of response generated by S2S,W2V,ELMo on the evaluation set .%g_;1».

Input message: & < £ 3 IZAZGHATVD &

QOL label / Output response (1) QOL@1 @2 (2)Pos/Neg (3)Plausiblity
#1 QOL label : % ;EZENH (positive)
s28: SELULMRIZITL & 1/5 3/5 5/5 3/5
w2v: DbUEHEZFHO DO HAEL A L. 0/5 1/5 2/5 515
ELMo: DU BFEZZHL DI A L. 0/5 0/5 1/5 4/5
#2  QOL label : 455817 (negative)
S28: HBLBHRITFT > THAEZWA, SHETIIHEIZES T SIHE 0/5 0/5 5/5 4/5
NHEX 5056, LEIFDOVMEIMIZRS &
W2v: ZOoOh. TNV b, BELSAEEDENS /5 1/5 5/5 515
SMAREZHATROZWIFETERVWDIDAR.
ELMo: FZ5N UL WA, EAEWrSAMIH S ey 0/5 1/5 5/5 1/5
#3 QOL label : {£E% % 2 &% (positive)
S28: SEAEFTATHITLS 0/5 0/5 4/5 3/5
Wa2v: BRIXAREHY aF I TR TS b, 315 4/5 5/5 3/5
ElLMo: FBLETHHEELTWEE 4/5 5/5 5/5 0/5
#4 QOL label : 25 B X (negative)
s2s: FAIHEZEHO OB EEZ X /5 2/5 5/5 5/5
wa2v: REENELT, BV EZAURRVD L. 5/5 5/5 5/5 1/5
ELMo: FAFXHEDEL o TARMEFED RV L. 4/5 5/5 5/5 515
#5 QOL label : AFIHR— Nl R R (positive)
S28: SEHATHITDNA 2/5 4/5 2/5 1/5
w2v: FAbH Z OB AEE ME % RIZfTo720 315 315 5/5 1/5
ElMo: FABHFZALTHFMNWTS L. 0/5 1/5 5/5 3/5
#6 QOL label : ARH R — MR (negative)
S2s5: bHUHRITETAL VAW 0/5 0/5 3/5 1/5
wav: FAFFHIZHENZL RN 4/5 4/5 5/5 2/5
ELMo: FAZ—AZEH»SHEH LWL 215 215 5/5 /5
#7 QOL label : #Z2FHIP & V) iR R (positive)
S28: SEAEZH-TELLHIZFLK & 315 3/5 4/5 5/5
wW2v: SEAREH-> TR > TV & 2/5 3/5 5/5 4/5
ELMo: SEAR%ZE > TH->TW< L. 4/5 4/5 5/5 5/5
#8 QOL label : i2ZEHIW & V) iR R (negative)
S28: SEAEZEH->THIFWITE, RZEBENRZVNLS T 5 4/5 4/5 5/5 5/5
HIZFT < DIZEE L W
W2v: BIEIALRASBENR VAL X 5/5 5/5 5/5 0/5
ElMo: BREHPHLXAHL I BT ERMAE S &b, 1/5 4/5 5/5 0/5
#9 QOL label : F5tHEIEEE (positive)
S28: SEMIBATHITS & 0/5 0/5 5/5 4/5
Wov: UVEBEXALETITILTWVWDS L. 2/5 3/5 5/5 /5
ELMo: E7MMRTLE Y T35 &. 0/5 0/5 5/5 4/5
#10 QOL label : F5HHI{ERE (negative)
S28: FAMZHEHRETHSVZW 0/5 0/5 5/5 5/5
w2v: FAREHIZENT B b. 1/5 3/5 5/5 1/5
ELMo: MR —IZHATRNZSWVWWATLIT E . /5 1/5 2/5 4/5
#11 QOL label : f5#895E S (positive)
S28: SELULMPRIZFL & 0/5 1/5 5/5 2/5
wa2v: D ULEFHEEFRL O AL LK. 2/5 2/5 4/5 3/5
ELMo: DU BHEEFTHODZIF DU AL K. 215 2/5 3/5 5/5
#12  QOL label : $5#1E 77 (negative)
S2S:  FMTIFBLBRA R\ N2 2/5 3/5 4/5 5/5
W2v: ARIZiEb UIRER A WD 5 7 b, 315 3/5 5/5 515
ELMo: FAIAMTHMTF B Z DB o7z K. 3/5 3/5 5/5 1/5
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Table 5.11 Samples of response generated by S2S,W2V,ELMo on the evaluation set .%7¢g.

Input (Message, QOL labels) Output
#1 ZORA—1—TiIATWVWTHR $28: Fhb L A== =4 v MFL
QOL : A 7ETEE) /1 (positive) W2v: BLWLWERAE L A== =7 v M7<
ELlMo: BLWHER» AL L A= =3 =7 v pMF<
# WEHOHIEH, /NAROMH 725720 S2s: FAXBROEATY oIl EE R DIz
QOL : s )L J& (negative) wav : FAIZ AR TENI b o7z &
ELMo : FAIXABEHCEII 2h o7z &
#3 TPETRDZWITE DS & - ISR S25: FAMZIEBENRLVL ST THIFEDIREH L Wi
QOL : FEFFHIWP & b J fE X (negative) WoV: FMEB BB VDRSFARIEE>TIRVWTL
ELMo: FAEBEEN VNS TARIELES>TIRWTEL

QOL : {REE i /2 (positive), R MIIIIERE (positive) W2V : FAIXMITHEARARNS N B, #H LKk~ L
ELMo: FAIMITHEBRRSND IR, thbLkiZL

#5 ROTHSHIZTHOREEWIZIT> TRz & S2s: FADZKIZER S 0 & D
QOL : A{EILE ST (negative), f AR /& (negative) W2V : FAIZEWHNIZH 2T 2 O EAE T, ®OMES T
N— MR T2 TV,
ELMo : FAIZBEWHNZHE 2T 2 02 HAIT, © SMES 7
N—= M T2 TWaWnD,

!

#H FLLORADPT VD& s28: FAIMTHEKRL CEL B K
!
!

5.6 Conclusion

In this chapter, we discussed a practical methodology for manually generating new dialogue
data as training data for building a dialogue system. We proposed a method to collect pseudo-
dialogue data from a large number of crowdworkers, i.e., imitators, who are instructed to
imitate the behavior of the original targets. We demonstrated the validity of the proposed
method by qualitatively confirmed that the data generated by the imitators was of the same
quality as the original data. When we consider the social implementation of dialogue
systems, one of the most possible confronting issues is the lack of dialogue data for system
development. Our proposed method is advantageous for such cases. In this work, as one
example of social implementation of dialogue systems, we focused on textual communication
support for the elderly who are isolated in society, and then we considered developing a
system that provides the elderly with reply candidates when they create replies to emails.
Through a series of experiments assuming the development of a textual communication
supporting system for the elderly, we demonstrated that our proposed method could efficiently
construct dialogue data even when human resources are limited. Furthermore, we confirmed
that the dialogue data we constructed was a scale and quality used as training data for current
deep neural response generation models.
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Chapter 6

Segregation of Word Vector to Style and

Semantic Components

Analyzing and generating natural language texts requires the capturing of two important
aspects of language: what is said and how it is said. In the literature, much more attention
has been paid to studies on what is said. However, recently, capturing how it is said, such as
stylistic variations, has also proven to be useful for natural language processing tasks such as
classification, analysis, and generation (Niu and Carpuat, 2017; Pavlick and Tetreault, 2016;
Wang et al., 2017).

In this chapter, we studies the stylistic variations of words in the context of the represen-
tation learning of words. The lack of subjective or objective definitions is a major difficulty
in studying style (Xu, 2017). Previous attempts have been made to define a selected aspect
of the notion of style (e.g., politeness) (Flekova et al., 2016; Mairesse and Walker, 2007; Niu
et al., 2017; Pavlick and Nenkova, 2015; Preotiuc-Pietro et al., 2016; Sennrich et al., 2016a);
however, it is not straightforward to create strict guidelines for identifying the stylistic profile
of a given text. The systematic evaluations of style-sensitive word representations and the
learning of style-sensitive word representations in a supervised manner are hampered by this.
In addition, there is another trend of research forward controlling style-sensitive utterance
generation without defining the style dimensions (Akama et al., 2017; Li et al., 2016b);
however, this line of research considers style to be something associated with a given specific
character, i.e., a persona, and does not aim to capture the stylistic variation space.

The contributions of this work are three-fold.

* We propose a novel architecture that acquires style-sensitive word vectors (Figure 6.1)

in an unsupervised manner.
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Stylistic vector  Syntactic/semantic vector

stuff humans

dude \. Euvs / "
™~ boys girls

\ '
yeah guys ®

Fig. 6.1 Word vector capturing stylistic and syntactic/semantic similarity.

* We construct a novel dataset for style, which consists of pairs of style-sensitive words

with each pair scored according to its stylistic similarity.

* We demonstrate that our word vectors capture the stylistic similarity between two

words successfully.

6.1 Style-sensitive Word Vector

The key idea is to extend the continuous bag of words (CBOW) (Mikolov et al., 2013a) by
distinguishing nearby contexts and wider contexts under the assumption that a style persists

throughout every single utterance in a dialog. We elaborate on it in this section.

6.1.1 Notation

Let w; denote the target word (token) in the corpora and % = {wy,...,Wi—1,Ws, Wit 1,. .. ,w‘%}
denote the utterance (word sequence) including w;. Here, w;, 4 or w;_y; € %; is a context
word of w; (e.g., wy41 1s the context word next to w;), where d € N+ is the distance between
the context words and the target word wy.

For each word (token) w, bold face v,, and ¥,, denote the vector of w and the vector
predicting the word w. Let 7 denote the vocabulary.
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6.1 Style-sensitive Word Vector

6.1.2 Baseline Model (CBOW-NEAR-CTX)

First, we give an overview of CBOW, which is our baseline model. CBOW predicts the target

word w; given nearby context words in a window with width §:
G = {wiag €% | 1 <d < 5} (6.1)

The set ‘éﬂfar contains in total at most 26 words, including 6 words to the left and 6 words
to the right of a target word. Specifically, we train the word vectors ¥, and v, (c € €,;°) by
maximizing the following prediction probability:

1
P(W;|Cg£tear) o< exXp (ﬁwl . W Zvc) . (62)

cegnear

The CBOW captures both semantic and syntactic word similarity through the training
using nearby context words. We refer to this form of CBOW as CBOW-NEAR-CTX. Note
that, in the implementation of Mikolov et al. (2013b), the window width § is sampled from a
uniform distribution; however, in this work, we fixed 0 for simplicity. Hereafter, throughout

our experiments, we turn off the random resizing of 8.

6.1.3 Learning Style with Utterance-size Context Window (CBOW-
ALL-CTX)

CBOW is designed to learn the semantic and syntactic aspects of words from their nearby
context (Mikolov et al., 2013b). However, an interesting problem is determining the location
where the stylistic aspects of words can be captured. To address this problem, we start with
the assumption that a style persists throughout each single utterance in a dialog, that is, the
stylistic profile of a word in an utterance must be consistent with other words in the same
utterance. Based on this assumption, we propose extending CBOW to use all the words in an

utterance as context,
CAl = {wia € % | 1 < d}, (6.3)

instead of only the nearby words. Namely, we expand the context window from a fixed
width to the entire utterance. This training strategy is expected to lead to learned word
vectors that are more sensitive to style rather than to other aspects. We refer to this version as
CBOW-ALL-CTX.
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6.1.4 Learning the Style and Syntactic/Semantic Separately

To learn the stylistic aspect more exclusively, we further extended the learning strategy.

Distant-context Model (CBOW-DIST-CTX)

First, remember that using nearby context is effective for learning word vectors that capture
semantic and syntactic similarities. However, this means that using the nearby context
can lead the word vectors to capture some aspects other than style. Therefore, as the first
extension, we propose excluding the nearby context 6 3°*" from all the context %j}l. In other

words, we use the distant context words only:
(gvg,iSt = (gvzvl}l\(gvlvlfar ={wa €% |6 <d}. (6.4)

We expect that training with this type of context will lead to word vectors containing the
style-sensitive information only. We refer to this method as CBOW-DIST-CTX.

Separate Subspace Model (CBOW-SEP-CTX)

As the second extension to distill off aspects other than style, we use both nearby and all
contexts (%, and %j}l). As Figure 6.2 shows, both the vector v,, and ¥,, of each word

w € ¥ are divided into two vectors:
Vw =Xy DY, V=%, DY,, (6.5)

where @ denotes vector concatenation. Vectors x,, and X,, indicate the style-sensitive part of
vy, and ¥y, respectively. Vectors y,, and y,, indicate the syntactic/semantic-sensitive part of v,,
and ,, respectively. For training, when the context words are near the target word (4})7"), we
update both the style-sensitive vectors (%,,, x.) and the syntactic/semantic-sensitive vectors
(ywr, Ye), 1.e., ¥y, , ve. Conversely, when the context words are far from the target word (%fvlfm),
we only update the style-sensitive vectors (%,,, x.). Formally, the prediction probability is
calculated as follows:

~ 1
P (w,|c5£tear) o< exp (th : W Zvc) , (6.6)
Wi | cégear
: ~ 1
P2<Wt|%vffl:5t) o exp (xwt ' |6 dist] Zxc)' (6.7)
Wr CECg‘/etiSt
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Fig. 6.2 The architecture of CBOW-SEP-CTX.

At the time of learning, two prediction probabilities (loss functions) are alternately computed,
and the word vectors are updated. We refer to this method using the two-fold contexts
separately as the CBOW-SEP-CTX.

6.2 Experiments

We investigated which word vectors capture the stylistic, syntactic, and semantic similarities.

6.2.1 Settings

Training and Test Corpus We collected Japanese fictional stories from the Web to con-
struct the dataset. The dataset contains approximately 30M utterances of fictional characters.
We separated the data into a 99%—1% split for training and testing. In Japanese, the function
words at the end of the sentence often exhibit style (e.g., desu+wa, desu+ze! ;) therefore,
we used an existing lexicon of multi-word functional expressions (Miyazaki et al., 2015).
Overall, the vocabulary size | 7’| was 100K.

Hyperparameters We chose the dimensions of both the style-sensitive and the syntactic/semantic-
sensitive vectors to be 300, and the dimensions of the baseline CBOWs were 300. The
learning rate was adjusted individually for each part in {x,,,y,,,%w,3,, } such that “the product

of the learning rate and the expectation of the number of updates” was a fixed constant. We

'These words mean the verb be in English.
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ran the optimizer with its default settings from the implementation of Mikolov et al. (2013a).

The training stopped after 10 epochs. We fixed the nearby window width to § = 5.

6.2.2 Stylistic Similarity Evaluation
Data Construction

To verify that our models capture the stylistic similarity, we evaluated our style-sensitive
vector x,,, by comparing to other word vectors on a novel artificial task matching human
stylistic similarity judgments. For this evaluation, we constructed a novel dataset with human
judgments on the stylistic similarity between word pairs by performing the following two
steps. First, we collected only style-sensitive words from the test corpus because some words
are strongly associated with stylistic aspects (Kinsui, 2003; Teshigawara and Kinsui, 2011)
and, therefore, annotating random words for stylistic similarity is inefficient. We asked
crowdsourced workers to select style-sensitive words in utterances. Specifically, for the
crowdsourced task of picking ‘“style-sensitive” words, we provided workers with a word-
segmented utterance and asked them to pick words that they expected to be altered within
different situational contexts (e.g., characters, moods, purposes, and the background cultures
of the speaker and listener.). Then, we randomly sampled 1,000 word pairs from the selected
words and asked 15 workers to rate each of the pairs on five scales (from —2: “The style of the
pair is different” to +2: “The style of the pair is similar’), inspired by the syntactic/semantic
similarity dataset (Finkelstein et al., 2002; Gerz et al., 2016). Finally, we picked only word
pairs featuring clear worker agreement in which more than 10 annotators rated the pair with
the same sign, which consisted of random pairs of highly agreeing style-sensitive words.
Consequently, we obtained 399 word pairs with similarity scores. To our knowledge, this is
the first study that created an evaluation dataset>to measure the lexical stylistic similarity.

In the task of selecting style-sensitive words, the pairwise inter-annotator agreement was
moderate (Cohen’s kappa k'is 0.51). In the rating task, the pairwise inter-annotator agreement
for two classes ({—2,—1} or {+1,+2}) was fair (Cohen’s kappa « is 0.23). These statistics
suggest that, at least in Japanese, native speakers share a sense of style-sensitivity of words
and stylistic similarity between style-sensitive words.

Stylistic Sensitivity

We used this evaluation dataset to compute the Spearman rank correlation (pg;;.) between

the cosine similarity scores between the learned word vectors cos(vy,,v,) and the human

Zhttps://jgk09a.github.io/style-sensitive-word-vectors/
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6.2 Experiments

Table 6.1 Results of the quantitative evaluations.

SYNTAXACC
MOdel pS[ylé’ psem @ 5 @ 10
CBOW-NEAR-CTX 12.1 27.8 86.3 85.2
CBOW-ALL-CTX 36.6 24.0 853 84.1
CBOW-DIST-CTX 56.1 159 594 58.8
CBOW-SEP-CTX
x (Stylistic) 51.3 289 683 66.2

y (Syntactic/semantic) 9.6 18.1 88.0 87.0

judgements. Table 6.1 shows the results on its left side. First, our proposed model, CBOW-
ALL-CTX outperformed the baseline CBOW-NEAR-CTX. Furthermore, the x of CBOW-
DIST-CTX and CBOW-SEP-CTX demonstrated better correlations for stylistic similarity
judgments (pyy, = 56.1 and 51.3, respectively). Even though the x of CBOW-SEP-CTX
was trained with the same context window as CBOW-ALL-CTX, the style-sensitivity was
boosted by introducing joint training with the near context. CBOW-DIST-CTX, which uses
only the distant context, slightly outperforms CBOW-SEP-CTX. These results indicate the

effectiveness of training using a wider context window.

6.2.3 Syntactic and Semantic Evaluation

We further investigated the properties of each model using the following criterion: (1) the
model’s ability to capture the syntactic aspect was assessed through a task predicting part of
speech (POS) and (2) the model’s ability to capture the semantic aspect was assessed through
a task calculating the correlation with human judgments for semantic similarity.

Syntactic Sensitivity

First, we tested the ability to capture syntactic similarity of each model by checking whether
the POS of each word was the same as the POS of a neighboring word in the vector space.
Specifically, we calculated SYNTAXACC@N defined as follows:

1

L 1[POS (w) = POS(w')], 6.8)
|4//’N wgV W/G;V(W)
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where I[condition| = 1 if the condition is true and I[conditon] = 0 otherwise, the function
POS(w) returns the actual POS tag of the word w, and .#"(w) denotes the set of the N top
similar words {w'} to w w.r.t. cos(v,v,/) in each vector space.

Table 6.1 shows SYNTAXACC@N with N =5 and 10. For both N, the y (the syntac-
tic/semantic part) of CBOW-NEAR-CTX, CBOW-ALL-CTX and CBOW-SEP-CTX achieved
similarly good. Interestingly, even though the x of CBOW-SEP-CTX used the same context
as that of CBOW-ALL-CTX, the syntactic sensitivity of x was suppressed. We speculate that
the syntactic sensitivity was distilled off by the other part of the CBOW-SEP-CTX vector,
i.e., y learned using only the near context, which captured more syntactic information. In the

next section, we analyze CBOW-SEP-CTX for the different characteristics of x and y.

Semantic and Topical Sensitivities

To test the model’s ability to capture the semantic similarity, we also measured correlations
with the Japanese Word Similarity Dataset (JWSD) (Sakaizawa and Komachi, 2018), which
consists of 4,000 Japanese word pairs annotated with semantic similarity scores by human
workers. For each model, we calculate and show the Spearman rank correlation score (Psesm)
between the cosine similarity score cos(vy,v,,) and the human judgements on JWSD in
Table 6.13. CBOW-DIST-CTX has the lowest score (Psem = 15.9); however, surprisingly,
the stylistic vector x,, has the highest score (ps.n =28.9), while both vectors have a high
Psiyie- This result indicates that the proposed stylistic vector x,,, captures not only the stylistic
similarity but also the captures semantic similarity, contrary to our expectations (ideally,
we want the stylistic vector to capture only the stylistic similarity). We speculate that this
is because not only the style but also the topic is often consistent in single utterances. For
example, “Y > X (Santa Clause)” and “ ; 7 77 1 (reindeer)” are topically relevant words
and these words tend to appear in a single utterance. Therefore, stylistic vectors {x,, } using
all the context words in an utterance also capture the topic relatedness. In addition, JWSD
contains topic-related word pairs and synonym pairs; therefore the word vectors that capture

the topic similarity have higher pse,. We will discuss this point in the next section.

6.2.4 Analysis of Trained Word Vectors

Finally, to further understand what types of features our CBOW-SEP-CTX model acquired,

we show some words* with the four most similar words in Table 6.2. The top side of

3Note that the low performance of our baseline (P, =27.8 for CBOW-NEAR-CTX) is unsurprising
comparing to English baselines (cf., Taguchi et al. (2017)).
4We arbitrarily selected style-sensitive words from our stylistic similarity evaluation dataset.
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6.2 Experiments

Table 6.2 The top similar words for the style-sensitive and syntactic/semantic vectors learned
with proposed model, CBOW-SEP-CTX (Japanese). Japanese words are translated into
English by the authors. Legend: (translation; impression). *Classical means wording related
to e.g., samurai, ninja.

The top similar words {w’} to w w.r.t. cosine similarity

fi i »LU 5 VIS
(I; male, colloquial) (I; classical*) (wonder; female) (Santa Clause; shortened)
Stylistic BEA TIZX 3 o¥el Yrrxro—2A
(you; colloquial, rough) (be; classical) (QUESTION; female) (Santa Clause; -)
cos(tw ) oINS oy mobh N R
wotw (he/she; colloquial, rough) (be; classical) (not; female) (reindeer; -)
—& X5 & b VA A
(not; colloquial, rough, male) (be; classical) (SENTENCE-FINAL,; female) (Christmas; -)
fi i "L S VIS
(I; male, colloquial) (I; classical) (wonder; female) (Santa Clause; shortened)
Syntactic/ e B s B
Semantic (I; male, childish) (I; male, childish) (wonder; childish) (customer; little polite)
cos( ) b7l i TL DM SaFa—Y—
Yw> Yw (I; female, childish) (I; male, colloquial) (wonder; fomal) (producer; -)
7N 7N nLoh AA R
(I; formal) (I; formal) (wonder; female) (maid; -)

Table 6.2 (for stylistic vector x) shows the results. We found that the Japanese word “#}
# (I; classical)” is similar to “Z & % (be; classical)” or words containing it (the second
column of Table 6.2). The result looks reasonable, because words such as “fi# (I; classical)”
and “Z & 5 (be; classical)” are typically used by Japanese Samurai or Ninja. We can see
that the vectors captured the similarity of these words, which are stylistically consistent
across syntactic and semantic varieties. Conversely, the bottom side of the table (for the
syntactic/semantic vector y) shows that the word “Hli# (I; classical)” is similar to the personal
pronoun (e.g., “f% (I; male, childish)”). We further confirmed that 15 the top similar words
are also personal pronouns (even though they are not shown due to space limitations). These
results indicate that the proposed CBOW-SEP-CTX model jointly learns two different types
of lexical similarities, i.e., the stylistic and syntactic/semantic similarities in the different
parts of the vectors. However, our stylistic vector also captured the topic similarity, such
as “M > X (Santa Clause)” and “ 7 77 7 (reindeer)” (the fourth column of Table 6.2).
Therefore, there is still room for improvement in capturing the stylistic similarity.

Here, for English readers, we also report a result for English. We trained another CBOW-
SEP-CTX model on an English fan-fiction dataset that was collected from the Web’. The
English result (Table 6.3) also shows an example of the performance of our model on another

language.

Shttps://www.fanfiction.net/
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6.3 Conclusion

Table 6.3 The top similar words for the style-sensitive and syntactic/semantic vectors learned
with proposed model, CBOW-SEP-CTX (English).

The top similar words {w’} to w w.r.t. cosine similarity

shit hi guys ninja
Stylistic fuckin hello stuff shinobi
coS (X, X,p7) fuck bye guy genin
goddamn hiya bunch konoha
shit hi guys ninja
Syntactic/Semantic  shitty goodbye boys shinobi
cos(Yyp, V! ) crappy goodnight humans pirate
sucky good-bye girls soldier

6.3 Conclusion

In this chapter, we presented the unsupervised learning of style-sensitive word vectors, which
extends CBOW by distinguishing nearby contexts and wider contexts. We created a novel
dataset for style, where the stylistic similarity between word pairs was scored by human.
Our experiment demonstrated that our method leads word vectors to distinguish the stylistic

aspect and other semantic or syntactic aspects.
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Chapter 7
Conclusion

Toward the improvement of the neural response generation technology through the improve-
ment of their training data, in this thesis, we have addressed the following three research

1ssues:

* What is the clues to enable augmentation or improvement of dialogue data? From
the series of investigations and experiments, we found the connectivity and relatedness
of utterances are possible to use as criteria for automatically calculating the quality
of dialogue. We hope that these insights will facilitate discussions on data-oriented

approaches for improving neural dialogue response generation.

* Methodologies for acquiring desirable resources for training neural response
generation models. We proposed several methodologies for acquiring large-scale
and high-quality training data, including data filtering, data augmentation, and manual

data construction.

* Do the large-scale and high-quality training data improve the performance of
neural response generation models? In the dialogue response generation task, as
in other neural text generation tasks, we empirically confirmed that large-scale and
high-quality training data improves the performance of neural response generation

models.

The key contribution of this thesis can be summarized as follows:

* Establishing the methodologies for dialogue data improvement: We proposed the
data filtering methodology to make a large scale-data high-quality by detecting and re-
moving the low-quality utterance pairs. Moreover, we proposed the data augmentation
methodology to create synthetic utterance pairs from high-quality but small dialogue
data.
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* Investigating the impact of training data improvement: Through the response
generation experiments, we demonstrated that large-scale and high-quality training

data can improve the performance of neural response generation models.

* Presenting effective corpus construction methodology: We proposed a practical
methodology for manually creating new training data for neural response generation
models. We empirically confirmed that the proposed method collected dialogue data
at a scale and quality that can be used for training neural dialogue models even when

human resources are limited.

* Modeling the style of utterances: We introduce a novel task and new benchmark data
for measuring stylistic similarity of words and proposed an unsupervised methodology
to acquire style-sensitive word vectors independently from semantic or syntactic
features of words. We demonstrated that our word vectors capture the stylistic similarity

between two words successfully.
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