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ABSTRACT

The control of HVAC (Heating Ventilation and Air Conditioning) systems is usually complex because
its modeling in certain cases is difficult, since these systems have a large number of components.
Heat exchangers, chillers, valves, sensors, and actuators, increase the non-linear characteristics
of the complete model, so it is necessary to propose new control strategies that can handle the
uncertainty generated by all these elements working together. On the other hand, artificial intelligence
is a powerful tool that allows improving the performance of control systems with inexact models
and uncertainties. This paper presents new control alternatives for HVAC systems based on LAMDA
(Learning Algorithm for Multivariable Data Analysis). This algorithm has been used in the field of
machine learning, however, we have taken advantage of its learning characteristics to propose different
types of intelligent controllers to improve the performance of the overall control system in tasks of
regulation and reference change. In order to perform a comparative analysis in the context of HVAC
systems, conventional methods such as PID and Fuzzy-PID are compared with LAMDA-PID, LAMDA-
Sliding Mode Control based on Z-numbers (ZLSMC), and Adaptive LAMDA. Specifically, two HVAC
systems are implemented by simulations to evaluate the proposals: an MIMO (Multiple-input Multiple-
output) HVAC system and an HVAC system with dead time, which are used to compare the results
qualitatively and quantitatively. The results show that ZLSMC is the most robust controller, which

efficiently controls HVAC systems in cases of reference changes and the presence of disturbances.
© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

workplaces, while maintaining low energy consumption through
adequate control of the systems [3,4].

Heating, Ventilation, and Air-Conditioning (HVAC) systems are
a key point in buildings energy consumption, being its correct
design a fundamental part of energy-saving policies. The growth
of the commercial and residential sectors brings with it high
energy consumption, reaching 40% of the total energy used in
the world, much of which (between 40%-70%) is used by HVAC
systems [1]. Likewise, if energy consumption is considered only
at the residential level, then this reaches 25%, of which 64%
is allocated to HVAC systems [2]. Moreover, one of the main
challenges in the HVAC systems design for buildings is to generate
the necessary comfort conditions for people inside their homes or
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In this context, several works have approached the subject
from different points of view, focusing on: modeling of sys-
tems [5-7], traditional control methods [8-12], Fuzzy control
[2,13-15], Predictive-Adaptive control [ 16-18], Sliding mode con-
trol [19], stochastic optimal control [20], modeling and fault
detection [21-23], modeling and control methods based on Ma-
chine Learning (ML) [24,25] and Deep Learning (DL) [26,27],
among others.

System modeling and simulation are essential for the under-
standing and development of control methods for HVAC systems.
In works like [28], comparisons between different controllers
are performed, while in [29] is carefully reviewed the different
types of modeling, depending on their application, their main
characteristics, shortcomings and outcomes. Moreover, [30,31]
proposed simulation tools to analyze the different components
and their behaviors in HVAC systems.
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Although there are several studies on HVAC modeling in dif-
ferent environments of use, as well as traditional control systems
for its correct operation, these can become extremely complex.
In this way, works like [32] point to the use of techniques based
on DL that allow obtaining a reliable, robust and scalable system
despite the non-linearities and uncertainties of the system, such
as: dead time, physical characteristics of the work environment,
occupants, and external temperature, among others.

Artificial Intelligence (Al) techniques can improve the perfor-
mance of HVAC systems due to their machine learning features,
which can help manage uncertainty, as presented in [33]. One of
these techniques is LAMDA (Learning Algorithm for Multivariable
Data Analysis), a method initially proposed for clustering and
classification tasks, which has recently been used to work in the
field of control systems. The main characteristics of LAMDA are:

o LAMDA can work as a classification (supervised learning) and
clustering (unsupervised learning) algorithm (purpose for
which the algorithm was created).

e LAMDA is not computationally expensive.

e LAMDA has a fixed and known number of layers where all the
coefficients can be customized by the user.

e LAMDA has no complex mathematical operations.

The advantages of LAMDA have motivated us to work with this
algorithm in the field of process control, proposing new schemes
with particular characteristics for each of them. Initially, in [34]
has been proposed an inference stage that allows the system to
be controlled to the desired state of zero error. This controller
has been called LAMDA-PID (Proportional-Integral-Derivative),
which has presented promising results in terms of performance.
In [35] has been defined an Adaptive LAMDA for fuzzy control
and modeling of systems, modifying the LAMDA structure with
the addition of layers that operate similarly to Artificial Neural
Networks, but with the advantage of having a fixed number of
layers whose calibration is not trivial. Adaptive LAMDA is com-
putationally more expensive than the original LAMDA controller;
however, it is adequate in applications with complex, unknown or
variable dynamics. The paper [36] formalizes a LAMDA algorithm
for control based on the fundamentals of the Lyapunov theory and
the Sliding-Mode Control (SMC), in order to guarantee stability
and robustness, respectively. This proposal is called LAMDA-SMC
(LSMC), and combines the features of LAMDA with those of the
SMC to obtain a chattering-free control output. Finally, in [37] is
proposed a methodology to improve the performance of LSMC
by combining it with the concepts of Z-numbers since this last
theory allows handling the uncertainty through the principle of
reliability. The proposal is called ZLSMC [38], and allows control
systems with uncertainties with excellent results.

The main contribution of this work is the design of LAMDA-
based fuzzy control models for HVAC systems. In particular, the
article describes the formulation of control models for different
HVAC systems existing in the literature, and makes an in-depth
analysis of their behavior in various operating scenarios to show
their versatility and robustness. Thus, based on the different
characteristics of the recent LAMDA controllers as learning, ro-
bustness and disturbance rejection, the novelty of this paper
is the application of the different proposals of LAMDA in the
regulation of HVAC systems for buildings (systems very different
from those that have been used to validate these proposals).
The HVAC systems are complex to model due to the variety
and quantity of elements that interact in the system such as:
heat exchangers, chillers, valves, sensors, and actuators, which in-
crease the non-linear characteristics of the system model. LAMDA
is capable of regulating systems with modeling uncertainty, as
seen in the previously cited works, in which our controllers have
excellent responses in terms of disturbance rejection. Likewise,

35

Journal of Process Control 116 (2022) 34-52

we have been able to verify through exhaustive experimentation
that LAMDA presents an excellent performance in regulation
and tracking reference. Thus, we consider that this work is an
important contribution in the context of the control of HVAC
systems. The remainder of the paper is structured as follows:
Section 2 describes the fundamentals of the different proposals of
LAMDA in the field of process control. Section 3 details the models
of the HVAC systems used to validate the LAMDA controllers.
Simulations and a deep analysis of the results are presented in
Section 4. Finally, the conclusions of the paper are discussed.

2. LAMDA control approaches

This subsection presents a brief description of the different
controller proposals based on LAMDA, in order to establish the
basis for the reader’s understanding of the operation and design
of the different approaches.

2.1. LAMDA control

LAMDA is a method of Al used to categorize functional states
of systems. The algorithm does a similitude exploration among
the descriptors of one individual O = [01;...; 05; ...; 0;] and the
existing classes/clusters C = {Ci;...;C; ...; Cn}, to calculate
its membership degree [39]. Initially, LAMDA normalizes the de-
scriptors of the individual O in a range between [0.1], in order to
place all of them in the same subspace. The normalized descriptor
0; is calculated as:
(—)j 0j — Ojmin

(1)

Ojmax — Ojmin
Where:
Ojmax: the maximum value of the descriptor o;
Ojmin : the minimum value of the descriptor o;

2.1.1. Marginal adequacy degree (MAD)

The MADs compute the similarity between the descriptor of
the object with the corresponding descriptor in each class. Prob-
ability density functions, like the Gaussian, are used to calculate
the MADs. This function requires the average of the descriptor j
in the class k (pk ;) and its standard deviation oy [37], which are
computed as:

1 (%;kmf,j )2
MADy; = e i

)
1Y
pri=— 2 (1) (3)
ki
N j
2 1 - = 2
ok’ = ——= > _(0(t) — pi;) 4)
nk,] —1 —
Where:

nij: number of elements of the descriptor j in the class k.
okj and oy j: values computed in the training stage based on the
elements of each class.

2.1.2. Global adequacy degree (GAD)

The GADs are values calculated by mixing the MADs with
fuzzy logic operators as the Dombi operator. The GADs com-
pute the membership degree of one individual in each class. The
Dombi operator is composed of the T-norm “T(a, b)” and the
S-norm “S(a, b)” defined as:

T (a,b) = ! ;
el -
1
S(a,b)=1-
1+ (%) + (%)
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The values a, b are the MADs in the class k, and p > 1 modifies the
sensitivity of the function. The GAD of the individual O, defined
as 0 = [01;...;05;...; 0], in the class k is obtained as:

GAD, 5 (MADy 1, ..., MADy) = aT (MADy 1, ..

+ (1—a)S (MADy1, ..

., MADy )
., MADy)

(6)

where 0 < « < 1 is the exigency coefficient. If @ decreases, then
the LAMDA algorithm is permissive; and if « increases, then the
algorithm is stricter [40].

In control systems, an individual is defined by the GADs. Thus,
LAMDA must identify the current state of the system and, in order
to take it to the desired one [33]. In the paper [36] has been
proposed an inference method to establish a LAMDA controller.
For this purpose, it is required to define classes and rules as in
conventional fuzzy controllers. In our approach, it is important to
understand how LAMDA works based on rules (see Eq. (7)). Thus,
the expression that summarizes the fuzzy inference mechanism
for LAMDA based on rules is:

R®:1Fo; is FP and ...o; is F!... and o is F/ THEN y, is G, (7)

where o; is the object descriptor taking values in the universe of
discourse U;. y, takes values of the universe of discourse V. The
fuzzy set F; = {F:q=1,2,...,Q} belongs to Uj, the fuzzy set
Gy belongs to V, and Rule®) is the rule applied to the class k.

The LAMDA inference mechanism uses the GADs of each
class and the first order Takagi-Sugeno Kang (TSK) inference
method [41], where y; is a weight applied to each class (sin-
gleton function). To calculate the controller output, the following
expression is proposed:

arg max () .

X YkGADy argmax (o) | 1=

GADy 5 (8)
where u is the output of the controller. The term calculated in
the absolute value corresponds to a coefficient that limits the
calculation of the control output u to values between [—1 1] when
the descriptors are at the limit of the universe of discourse.

2.2. LAMDA sliding-mode control based on Z-numbers (ZLSMC)

The ZLSMC is an enhancement of the proposed LAMDA-SMC
(LSMC) [36,38]. Considering that most processes can be simplified
to second or third order, ZLSMC is designed assuming a system
modeled in a canonical form as:

xi(t) = Xiy1(t),
() =AX, ) + b (X, t)u(t) +d(t)

1<i<n-1
9)

where: X(t) = [x1(t), x2(t), ..., xa(6)]" = [x(0), X(t), ..., x<"*1>(t)]T
€R" is the state vector of the system, A (X, t) and b (X, t) are
inexact (partially known) continuous nonlinear bounded func-
tions, u(t) € R is the control input, d(t) € R is the external
bounded disturbance, b (X, t) is an upper and lower bounded
function defined as 0 < b < |b (X, t)| < b. A (X, t), thus:

IAX, )| < Baand |d(t)] < Ba

where 4, B4 are positive.
The control goal of ZLSMC is to compute a control action
for the system to track an n-dimensional desired state X;(t)

(10)

T
an(€) %o, o XanOF =, [xa(). KeO)s xf;‘”(r)l . con-
sidering an inaccurate model and disturbances. Thus, the error
is defined as:

E(t) = Xa(t) — X(t) = [e(t), &(t), ..., e" V()] (11)
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For any desired trajectory X,(t), the tracking error vector must
satisfy the Euclidean norm:

Jm IEON = Him JIXq(t) = X(e) — 0 (12)

For the ZSMC, it is required to define a continuous sliding surface
where the system can slide to the desired state. The sliding
surface for a system of n— order is defined as [42]:

s(t) = (% ~|—k> /e(t)dt

In the ZLSMC, LAMDA is used to obtain the continuous and

discontinuous control actions u. and ug, respectively. uy is the

control action used on the sliding surface, and u. is the control

action to maintain the system on the sliding surface. Thus, the

complete control action of the controller is u = u. + ug.
Developing (13):

_d ()
Tdt

+ ~--+A”/e(t)dt

(13)

d"2e(t) ,d"3e(t)

dt

s(t) + 1A )

(14)

with rp = 1 and e®(t) = e(t).
From (12), the n-derivative of the error e(t) is computed as:

(15)
(16)

e™(t) = Xgn(t) — Xa(t)
eM(t) = kan(t) — A X, t) — b (X, t) u — d(¢)

If u = u, for the continuous control law, replacing (16) in the first
derivative of (14), we have:

n
§(6) = kan(t) —AX, ) =b (X, D —d(t) + Y _rpip'e™™ (17)

i=1
To obtain $(t) = 0, based on (18) it is required to identify the
sign of the function b (X, t) to set the rules for the classes. If
b(X,t) > 0, then $(t) decreases as u, increases and vice versa.
This information is used to define a set of rules based on the
LAMDA classes to obtain $(t) = 0. In this paper, are used five
classes for $(t), as detailed in [36]. The fuzzy sets for the classes
of the variable $(t) are Negative Big (NB = —1), Negative Small
(NS —0.5), zero (ZE = 0), Positive Small (PS 0.5), and
Positive Big (PB 1). These classes are used to compute the
normalized continuous control action uy,.. For calibration, the
scaling gain k; is used at the input $(t), and the scaling gain k.
at the output as:

Ue = kelye = u. = kZLSMC (8); k. >0 (18)

The rule table of the continuous control action is presented in
Table 1, considering C, = (y, R:) ; Vk ={1,2,...,5}.

Table 1 shows that the classes per descriptor and the mem-
bership functions of the reliability are required. Note that for the
reliability part, the absolute value of § is used (see Fig. 1). Abiyev
and Akkaya [43] proposed three classes to represent reliability in
a simple and complete way for control systems, these are: “S” is
“sometimes”, “U” is “usually”, and “A” is “always”.

There are two descriptors as LAMDA inputs; therefore, (2) is
computed for s and its derivative, thatis j = 1 for s and j = 2
for s. The calculation of the new class centers is made based on
the Total Utility of Z-numbers TU(Z) proposed in [44]. TUy;(Z) is
applied to the descriptor $ as:

Pk, 1CR,
(14 80%.1%) (1 + 80g,?)

where Ry = Gauss(cg,, og,) is the reliability of the MAD, ;. Unlike
works that address the control with Z-numbers [43,45,46], we do

TUy,1(Z) = TU (MADy.1, Ry) = (19)
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Table 1
Rule Table of ZLSMC (3).
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s(t)

NB, S NS, U ZE,A PS,U PB,S
b(X,t) >0 C; =NB,R, C, = NS, R. C3 = ZE, R, Cy = PS, R Cs = PB, R,
b(X,t) <0 C; =PB,R; C, =PS,R. C3 = ZE, R, C4 = NS, R, Cs = NB, R,
1 1
u A
T |NB NS ZE PS PB S
Q ©
< 05f X 05¢
s
0 i f O L 1 L
-1 0.5 0.5 1 0.6 0.7 0.8 0.9 1

(a)

Is

(b)

Fig. 1. (a) Membership functions for the MADs of §(t), (b) reliability of |5(t)| (o, = 0.085).

not define the reliability of the output, we compute its weight
value as is proposed by [47]:

R = 4/01 L)

Sy mwgs)

Now, it is used the weight of the reliability R. and the value y,
in order to compute TU(Z) of two singleton values as:

(20)

Va = ¥ % Re (21)

And the output of the control action up., based on (8) and (21),
is:

arg max (yx)
2 ic1 YeGAD max(6)

To compute ug4, the selected Lyapunov function and its derivative
are:

m
> veGAD s (22)
k=1

Uye = ZLSMC (s, $) =

V() = Js(e? (23)
V(s(t)) = s(t)i(t) (24)
Replacing (17) in (24), and considering that u = ug:
S(E)3(6) = S(E)kan(t) — S(HA (X, £)

— s(t)b (X, t) ug — s(t)d(t)

+ s(t)z fa_ire™ <0 (25)

i=1

Five classes are set for both inputs §(t) and s(t) based on the
scalability analysis presented in [36], and three classes for the
reliability, as presented in [43]. Due to the normalization of the
classes is computed uyqg, so, are added the scaling gain k;, at the
input s(t), and kg at the output as:

Ug = kqupng =— ug = kgZLSMC (s, S) ;o kg>0 (26)

For ug4 is addressed the case b (X, t) > 0 since in the opposite
case (b(X,t) < 0), only the sign of the classes changes in the
restriction part, as detailed in the definition of rules of Table 1.
The centers of the Z-classes are presented in Table 2, considering
G = (v, Rg) ,Vk=1{1,2,...,25}.

For the computation of uy, the classes per descriptor and the
membership functions of the reliability are presented in Fig. 2.
Note that for the reliability part, the absolute values of § and s
are measured, since we consider giving more weight when |$|

37

and |s| are far from zero. The functions assigned for § have been
presented in Fig. 1, and for s are presented in Fig. 2.

The discontinuous control action of ZLSMC requires two de-
scriptors as LAMDA inputs. (2) is computed for s and its deriva-
tive, that is, j = 1 for s and j = 2 for s. Then, the calculation of
the new class centers is made based on the TU (Z) as:

Pk, 1CR
TUi(2) = TU (MADy 1, R1) = (1+ 8011?) (11+ 80%,2) &7)
TU5(Z) = TU (MADy 5, R,) = Pi2Chy (28)

(14 80%.2%) (14 80g,?)
To compute the reliability at the output, we compute the weight
1,. . 1
Jo B3l Bri(l3)) o Is] mraqs)y

value as proposed [47]:
1 ’ 1 )
Jo traqsp  Jo Br2as)

The argmax function is used to obtain a more aggressive control
action if the surface or its derivative are far from zero to carry the
system faster towards the reference.

For the rules definition in Table 2, the following analysis has
been considered:

Ry = argmax ( (29)

e If s(t) > 0 and uy increases, then the product s(t)s(t) decreases
and vice-versa.

e If s(t) < 0 and uy increases, then the product s(t)s(t) increases;
and if uy decreases, then s(t)s(t) decreases.

Based on the analysis presented above, the controller generates
a control action uy to satisfy s(t)s(t) < O all the time. As has
been described for the u., the discontinuous control action is
similar. That is, S is associated as reliability to classes PB and
NB, U to classes PS and NS, and A to class ZE, to generate abrupt
control actions when the surface and its derivative are far from
the desired value, and smooth control actions when they are close
to zero.

From (21), it is used the weight of the reliability R; and
the values y. The Total Utility of the Z-number at the output
(composed of singleton values) is:

YR, = Yk X Ry (30)
Then, the output of the control action u,4, based on (8) and (30),
is:
m

Vz,GADy.5
k=1

argmax (1)
Z;?:l ykGADk.max((_))

Ung = ZLSMC (s, §) = (31)
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Table 2
Rule table of Z-LSMC for ZLSMC (s, $).
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5(t)

NB, S NS, U ZE,A PS,U PB,S
PB, S Cs =ZE, Ry Cio=ZE,Ry Ci5=PS,Ry4 Cy =PB,Ry (Cys =PB,Ry
PS,U Cy=ZE,Ry Co=2ZE,R; Ciu=PS,R;y Ci=PBR; Cou=PB Ry
s(t) ZE,A C3=NB,R;y Cs=NS,Ry Ci3=ZE,Ry Cig=PS,Rq Cy =PB, Ry
NS, U GC,=NB,Ry (C; =NB,Ry Ci2 =NS,Ry Ci7=ZE,Ry Cyy =ZE,Rq
NB,S C,=NB,Ry Cs=NB,R;y Cy=NS,Rq Ci=ZE, Ry Co =ZE Ry
1 1
~ B NS ZE PS PB s u A
< N
< o5 < 05
s
0 , 0 ‘ . ;
1 05 0.5 1 0.6 0.7 0.8 0.9 1
s [s]
(a) (b)

Fig. 2. (a) Membership functions for the MADs of s(t), (b) reliability of |s(t)| (o, = 0.085).

Then, the complete ZLSMC output is computed as:

U = keZLSMC (3) + kaZLSMC (s, $) (32)

2.3. Adaptive LAMDA control

This algorithm has been formalized in detail in [35], and it is
focused on the modeling and control systems whose model is
imprecise or unknown. Adaptive LAMDA works like a regressor
considering an online self-adjustment of its internal parameters
using a different learning method. Five layers are implemented
for this objective:

Layers 1 and 2 calculate the MAD and GAD, respectively. The
GADs normalization is computed in Layer 3 as:

GAD, 5
Yit1 GADy 5

In Layer 4 are multiplied the NGADg , with a first-order T-S
(Takagi-Sugeno) function Hy (-). These values are the consequent
parameters. Thus:

NGAD, 5 = (33)

Hi (0, b, - b, .o By, i) (34)
= 01hk1 + -+ + Ojhyj + - - - + Onhn + hi

And the output of layer 4 is:

fi = NGAD, 5H (35)
Layer 5 is the sum of the values of layer 4:

Outy =fi+ - +fu+ - fn (36)

The proposed model (33)-(36) employs a hybrid learning algo-
rithm to adjust the exigency, the antecedent, and the consequent
parameters.

2.3.1. Hybrid learning algorithm (HLA)

HLA [48] is implemented to self-adjust the premise and con-
sequent of the Adaptive LAMDA. The algorithm involves a step
forward and a step backward, to improve the learning machine
time [49].

e Forward pass:

e In this step, the antecedent coefficients 6 = {pyj, ok j, o} are
fixed, and the algorithm goes forward. In this step, the RLSE
method adjusts the consequent parameters considering that

Hi (+) is linear. For all the “d” glesired values at the output
Out = [Out---Out®--.Out®]" this process is carried out.
For more detail see [35]. Backward pass

Considering that Outf is the output of the Adaptive LAMDA corre-
sponding to the individual Out?(k). Then, the error at the output
of Layer 5 is:

1
Eilk) = 5 [Out(k) — Outf(k)]* (37)
The goal is to spread backward Eq4(k) towards 6 = {py;, oxj, a}.

The correction of 6 at the time (k + 1) with the Gradient Descent
(GD) is calculated as:

OE4(k
400 = -0 g"((k‘)) (38)
0 (k+ 1) = (k) + AO(K) + B (O(k) — 6 (k — 1))
— 0k — n% +B O — 6 (k- 1)) (39)

where 7 is the learning rate, and 8 € [0, 1] is the coefficient of
momentum.

The self-adjustment of the antecedent parameters with GD is
summarized as:

9Eq d d
= — (Out™ — Out; 40
aout! ( 0) (40)
aoutf _ (a1)
fi
0
7fk = Hy; Vk:l,,m (42)
8NGAD)’<,,(
(i GADGy, ) — GADG,
3 if: kp=k
% — (ZZ;:] GAD@.I{Z) (43)
SGAD(-)’,Q GADg
—% if: ky #k
[Zk:l GADE),kz]
8GAD5,k
IMAD, =aT (MADy 1, ..., MADj,, ..., MADy,) + (1 —a)

x (1—5(MADy1, ..
Viv #J

. MADy,, ..., MADy;));

(44)
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Fig. 3. Application stage of the inverse LAMDA control [35].
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aMADk’] = ( ] pk'j) 3MADk . (45) F"nmp,%rr'
00k j (U )? ! U
b k.j Chiller/ Boiler &
- 2 . v
OMADy; _ (% — pr) IMADy (46) Y i
BO'k,j (Uk,j 3 ! Outdoor air - o 1 Tl Vo e
dGADg ;. Ty il ——— TP
T’ =T (MADkql, ey MADk’j, ey MADk,n) Dampers |\ / Filter  Cooling / Heating
o 5 coil =
— S(MADy 1, ..., MADyj, ..., MADy,) (47) _ T ﬁ;l
s =]
Exhaust air B

In [35] is detailed the computational complexity and the conver-
gence of Adaptive LAMDA.

In the first stage, Adaptive LAMDA requires offline learning,
which implies the application of a random input u(k) = Out
(the desired value at the output of LAMDA) to the system using
the output x(k+ 1) = o(k+ 1), its previous values, and the
delayed values of u(k) as input descriptors. Note that the nomen-
clature o(k) corresponds to the descriptors used by LAMDA that
correspond to the outputs of the system, so o(k) = u(k).

In the application stage, the feedback closed loop shown in
Fig. 3 is proposed. In the scheme, the identifier is trained online.
Then, a duplicate LAMDA model is employed as controller.

The information on Adaptive LAMDA control here has been
summarized so as not to lengthen the content of the paper. For
more details on the learning mechanism, please review [35].

3. HVAC models

In this section, we present the HVAC models taken from the
literature to test our LAMDA control approaches. The purpose
of this work is not to evaluate the HVAC models used in the
paper, which have been used in many references to test con-
trol approaches, such as [50-57]. We have used these HVAC
models to validate our LAMDA-based controllers in terms of the
transient and steady-state behaviors, control performances, and
disturbance rejection.

3.1. Case study 1: MIMO HVAC

HVAC systems are structures with many elements that to-
gether are complex to accurately model. The first case study
corresponds to a MIMO (Multiple-Input Multiple-Output) system
with nonlinear characteristics presented in [50]. We have taken
this HVAC model assuming that the system is operating on the
cooling mode to validate our LAMDA-based controllers by using
simulation tools. The characteristics that make an interesting
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Fig. 4. Block diagram of a simple HVAC system [50].

study model of this system is that it has two output variables to
control in the Thermal Zone of Fig. 4, which are: Temperature
(Ts [°F]) and Humidity Ratio (W5 [Ib/Ib]), which are related to
each other considering that the signals that control the pump and
the fan are available as inputs.

In Fig. 4, the outdoor air flows inside the system mixing 25%
of it with 75% of the returning air, ejecting the rest (0.25 and 0.75
are the coefficients of the initial conditions shown in (48)-(50)).
The air mixture goes through the filter to the heat exchanger,
where it is conditioned to the desired value. The conditioned air
is propelled to the desired thermal zone with a fan. The system
controls the parameters T3 and W3, based on the thermal loads of
the Thermal Zone. The differential equations of energy and mass
balances of the MIMO HVAC are:

; f hfg
T3 =— (T, — T3) — W, — W-
3T (T, = T3) an (W 3)
L (@ M) (48)
0.25C,V,
: f Mo
W3 = — (W, — W —_— 49
3= (W 3) + oV (49)
. f 0.25f
Th=—(T3—T) — To—T
2=y (T3 = Ty) Vi (To — T3)
w m
— fh (0.25Wy + 0.75W3 — Wy) — 6000 &P (50)
vahe 1Y pvhe
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Fig. 5. (a) Response in x; as a consequence of 10% step change in u; (b) Response in x, as a consequence of 10% step change in uq, (c) Response in x; as a
consequence of a 10% step change in u;, (d) Response in x, as a consequence of a 10% step change in u,.

W) is the humidity ratio of the outdoor air, h,, is the enthalpy of
the water, hg, is the enthalpy of water vapor, Vj, is the volume
of the heat exchanger, G, is the specific heat of air, Wy = W,
is the humidity ratio of supply air, W5 is the humidity ratio of
thermal Zone 3, T is the temperature of the outdoor air, My is the
moisture load, Qg is the sensible heat load, T is the temperature
of supply air, T3 is the temperature of the thermal Zone 3, V is the
volume of Zone 3, p is the air mass density, f is the volumetric
flow rate of air (ft3/min), and gpm is the flow rate of chilled water
(gal/min).

Representing the system in state space, we consider u; = f,
Uy = gpm, x; = T3, xp = W3, x3 = Tp, y1 = T3, y2 = Ws. The
following equalities are used to represent the model: a; = 1/V,
@ = h/GVs a3 = 1/0CVs, aa = 1/pVs, fi = 1/Vie, f2 =
1/0CpVhe, B3 = hw/CpVhe, Egs. (48)-(50) are re-written as:

5(1 = u10¢160 (X3 — X1) — U260 (W — x3)

+ a3 (Qo — hysMo) (51)
X = u10160 (W5 — x2) + aaM (52)
X3 = u1$160 (X1 — x3) + w1 8115 (To — x1)

— 138560 (0.25W, + 0.75%, — W;) — 6000, 5, (53)

Tables 3 and 4 contain the numerical values and the system
parameters at the operating point, respectively.

Tables 3 and 4 present values measured at the operating point
W3 = 0.0092 [Ib/Ib] and T3 = 71 [°F], detailed in [50].
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Table 3
Numerical values of the system parameters.

Wspr = 0.0088 [Ib/Ib] Vie = 60.75 [ft?] Vs = 58, 464 [ft?]

p = 0.0074 [Ib/ft®] Cp = 0.24 [Btu/Ib°F] frer = 17,000 [ft*/min]

Tref = 55 [°F] Tarer = 71 [°F] W; = 0.007 [Ib/lb]
Table 4

Numerical values of the system parameters at the operating point.
u9 = 17,000 [ft*/min] Q) = 289897.52 [Btuj/hr]
X0 =71 [°F] X3 =55 [°F]
T = 85 [°F] Mg = 166.06 [Ib/hr]

ud = 58 [gpm]
X9 = 0.0092 [Ib/Ib]
W¢ = 0.0018 [Ib/Ib]

Previously, we analyzed if a decoupling stage in the system
is required to implement controllers for each variable indepen-
dently. The reaction curve method was used in order to identify
the input-output correlation to obtain the transfer functions. The
procedure to obtain the transfer functions is detailed in [33].

Figs. 5.a and 5.b shows the HVAC responses with a step signal
applied only to the volumetric flow rate of air “u;”, and Figs. 5.c
and 5.d show the HVAC responses with a step signal applied only
to the flow rate of chilled water “u,”. The responses are similar to
first-order plus dead time (FOPDT) models parametrized as [58]:

X(s)  Ke ™
U(s) ts+1

where K is the gain of the system, ¢, is the dead time, and t is
the time constant.

(54)
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As Fig. 5 shows, u; affects the variables Temperature and Hu-
midity Ratio, while a variation of u, only affects the Temperature.

Using the reaction curve method for identification, and the
linearized model G(s) considering the four transfer functions ob-
tained by the identification applied in Fig. 5, we have:

Y(S) = G(S)U(S) (55)
G(s) = 211 g12:|

1821 82

[ 9.8164 x 1074700016 13223000125

_ 0.2137 s+ 1 0.2301s+1 (56)
—1.1764 x 10~ 7¢—0.0011 s 0

L 0.0527 s+ 1
From (56), the gain matrix K is:

9.8164 x 107*  —1.3223
K= [—1.1764 x 1077 0 } (57)

The Bristol’s matrix or relative gain array RGA [59] is used to
evaluate the input-output interaction, and is defined as:

RGA(K) = A(K) 2 K x (K’])T (58)

The operator x represents the element-by-element multiplica-

tion:

_ )\]] )\]2 _ 0 1
AlK) = [m )\22] = [1 0
The matrix A(K) represents the inputs-outputs dependence,
proving that the decoupling stage is not required. Therefore,
the two independent LAMDA controllers implementation for the

temperature and humidity ratio is possible.

(59)

Uy — X1 and Uy — Xo (60)

The parameter identification performed in Fig. 5 gives the follow-
ing values for the Humidity Ratio: Ky, = —1.3223, 7y = 0.2301 s,
tow = 0.0012s, and for Temperature: Kr = —1.1764 x 1077,
tr = 0.0527 s, tor = 0.0011 s, being the transfer functions:

C._ % _ —11764 > 1070001 1
T 0.0527 s+ 1 ; o
G, — X; —1.3223¢700012 s
T 0.2301s + 1

3.1.1. LAMDA-PID applied to the MIMO hvac

With the knowledge of the approximate model, it is proposed
the LAMDA-PID design [33]. The controllers inputs are er, ér,
ew and éy, with e as the error and é as its derivative. These
variables are chosen to drive the HVAC system to the desired zero
states, where the temperature and humidity ratio errors and their
derivatives are zero.

In Fig. 6 are presented the centers of classes C, and the yj
values, in order to represent the expression that synthesizes
the fuzzy logic inference mechanism detailed in (6). Must be
considered that these 25 classes are the training data for LAMDA
operation; and also are defined for each controller, setting the
centers as a combination of the following sets:

ew =[—1,-0.5,0,0.5,1] [Ib/Ib], and

éw =[—1,-0.5,0,0.5, 1] [lbl/]lb} (62)
er =[—1,-0.5,0,05,1] [°F], and

ér = [—1,—-0.5,0,0.5, 1] [hF] (63)
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Fig. 6. Defined classes and outputs for the humidity ratio and temperature.

The LAMDA-PID calculates the output [uw(t) uT(t)]T required
to bring the system to the desired set point. The structure of the
controller is shown in Fig. 7. The scheme shows blocks with the
scaling gains kp; = 200, kd, = 10, ki; = 3x10°, kp, = 0.1, kd, =
0.01 and ki, = 330 for tuning the controllers response, which
have been empirically calibrated with the ISE (Integral Square
Error) minimization method.

3.1.2. ZLSMC applied to the MIMO HVAC

The LSMC design for the humidity ratio and the temperature is
similar. For ease of design, LSMC uses the linearized model based
on the approximation of Eq. (61). Thus, to summarize the design
stage, only the temperature procedure is detailed.

Consider the FOPTD expression (54) for the Temperature:

XT(S) _ I<T€7t0T5
Ur(s) - s+ 1

Modeling of the dead time ty; with a first-order Taylor series
approximation [58]:

(64)

e tors ~ ; (65)
tors + 1
Substituting (65) into (64):
Xr(s K
©. K (66)
Ur(s)  trtors® + (tr + tor) s+ 1
Re-writing (66) in the time domain:
trtorXr + (Tr + tor) X7 + Xy — Krur =0 (67)
The state-space system representation is:
Xr1 = X12
. T + K:
X2 = _G OT)X - X711 L. (68)
Trtor Trtor Tritor

Where x11 = X7

The form of (67) is similar to (8). So, the procedure for de-
signing a stable ZLSMC controller presented in Section 2.2 is
feasible.

As shown (67), the system is a second-order model, thus n =
2. The sliding surface for the temperature sr(t) is defined as:

sp(t) = er(t) + 2xer(t) + A2 f er(t)dt (69)
The derivative of (69) is:
$r(t) = Br(t) + 2xér(t) + A2er(t) =0 (70)
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Fig. 7. Control scheme for the regulation of the MIMO HVAC System with LAMDA-PID.
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Fig. 9. Rules and Classes for ugr based on $¢(t) and sy(t).

taking into consideration n = 2 in (15):

er(t) = xgra(t) — xra(t) (71)
Thus, replacing (68) and (71) in (70):
. . 1 +
§(6) = kara() + 0 -
Trtor Trtor (72)
K
— ——ug + 22ér(t) + A2er(t) = 0
Trtor

The parameters identification has shown that (Kr/trter) < O.
Thus, based on (8), it is concluded that b (X, t) < 0. Therefore,
we use the rules of Table 1. Table 2 requires a sign change as
mentioned in Section 2.2. The continuous control action based
on the classes established is shown in Fig. 8. For example, if
$p(t) = 0.5, then the Class 2 is activated, resulting in u,;;r = —0.5
to satisfy $(t) = 0.

The classes defined in the discontinuous control action are
shown in Fig. 9. For example, if $7(t) = 0.5 and s(t) = 1, then
Class 20 is activated, resulting in a control action uysr = —1 to
satisfy s(t)s (t) < 0.
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Fig. 10. Control scheme for the regulation of the MIMO HVAC System with
ZLSMC.

The block diagram of the proposed LSMC controller is pre-
sented in Fig. 10, where two ZLSMC controllers are applied to
regulate the MIMO HVAC system.

The blocks shown in the scheme are with the scaling gains
I(]W = 2.5, kzw =2.5x 10_5, kCW = 0.01, de =3x 106, le =
0.2, ko = 2.5 x 1074, kg = 5, and kg = 20, for tuning the
controllers response, which have been empirically calibrated with
the ISE minimization method.

3.1.3. Adaptive LAMDA on the MIMO HVAC

The system is discretized to test Adaptive LAMDA, and the
scheme of the controller is presented in Fig. 11. LAMDA Identifier
1 uses two inputs [W (k 4+ 1) ; W(k)] because it is a first-order
plant. In this work, two classes have been considered for each
input with the following values: n; = 0.02, §; = 0.01, »; =
0.997. LAMDA Identifier 2 uses two inputs [T (k + 1) ; T(k)], each
with two classes. The internal parameters are: 1, = 0.95, 8, =
0.01, A, = 0.997. The simulation sampling time is T; = 1.2 min.
For training, some random inputs are generated with 60 steps of
54 min duration.

The LAMDA Identifier 1 is placed between the control ac-
tion uy and the output of the Humidity Ratio W in order to
learn the inverse model of the system. To minimize the error
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Fig. 11. Control scheme for the regulation of the MIMO HVAC System with Adaptive LAMDA.
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Fig. 12. General scheme of the HVAC-WDT model [57].

esw(k) = uw(k) — uf,v(k), the output W and its previous states
are used as inputs for the identifier, where qu, is the output of
the LAMDA identifier 1. The minimization of e,y (k) allows the
self-adjustment of the internal coefficients of LAMDA, which are
updated at every sample time. This procedure is applied in the
same way to the temperature T, minimizing the error e,r(k) =
ur(k) — uk(k).

3.2. Case study 2: HVAC with dead time (HVAC-WDT)

This case study is widely detailed in [57], and it is interesting
due to the dead time presented at the system output caused
by the dynamics of the heat exchanger, actuators, valves and
sensors. Fig. 12 shows the HVAC-WDT model, where inlet hot
water heats up the inlet air, which provokes a change in the outlet
air temperature. The modeling explanation is divided into three
parts: the valve subsystem, the heat transfer subsystem, and the
complete open-loop plant.

The heat transfer is assumed like a continuously stirred tank,
where its input variables are: 6,,,, m,,, 6, which represents wa-
ter temperature output [°C], water mass flow rate [Kg x s™']
and the heat exchanger material temperature [°C], respectively.
The Output of the system is represented by U, and U,, which
are the water and air thermal transmission coefficient in [W x
m~2 x K~']. Moreover, U, equations depend on the laminar or
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turbulent forced convection related to the Reynold number Re.
Finally, the equations of U,, and U, are:

Upr = (5.823 4+ 1.153 x 107" x Oyo — 148 x 107 x 6,,0°)
0.8
My
x [
(ntdi2.25>

— Re > 2300 (73)
4.36 » -
Uy = —— (5.702 x 107" + 1.79 x 107> X Oy

—6.7714 x 107° x 67
— R, < 2300 (74)
28.62—9,11)

9.796

U, = 60.37 + 140.3¢( (75)

0.0117 [ m], U,

where: G,m i
Max(Uuw1lre=2300 » Uw2 |re<2300)

The valve and its actuator are represented by a first-order
model, where the input is the control signal u and the output
characteristic is represented as y (see Eq.(76)). Moreover, could
be considered two behaviors related with its inherent character-
istic, y: percentage valve (see Eq. (77)) and linear valve (see (78)),
where, N = 0.371, and fo = 0.045.

-1/2

Owo+0
uoz m , 107 di

v =y (¥’ A=N)+N) (76)
y =f"Y (77)
y =fo+u(1-fo) (78)
The other equations of the complete model are:
1
Gwo = / <7mwcw (ewi - Gwo) - qw> dt (79)
Cw
quw = UwAw (ewo - Qm) (80)
1
9m=/F(Qw_Qa)dt (81)
m
Ga = UgAq (Om — Oao) (82)
0y = MaCabai + UeAabm (83)
mgCq + UzAq
1
my, = / ? (wmwd - mw) dt (84)
a
1
T= / — (0o — T) dt (85)
Td
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Table 5
Simulation parameters and system initial conditions at the operating point.

C, = 4.836 [k] K] Cp = 4.047 [Kj K] cq = 1.002 [K] kg 'K ]

cw = 4.194 [KJkg ' K] A, = 5.181 [m?] 74 = 30 [s]
A, = 0.404 [m?] my = 0.3144 [kg s7'] Myq = 0.619 [kg s7']
020(0) = 04i(0) = 12 [°C]  0m(0) = 6i(0) m, =0
$(0) = 04i(0); Owi = 50 [°C]
206
X 696.7
Y 20.51
205 ﬁ—"
204 - 1
—_ X 4723
S Y 20.32
|:‘ .
2031
€
2 , ‘
202 X 437.7
Y 20.14
20471 360.2
Y 20.03

20 . . . .
350 500 550 600 650
time [s]

L L
400 450 700

Fig. 13. (a) Response of Temperature T as a consequence of 10% step change
in u.

Table 5 contain the system initial conditions and the numerical
values for the simulation parameters.

In Fig. 13 is presented the HVYAC-WDT responses with a step
signal of 10% applied to the valve. The response is similar to the
form presented in (63).

The parameter identification performed for Fig. 13 gives the
following values: =19.51, T = 51.9(s], to = 20.4[s], being the
transfer function:

x(s)  19.51¢7204s

G(s) = =
ur(s) 51.9s+1
As can be seen in (90), the dead time is almost half the plant time

constant, which makes it an interesting system to test LAMDA
controllers and their robustness to this parameter.

(86)

3.2.1. LAMDA-PID applied to the HVAC-WDT

Considering the approximate values of the model is designed
the LAMDA-PID controller. The inputs of the controller are er,
ér, where e is the error and é is its derivative, as shown in case
study 1. The parameters in y4, and the centers of classes Cy are
shown in Fig. 14, in order to represent the analytic expression
that summarizes the fuzzy logic inference mechanism detailed in
(7). 25 classes are defined for each controller, considering that
they are the training data for LAMDA operation, where centers
are configured as a combination of the following sets:

er =[-1,-0.5,0,05,1] [°C], and

°C
ér =[-1,-0.5,0,0.5,1] |:?i| (87)

In order to bring the system to the desired reference, the con-
troller computes the output ur(t). The proposed LAMDA-PID
structure is shown in Fig. 15. The scheme shows the scaling gains
kp = 0.011, kd = 0.2, ki 0.264 for tuning the response of
the controller, which has been empirically calibrated with the ISE
minimization method.
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3.2.2. ZLSMC applied to the HVAC-WDT
Considering the procedure from (64)-(67), the HVAC-WDT
system can be represented as:

X(s) K
U(s)  ttes?+ (T +ty)s+1
Solving (88) in the time domain:

(88)

ffo}é-f-(‘[-}-fo)k-}-X—KuT:O

The state-space system representation, with x; = x, is:

(89)

).C] =X
. T + 1
XzZ—( 0)X2—7X1+7UT
Tty
The form of (90) is similar to (9). So, the procedure detailed in
Section 2.2 for designing a stable ZLSMC controller is feasible. The
order of the system is n = 2, as is defined in (90). Thus, the sliding
surface for the temperature sr(t) is:

(90)

sp(t) = er(t) + 2xer(t) + A2 / er(t)dt (91)
The derivative of (91) is:
$1(t) = Br(t) + 2xép(t) + A2er(t) = 0 (92)
Replacing n = 2 in (16):
er(t) = Xap(t) — Xx(t) (93)
Moreover, replacing (93) and (90) in (92):
. . =+ £ 1 K R
() = a0+ T+ L - K oner() + 22en0)
Tt Tty Tlo
=0
(94)

The parameters identified previously demonstrate that (K/ttp) >
0, and based on (9), it is concluded that b (X, t) > 0. Therefore,
Tables 1 and 2 are used for the controller design. Fig. 16 shows the
classes established for the continuous control action. For example,
if $7(t) = 0.5, then the Class 2 is activated, resulting in a control
action u,.r = 0.5 to satisfy §(t) = 0.

Fig. 17 shows the discontinuous control action classes. For
example, if $p(t) = 0.5 and sy(t) = 1, then Class 20 is activated,
resulting in a control action u,gr = 1 to satisfy sp(t)sr(t < 0).

The block diagram of ZLSMC applied to the HVAC-WDT is
presented in Fig. 18. The scheme shows the scaling gains kit =
0.9, kor = 0.05, ke = 0.5, and kgr = 2 for tuning the controllers
response, which again, have been empirically calibrated with the
ISE minimization method.
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3.2.3. Adaptive LAMDA applied to the MIMO HVAC

To work with Adaptive LAMDA, the system is discretized.
LAMDA Identifier uses two inputs [T (k + 1) ; T(k)], each one with
two classes. The design parameters are n, = 0.99, 8, = 0.01,
Ay = 0.01. The sampling period of the simulation is T, = 1[s].
Random inputs are generated and consist of 30 different values
of 200 [s] duration.

In Fig. 19, in order to learn the inverse model of the system,
the online LAMDA Identifier is placed between the control action
ur and the output Temperature T. To minimize the error e,r(k) =
ur(k) — u%(k), the output T and its previous states are used as
inputs for the identifier, where u% is the output of the LAMDA
identifier. The minimization of e,r(k) allows the adjusting of the
LAMDA model parameters, which are updated in the controller at
every sample time.

4. Simulations and results

The LAMDA control schemes performed in Section 2 are tested
in regulation tasks of the HVAC systems shown in the case studies
of Section 3. The controllers have been programmed and im-
plemented in the Matlab (Simulink) software to validate their
operation and performance. Five controllers are tested in all the
experiments, these are: PID, Fuzzy-PID, LAMDA-PID, Adaptive
LAMDA and ZLSMC. The LAMDA controllers have been calibrated
as detailed in the previous section, minimizing the ISE, like the
Fuzzy-PID, while the PID has been calibrated by the quarter decay
ratio equations presented in [59].

45

used in HVAC systems, as PID and Fuzzy PID. Disturbances of
Heat and Humidity Ratio (see Fig. 20) are applied to the HVAC
system independently, in order to observe the performance of
each controller to regulate the desired variables of the Thermal
Zone 3.

Specifically, the disturbances T, and W, affect the system in
Eqgs. (48)-(50) in the temperature T3 and Humidity ratio W3 as:

. f hy
T3 == (T, — (T3 + Ty)) — Ws — (W3 + W,
3 Vs(z (T5 + Ta)) Cst(S (W3 + Wy))
1
- — h M, 95
* 02501, (Q — hgMo) ©%)
. f Mo
Ws = - (Ws = (Ws + Wa) + (96)
s pVS
. 0.25
T2: L (T3+Td)—T2)_ f (TO_(T3+TC|))
Vhe he
L (0.25Wy + 0.75 (W3 + Wy) — W)
pVhe
— 60002 (97)
PCpVhe

Initially, only the temperature disturbance is considered in the
HVAC system. Fig. 21 shows that u; stays at 17000 [cfm] (see
Fig. 21.a), and the Humidity Ratio stays at 0.0092 [Ib/Ib] (see
Fig. 21.b). Particularly, as explained in Section 3, the humidity
ratio is not directly affected by temperature changes. For this
reason, Fig. 21.b shows a constant response of this variable.

Fig. 22. a shows the control output u,, and Fig. 22.b shows the
behavior of the temperature T3 in the case that the temperature
disturbance is applied to the MIMO HVAC. As can be seen, the
controllers stabilize and regulate the plant adequately. Analyzing
qualitatively the control and Temperature signals, when is ob-
served in detail the zoom of Fig. 22, it can be seen that ZLSMC
presents the response that brings the system towards the refer-
ence the fastest, in a less abrupt way, and with fewer oscillations,
unlike the other methods, especially PID. It is worth noting that
the PID settling time-calibrated by the quarter decay ratio pre-
sented in [59] for the inset plot is 1.8 [h], a value much higher
than that obtained by the proposals based on LAMDA. Specifi-
cally, ZLSMC with a settling time equal to 0.4 [h] represents a
considerable improvement (around 450%).

Quantitatively, based on the ISE and ISCO (Integral Square
Control Output), it can be determined which of the controllers
is the best in terms of performance and energy consumption.
These indices should be of a low value since the first shows
how fast the controller reaches the reference and the second the
energy required by the controller to stabilize the HVAC system.
Fig. 23 shows a similar ISCO in all cases (ISCO ~ 71000), but
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the controller with lower ISE is adaptive LAMDA (ISEapaprive =
5.33), that is, it is the best in terms of performance, followed
by the ZLSMC (ISEzisyc = 7.827). Fuzzy and PID have the worst
performance indices. Based on these results, adaptive LAMDA and
ZLSMC are suitable proposals for the control of the HVAC system
when there are temperature disturbances. Thus, although the
results are numerically similar for the case of ISCO, qualitatively it
has been possible to observe a considerable improvement in the
performance of adaptive LAMDA and ZLSMC with respect to the
other proposals, especially, in the way the controllers carry the
output of the system towards the reference.

In the next simulation, the humidity disturbance is applied to
the MIMO HVAC to observe the behavior of variables Ts, W3, and
their corresponding controllers. Fig. 24.a shows the control action
uy, and Fig. 24.b shows the output Humidity Ratio W3, Fig. 25.a
the control action u,, and Fig. 25.b the output of the Temperature
Ts, for all the tested controllers.

Figs. 24 and 25 show that the humidity disturbance applied
to the HVAC affects both controlled variables of the thermal
zone, W3 and Ts. For the Humidity Ratio (see Fig. 24), it can be
seen that the outputs of the LAMDA methods are very good, the
system reaches the reference during the simulation. Again, ZLSMC
and Adaptive LAMDA present the best responses, presenting less
fluctuations in the transient, and therefore, faster convergence
to the reference. It is good to highlight that the non-adaptive
methods for calibration have an extra complexity due to the
interaction of the input-output variables, calibration that is not
required by the Adaptive LAMDA method. The PID settling time
in Fig. 25 is 0.5 [h], a value higher than that obtained by the
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ZLSMC, with a settling time equal to 0.2 [h], which represents
an improvement of around 250%.

Fig. 25 shows that methods based on LAMDA regulate the
Temperature T3 in a good way. Control actions of PID and Fuzzy-
PID are abrupt and oscillatory, which make them take longer to
reach the reference. Again, ZLSMC and Adaptive LAMDA control
are less abrupt than the other methods, stabilizing the HVAC
system in a very short time, which is the goal of the control.

The quantitative analysis shown in Fig. 26 shows that the
ISCO values are not significantly different in the two variables
(about 7 x 10° humidity and 7 x 10* for temperature). How-
ever, in terms of ISE, it is shown that in the case of Humidity
Ratio, Adaptive LAMDA is the best (ISEADAPTIVE = 6.20 x 1078),
followed by ZLSMC (ISEzismec = 6.98 x 10~8). For the temperature,
ZLSMC is the best (ISEzsyc = 0.255), followed by the adaptive
proposal (ISEapaprive = 0.288), besides, it is observed that PID and
Fuzzy-PID decrease considerably in performance (see the abrupt
oscillations), which indicates that they are not robust enough to
reject humidity disturbances, and therefore, require recalibration
of parameters. These results are consistent with the case in which
a temperature disturbance is added. The fact that the control
action in all cases has a similar ISCO means that the controllers
use a similar amount of energy to reach the reference. However,
the ISE index and the graphically observed response show that
ZLSMC improves the behavior of the system and establishes itself
in the reference in less time. Especially, when observing the ISE
in the case of Temperature (Fig. 26.c), it is representatively better
than that of conventional methods such as fuzzy and PID, which
shows the advantage of the proposed method.
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4.2. Tests and results of case study 2

The performance of LAMDA controllers is analyzed when the
temperature reference is changed to step inputs (abrupt changes).
The objective is to observe its response and the ability of the
controllers to reach the reference and stabilize the system with
a minimum power consumption control action. Fig. 27.a shows
the control actions of each controller, and Fig. 27.b the output of
the system. Qualitatively analyzing these signals, it is observed
that the Adaptive LAMDA presents a highly oscillatory signal that
at the end of the simulation stabilizes the system. This shows
that this controller is not capable of controlling systems with
excessive dead time (t; =~ 20[s]). PID has been calibrated, as
presented by Underwood [57], showing oscillatory responses like
the Fuzzy PID, which stabilizes the system after a long period
of time. The most adequate response is from ZLSMC, presenting
minimum overshoot, reaching the reference effectively without
an abrupt control action.

Quantitatively, Fig. 28 shows that, indeed, ZLSMC is the best
proposal in terms of ISE (ISEzspc = 19830) and ISCO (ISCOz spc =
268.7). This means that it reaches the reference faster with the
lowest energy consumption, which is desired in this type of
system with dead time.

Finally, the performance of the controllers based on LAMDA is
evaluated when the system is subjected to abrupt disturbances,
in order to test disturbance rejection and robustness. Fig. 29.a
shows the control actions in each controller, and Fig. 29.b the
Temperature of the output of the system. The qualitative analysis
of these signals shows that the PID, Fuzzy, LAMDA and ZLSMC
controllers are capable of reaching effectively the reference, while
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the Adaptive LAMDA controller remains oscillatory with consid-
erable steady-state errors, which demonstrates its degradation in
processes with considerable dead time. It is evident that ZLSMC
reaches the reference faster than the other methods, with less
oscillation and overshoot.

The Adaptive LAMDA presents a highly oscillatory signal that
fails to reach the reference, while the other proposals do it in a
short time. From a quantitative point of view, Fig. 30 shows that,
indeed, ZLSMC is the best proposal in terms of ISE (ISEzsyc =
19740), with the second lowest value of ISCO (ISCOzsyc = 545.2).
LAMDA-PID presents the best value of ISCO (ISCOpampa = 526.7);
however, its ISE (ISE;ampa = 45620) is extremely high because it
takes a long time to reach the reference.

It is evident that in this case study, the numerical results are
quite similar. However, ZLSMC is always the lowest for the tests
carried out. In order to discern which is better, we have relied
on the qualitative analysis of Figs. 27 and 29, which clearly show
that the proposals based on LAMDA are much better, in terms
of fewer oscillations, response time and even over peak, which
is the most appropriate in this type of HVAC system with time
delay, and where the characteristics of the plant change when
the operating point changes, varying the reference.

5. Conclusions

The LAMDA control approaches for the regulation of HVAC
systems have been evaluated in this paper. As shown in the
experiments, the system output converged towards the desired
output for the first case study with all the controllers. The re-
sults have demonstrated that the proposals work quite well as
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independent controllers to control uncoupled MIMO systems, in
which the results of ZLSMC and Adaptive LAMDA stand out.
These controllers are the most efficient in terms of control action
and performance. Also, the results show that ZLSMC is the most
suitable since qualitatively and quantitatively it presents the best
results with less oscillations, reaching the reference faster. Finally,
potential improvements have been demonstrated in this work
using LAMDA for MIMO HVAC systems, reducing the time of
the system response and the energy consumption related to the
control action applied to the actuators.

The second case study has shown that ZLSMC is the best
controller in systems with representative dead time, a problem
often found in modern HVAC systems due to the delay present in
sensors and actuators. This case study has allowed us to observe
that Adaptive LAMDA degrades its performance by not reaching
the reference in the experiments carried out, which is logical
since modeling these systems is not enough with learning algo-
rithms working as regressors. Therefore, based on the analysis
of other proposals, the use of predictors is required to improve
performance.

Finally, LAMDA approaches are competitive, with better per-
formance than conventional controllers, such as PID and Fuzzy-
PID, methods generally used in HVAC systems, which are increas-
ingly complex due to the large number of elements that compose
them.

Future works must consider improvements in the Adaptive
LAMDA approach for systems with dead time to prevent the
controller degradation, since this is an interesting proposal be-
cause it does not require expert knowledge for its adjustment and
calibration.
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