
      

 

 

 

 

BIBLIOTECA 

 

 

This work is licensed under a  

Creative Commons Attribution-NonCommercial-NoDerivatives  

4.0 International License. 

       

 

 
 

 

Document downloaded from the institutional repository of the University of 
Alcala: http://ebuah.uah.es/dspace/ 

 

This is a postprint version of the following published document: 

 

Quintero Gull, C., Aguilar Castro, J.L. & Rodriguez Moreno, M.D. 2022, "A 

multi-label approach for diagnosis problems in energy systems using 

LAMDA algorithm", in 2022 IEEE International Conference on Fuzzy Systems 

(FUZZ-IEEE), 18-23 July 2022. 

 

Available at http://dx.doi.org/10.1109/FUZZ-IEEE55066.2022.9882828 

 

 

 © 2022 IEEE. Personal use of this material is permitted. Permission from 
IEEE must be obtained for all other users, including reprinting/republishing 
this material for advertising or promotional purposes, creating new 
collective works for resale or redistribution to servers or lists, or reuse of 
any copyrighted components of this work in other works.  

 

(Article begins on next page) 

http://ebuah.uah.es/dspace/
http://dx.doi.org/10.1109/FUZZ-IEEE55066.2022.9882828


A Multi-label Approach for Diagnosis Problems in 
Energy Systems using LAMDA algorithm 

 

 

Carlos Quintero Gull  
Dpto de Ciencias Aplicadas y 

Humanísticas. Doctorado en Ciencias 
Aplicadas Facultad de Ingeniería 

Universidad de Los Andes             
Mérida 5101, Venezuela 

carlgull@gmail.com 

 

Jose Aguilar  
Universidad de Alcalá, Escuela 

Politécnica Superior, ISG,             
Alcalá de Henares, 28805, Spain;  

CEMISID, Universidad de Los Andes,            
Mérida, 5101, Venezuela;  

GIDITIC, Universidad EAFIT, 
Medellín, 50022, Colombia 

jose.aguilar@uah.es 

Maria D. R-Moreno  
Universidad de Alcalá, Escuela 

Politécnica Superior, ISG,                                
Alcalá de Henares, 28805, Spain;  

TNO, Intelligent Autonomous Systems 
Group (IAS),                                       

The Hague, The Netherlands             
malola.rmoreno@uah.es  

Abstract—In this paper, we propose a supervised multilabel 
algorithm called Learning Algorithm for Multivariate Data 
Analysis for Multilabel Classification (LAMDA-ML). This 
algorithm is based on the algorithms of the LAMDA family, in 
particular, on the LAMDA-HAD (Higher Adequacy Grade) 
algorithm. Unlike previous algorithms in a multi-label context, 
LAMDA-ML is based on the Global Adequacy Degree (GAD) of 
an individual in multiple classes. In our proposal, we define a 
membership threshold (Gt), such that for all GAD values above 
this threshold, it implies that an individual will be assigned to 
the respective classes. For the evaluation of the performance of 
this proposal, a solar power generation dataset is used, with very 
encouraging results according to several metrics in the context 
of multiple labels. 

Keywords—Multilabel classification, fuzzy systems, LAMDA, 
diagnosis problems 

I. INTRODUCTION 

In Machine Learning (ML), the supervised learning for the 
classification problem is referred to the assignment of each 
individual to a known class, which has a label (single label) 
[1, 2]. In this context, we can find several cases for the 
classification problem, for example, the binary classification 
(2 classes) or multiclass classification (more than 2 classes) 
[3, 4]. 

In multilabel classification, each individual can 
simultaneously belong to a set of classes [3, 4]. This kind of 
classification is motivated by problems like text 
categorization, where a text could belong to different 
documents. Nowadays, multilabel classification is 
increasingly used in other contexts, like medical diagnosis, 
and semantic annotation, among other domains [5, 6, 7]. In 
general, the multilabel classification algorithms, same as the 
traditional classification algorithms, are of different types: 
instance-based methods, decision tree-based methods, and 
kernel-based methods, to name a few.   

In the literature, we can find several articles about 
multilabel classification [8, 9, 10, 11]. This kind of algorithm 
is split into transformation methods and adaptation methods. 
The transformation methods are those that transform any 
multilabel classification problem into several independent 
binary classifications, for example, binary relevancy and 
pairwise ranking [11]. In the case of the adaptation methods, 

the traditional algorithms of classification are modified, 
adapting them to the multilabel classification, for example, we 
can mention versions of k-Nearest Neighbor [10], neural 
networks [12], and decision trees [13], among others. A 
current problem with these algorithms is that they make a 
misclassification when the classes have big variations [12].  

On other hand, the Learning Algorithm for Multivariate 
Data Analysis (LAMDA) algorithm is a method based on 
fuzzy logic, which focuses on calculating the Global 
Adequacy Degree, from an individual to a class 
(classification) or group (clustering)  [14. 15, 16, 17]. 
Particularly, LAMDA has the capability of creating new 
classes/clusters after the training stage. If an individual does 
not have enough similarity to the preexisting classes/clusters, 
it is evaluated with respect to a threshold called the Non-
Informative Class (NIC), which allows an adaptive online 
learning. In spite of the LAMDA algorithm has been modified 
by different works for different purposes, we highlight the 
contribution [16], where has been developed LAMDA-HAD 
(Higher Adequacy Degree), which makes an improvement 
significate in the performance of the traditional LAMDA 
algorithm in the classification context. In LAMDA-HAD, the 
efficiency of LAMDA for classification problems is improved 
based on two strategies [16]. In the first one, an adaptable 
Non-Informative Class (NIC) for each class is calculated in 
order to avoid that, correctly classified individuals create new 
classes. In the second one, the HAD metric is calculated to 
grant more robustness to the classification process. 

In another way, it has not been developed [18, 19, 20, 21] 
a multilabel classification-based diagnosis approach for 
energy systems. Traditionally, the Artificial Intelligence (AI)-
based diagnosis methods for energy systems are classified into 
two categories, data driven-based and knowledge driven-
based [21, 22]. The data driven-based methods can be 
classification-based, regression-based, and unsupervised 
learning-based, among others, and learn patterns from training 
data but they need a lot of training data. The knowledge 
driven-based methods simulate the diagnostic thinking of 
experts but they depend on expert knowledge. In none of the 
previous works has the diagnostic problem in energy systems 
been treated using a multi-label classification approach, for 
simultaneously diagnosing multiple problems. Multilabel 
classification is gained popularity in diagnostic applications as 



an efficient method for fault detection and monitoring [13, 18, 
20, 21, 23].  

In this work, we propose a multilabel algorithm, called 
LAMDA-ML, which is capable to assign individuals to 
several classes according to the adequacy degree of one 
individual to each class.  The contribution of this work is the 
definition of the multilabel algorithm based on the degree of 
membership of an individual to each class. This algorithm is 
based on LAMDA-HAD, which is extended with this 
functionality, and it is capable to assign individuals to several 
classes according to their adequacy degree in each class. 

This work is organized as follows: section 2 presents the 
related works. Section 3 introduces the fundamentals of 
LAMDA-HAD. Section 4 describes our multilabel proposal. 
Section 5 shows the experiments and presents the analysis of 
the results, and finally, Section 6 shows the conclusions and 
future works. 

II. RELATED WORKS 

In this section, we present some recent works in multilabel 
classification. In the diagnosis medical field, Xia et al. [24] 
developed a multilabel approach, which through a stacked 
ensemble exploits the label correlations and the learning 
processes of ensemble members. For that, they made a 
weighted stacked ensemble with sparsity regularization to 
facilitate the classifier selection and the ensemble member’s 
construction for multilabel classification. Then, the label 
correlations are considered for creating the weights of the 
ensemble members, and finally, an algorithm of optimization 
is made to achieve an optimal ensemble. 

Li et al. [26] proposed an approach to multilabel 
classification based on the correlation of labels and instances. 
This is possible because they introduce regularization norms 
to simultaneously learn and label specifics. Then, they use a 
constrain label correlation on label outputs instead of the 
coefficient matrix, and finally, the correlations are used in a k-
nearest neighbor mechanism to define the labels. 

To improve the optimization of positive and negative 
labels in the multilabel settings of a picture, Ridnik et al. [6] 
developed an asymmetric loss (”ASL”) metric, which operates 
differently on positive and negative labels. The loss metric 
enables down-weights and hard-thresholds of negative 
samples, and also, discards possibly mislabeled samples. This 
method has applicability in complex tasks like object 
detection in others. 

Wehrmann et al. [7] developed a neural network 
architecture for Hierarchical Multilabel Classification, for 
optimizing local and global loss functions to discover local 
hierarchical classes. This proposal can be used in 
classification problems where the classes are hierarchically 
structured and objects can be assigned to multiple paths of the 
class hierarchy at the same time. For example, for the text 
classification, the image annotation. 

In the work of Dinevaet al. [13], the authors proposed an 
approach for the detection of concurrent failures in the 
presence of disturbing noises or when the multiple faults cause 
overlapping features. They propose a Multi-label 
classification for simultaneously diagnosing multiple faults 
and evaluating the fault severity under noisy conditions of 
electrical machines using an Electrical Signature Analysis as 
well as traditional vibration data for modeling. Furthermore, 

the performance of various multi-label classification models 
is compared.  

III. FUNDAMENTALS OF LAMDA HAD ALGORITHM FOR TASK 

CLASSIFICATION 

In this section, we will present briefly the basis of the 
LAMDA-HAD algorithm, which is based on our proposal (for 
major details, see Morales et al.’s work [16]). LAMDA is an 
algorithm based on fuzzy logic that assigns individuals to a 
class according to the Global Adequacy Degree. In LAMDA, 
the object/individual 𝑋  is represented by a vector of 
descriptors: 

𝑋 =  ൣ𝑥ଵ;  𝑥ଶ;  . . . ;  𝑥௝  ;  . . . ;  𝑥௡൧ 
 
Where 𝑥௝ : descriptor 𝑗 of the object 𝑋. 

Before using a LAMDA family’s algorithm, it is necessary 
to standardize the individuals, according to the minimum and 
maximum values, as shown in Eq. (1): 

𝑥̅௝ =  
௫ೕି௫ೕ೘೔೙

௫ೕ೘ೌೣି௫ೕ೘೔೙
   (1) 

Where: 𝑥̅௝: Standardized descriptor/feature; 𝑥̅௝௠௜௡: Minimum 
Value of descriptor j; 𝑥̅௝௠௔௫: Maximum value of descriptor j 

Below, we present the main definitions of LAMDA. 

Definition 1. Marginal Adequacy Degree (MAD): it 
determines how similar a descriptor of an individual is with 
respect to the same descriptor in a given class. For MAD 
calculation, density functions are used, and one of the most 
common is the Fuzzy Binomial function, shown in Eq. (2).  

𝑀𝐴𝐷൫𝑥̅௝/𝜌௞,௝൯ =  𝜌௞,௝
௫̅ೕ  (1 − 𝜌௞௝)൫ଵି௫̅ೕ ൯  (2) 

Where: 𝑥̅௝: standardized descriptor (see Eq. (1)); 𝜌௞,௝ : is the 
average value of the descriptor 𝑗 that belongs to the class  𝑘, 
calculated using Eq. (3) 

𝜌௞௝ =
ଵ

௡ೖೕ
∑ 𝑥̅௝(𝑡)

௡ೖೕ

௧ୀଵ   (3) 

Where: 𝑛௞௝  is the number of observations of class k and 
descriptor j. 

Definition 1. Global Adequacy Degree (GAD): it determines 
the adequacy of an individual to each class. This value is 
calculated using MAD and can be determined according to Eq. 
(4): 

𝐺𝐴𝐷௞ ,௑ത =  ൫𝑀𝐴𝐷௞,ଵ , 𝑀𝐴𝐷௞ ,ଶ , … . , 𝑀𝐴𝐷௞ ,௡൯

= 𝛼𝑇൫𝑀𝐴𝐷௞,ଵ  , … , 𝑀𝐴𝐷௞,௡ ,൯
+  (1
− 𝛼)𝑆൫𝑀𝐴𝐷௞ ,ଵ , … 𝑀𝐴𝐷௞,௡ ൯ 

 

(4) 

 
Where 𝛼 ∈ [0 , 1] is the exigency parameter; 𝑇 and 𝑆 are the 
linear operators for a classes /clustering type [15, 16]. For 
example, example of T is 𝑇(𝑎, 𝑏) = min (𝑎, 𝑏). 

Definition 3. Let 𝑝 = {1, … . , 𝑚}  the number of existing 
classes in a dataset. The object 𝑋ത is assigned to the class with 
the maximum GAD, where the index corresponds to the 
number of the class. 

𝑖𝑛𝑑𝑒𝑥 = max൫𝐺𝐴𝐷ଵ,௑ത , 𝐺𝐴𝐷௞,௑ത , … , 𝐺𝐴𝐷௠,௑ത , 𝐺𝐴𝐷ேூ஼,௑ത൯ 



NIC is used to create new classes after the training, when 
an object is unrecognized (it is sent to the NIC), making the 
algorithm more adaptive (online learning). It is considered 
𝜌ேூ஼ = 0.5 , because, with this value in the probabilistic 
function (Eqs. (2)), the 𝑀𝐴𝐷ேூ஼  =  0.5 for any value of the 
descriptor 𝑥̅௝.  

Below, we present the main definitions of LAMDA-HAD: 

Definition 4: Let 𝑀𝐺𝐴𝐷௞,௣  the average of 𝐺𝐴𝐷′𝑠  of the 
individual in the class 𝑝 in the class 𝑘: 

𝑀𝐺𝐴𝐷௞,௣ =
ଵ

௡ೖ
∑ 𝐺𝐴𝐷௣,௧

௧ୀ௡ೖ
௧ୀଵ   (5) 

 
Where 𝑀𝐺𝐴𝐷௞,௣:  Average of the Global Adequacy 

Degree of class 𝑘  in class 𝑝 ; n୩  is the number of objects 
belonging to class k, and GAD୮,୲ is the GAD of the individual 
t for the class p, in the class k. 

Definition 5: Let 𝐺𝐴𝐷ேூ஼೛
 the 𝐺𝐴𝐷 of the 𝑁𝐼𝐶 for the class 𝑝 

computed as:  

  𝐺𝐴𝐷ேூ஼೛
: 

ଵ

௠
∑ 𝑀𝐺𝐴𝐷௞,௣

௣ୀ௠
௣ୀଵ   (6) 

 
Definition 6: Let 𝐴𝐷ீ஺஽ೖ,೛,೉ഥ

 the new Global Adequacy 

Degree (GAD), which is a parameter that allows comparing 
the similarity between the 𝐺𝐴𝐷  of an individual and each 
𝑀𝐺𝐴𝐷௞,௣:  

𝐴𝐷ீ஺஽ೖ,೛,೉ഥ
=  𝑀𝐺𝐴𝐷௞,௣

ீ஺஽೛,೉ഥ    (1

− 𝑀𝐺𝐴𝐷௞,௣)ቀଵିீ஺஽೛,೉ഥ  ቁ 

 

(7) 

 
Definition 7: The Highest Degree of Adequacy of an 
individual to a class ൫𝐻𝐴𝐷௞,௑ത൯ is determined by adding all the 
𝐴𝐷ீ஺஽ೖ,೛,೉ഥ

 in class 𝑝: 

𝐻𝐴𝐷௞,௑ത =  ∑ 𝐴𝐷ீ஺஽ೖ,೛,೉ഥ
௠
௣ୀଵ   (8) 

 
Let 𝐸ூ  the class that the individual has the highest 

probability of belonging: 

𝐸ூ,௑ത = 𝑚𝑎𝑥൫𝐻𝐴𝐷ଵ,௑ത ,

𝐻𝐴𝐷ଶ,௑ത , … 𝐻𝐴𝐷௞,௑ത , … . 𝐻𝐴𝐷௠,௑ത൯ 

 

(9) 

 
Definition 8: Let index the value that identifies the class that 
an individual will be assigned, which is obtained by 
comparing the maximum value between 𝐸ூ  and the 𝐺𝐴𝐷ேூ஼ಶ಺

: 

𝑖𝑛𝑑𝑒𝑥 =  𝑚𝑎𝑥 ቀ𝐻𝐴𝐷ா಺,௑ഥ ,, 𝐺𝐴𝐷ேூ஼ಶ಺
ቁ  (10) 

Thus, it is verified if the maximum value of HAD୉౅,ଡ଼ഥ  is 
greater than the GAD୒୍େు౅

(the GAD୒୍େ adapted to each class). 

Once the LAMDA-HAD algorithm is finished, the result 
will be the number of the class to which the individual is 
assigned; or otherwise, the individual is sent to the non-
informative class (NIC). 

 

 

 

IV. LAMDA-ML 

In this section, we will describe the basis of our proposal. 
The fundamental idea is the assignment of individuals to 
several classes, for that we will define a threshold of 
membership, which will establish the classes that the 
individual will be assigned. In this section, we will describe 
the definitions of our proposal, through the next definitions. 

Definition 9: Let 𝐺௧  be a membership threshold. If an 
individual obtains a GAD greater than or equal to this value in 
a given class, then it will be labeled to this class. That implies 
that an individual can belong to different classes. This value 
𝐺௧ is obtained by calibration o just defined by the user 

Definition 10: Let 𝐵௜,௑ത,  a class to which an individual can 
belong, defined by Eq. 11: 

    𝐵௜,௑തೝ
=     𝐻𝐴𝐷௜,௑ത >  𝐺௧       (11) 

Definition 11: Let 𝐿௑ത  the set of classes to which the individual 
will belong, defined by Eq. 12: 

𝐿௑ത =      {𝑖, ∀𝑖 = 1, 𝑚     𝑖𝑓 𝐻𝐴𝐷௜,௑ത > 𝐺௧  𝑎𝑛𝑑  

                                                      𝐻𝐴𝐷௜,௑ത      > 𝐺𝐴𝐷ேூ஼೔
}  

(12) 

Definition 11: Let indexes the set that identifies the 
classes,   

𝑖𝑛𝑑𝑒𝑥𝑒𝑠 =  ቄ
𝐿௑ത         𝑖𝑓 𝐿௑ത  𝑖𝑠 𝑛𝑜𝑡 𝑒𝑚𝑝𝑡𝑦 
𝑛𝑒𝑤 𝑐𝑙𝑎𝑠𝑠                      𝑒𝑙𝑠𝑒

 (13) 

 
Macro algorithm 1 shows the LAMDA-ML algorithm. 

 
MACRO ALGORITHM 1. PSEUDO CODE OF LAMDA-ML 

 

And Macro algorithm 2 shows the LAMDA-HAD 
algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Procedure 
1. Input(𝑥௜) 
2. Run LAMDA-HAD  until step 5 according to Macro 

algorithm 2 
a. Find the indexes of the classes of the 

individual using Eq. (13). 
End 
Output: Class Indexes 



 MACRO ALGORITHM 2. PSEUDO CODE OF LAMDA-HAD 
 
 
 
 

V. EXPERIMENTS 

A. Experimental Protocol 

Energy Context  

Table 1 shows the dataset for evaluating the performance 
of our proposal. This dataset contains 2920 records of 
different features of solar energy generation, such as distance 
to solar noon, temperature, wind direction, wind speed, 
average pressure, sky cover, visibility, humidity, average 
wind speed, average pressure, and power generated. This last 
one is conformed into 3 classes, and is the classification target 
of this work.  

TABLE 1. DATASET FOR EVALUATING THE MULTILABEL TASK 
Dataset Size Features Characteristics 

Power 
Generated 2920 10 3 classes unbalanced 

 
The dataset is formed by 10 variables, and has 3 classes 

unbalanced. 80% of the data is chosen for the training, and 
20% is later for validation. 

Particularly, the goal is the classification of the power 
generated by a solar plant. Nowadays, it is necessary to 
determine the ideal conditions for the installation of solar 
cells to obtain the maximum amount of energy out of them. 
With this dataset, we can build a classification model to 
classify the power output for a particular array of solar power 
generators, knowing the environmental conditions of the 
context. This dataset can be downloaded from [28]. 
 
Metrics for Evaluating the Multilabel Task 

For the evaluation of the experiments, the next metrics 
have been used, which are normally used in the context of 
multilabel classification problems [5, 13, 25, 26, 27]. 

Accuracy (Acc): Proportion of individuals correctly classified, 
determined by Eq. (14): 

𝐴𝐶𝐶 =  
ଵ

ே
∑ 𝐼(𝑍௜ = 𝑌௜)

ே
௜ୀଵ     (14) 

 

Where: 𝑍௜: the set of labels in the dataset in the test stage; 
𝑌௜: the set of labels predicted by the model; 𝑁: number of 
observations in the test stage; I: function indicator (𝐼(𝑇𝑟𝑢𝑒) =
1 𝑎𝑛𝑑 𝐼(𝐹𝑎𝑙𝑠𝑒) = 0). 

Precision (P): it is the proportion of correct predictions among 
all predictions of a certain class, determined by Eq. (15): 

𝑃 =  
ଵ

ே
∑

|௒೔∩௓೔|

|௒೔|

ே
௜ୀଵ   (15) 

 
Exact Match Radio (EMR): is an extension of accuracy for 
single-labels to a multi-label classification problem. It is 
calculated by Eq. (16): 

𝐸𝑀𝑅 =  
ଵ

ே
∑

|௒೔∩௓೔|

|௒೔|

ே
௜ୀଵ    (16) 

 
F1-macro L: This metric evaluates the performance by 
classes. It is calculated by Eq. (17): 

 𝐹ଵ 𝑚𝑎𝑐𝑟𝑜 𝐿 =  
ଵ

௅
∑ 𝐹ଵ(𝑌௜  , 𝑍௜)

௅
௜ୀଵ   (17) 

 
Where Fଵ: F Measure metric, 𝐿: numbers of elements of 𝐿 

class. F1 is: 

𝐹ଵ  =  
1

𝑁
෍

2|𝑌௜ ∩ 𝑍௜|

|𝑌௜| + |𝑍௜|

ே

௜ୀଵ

 

 
And in this case, to calculate F1 then N=1  

B. Result Analysis 

Figure 1 shows a perceptual map of the dataset studied in 
this work. In this case, we observe 3 classes marked with 
different colors. Also, it is highlighted that the class marked 
with red color is a class that is overlapped with the blue and 
purple classes. So, some individuals of the red class also 
belong to the other classes. This is a typical case of a 
multilabel problem, where the classes aren’t mutually 
exclusive. 

This dataset originally is not ready for ML applications. 
So, before using the LAMDA-ML algorithm, we have 
developed a data preprocessing, which consists of the next 
steps: i) Detection and deletion of missing values; ii) 
Detection and deletion of outliers; iii) Execution of a feature 
engineering process for selection of variables and 
determination of classes in the dataset [29]. This process 
includes a Principal Component Analysis (PCA); iv) Labeled 
of individuals according to the PCA. 

Input 𝑋 =  ቀ(𝒙𝟏), … ൫𝒙𝒋൯ … , (𝒙𝒏)ቁ 

Procedure 
1. Normalize the descriptors of the individual using Eq. 

(1). 
2. Calculate the MAD for each descriptor and each 

class based on the selected probability density 
function described by Eq (2).  

3. Calculate the GAD of each class using Eq. (4).  
4. Calculate the MGAD in each class through Eq. (5) of 

Definition 3.  
5. Calculate de 𝐺𝐴𝐷𝑁𝐼𝐶 for each class k. Eq(6) 
6. Calculate the adequacy degree 𝐴𝐷ீ஺஽ೖ,೛,೉ഥ

 with Eq. 

(7), and the HAD as the sum of them with Eq. (8).  
7. Find the estimation index 𝐸ூ,௑ത  to the class to which 

the individual could belong with Eq. (9).  
8. In the estimated class determine if the maximum 

GAD is greater than the corresponding 𝐺𝐴𝐷𝑁𝐼𝐶  

End 
Output: Class Index 



 
FIGURE 1. PERCEPTUAL MAP OF DATASETS STUDIED POWER GENERATED 

 

Table 2 shows the results of the metrics. We want to 
highlight that in a multilabel context, we can compute the 
performance by classes. In this sense, we can observe that in 
the accuracy metric, the best performance is for the blue class, 
which is the densest class. With respect to the red class, which 
is the overlapped class with the other classes, the performance 
is the lowest for all the metrics. So, in this case, the behavior 
may be happening by the Gt values, which in this experiment 
is 0.15. In the purple class, we can observe that the 
performance is acceptable. Finally, if we take into account the 
average values of all the metrics in Table 2, we can observe 
that the best performance is with P and ACC, which means 
that the proportion of labels identified is acceptable according 
to the individuals in the training stage. In general, LAMDA-
ML has a deficient performance for the overlapped class. 

 
TABLE 2.  METRICS FOR THE MULTILABEL PROBLEM OF THE SOLAR POWER 

GENERATED FOR GT=0.15  
Metrics / 
Classes 

ACC P EMR 
F1-

Macro L 

Class Blue 0.89 0.85 0.78 0.80 

Class Red 0.72 0.82 0.68 0.73 

Class Purple 0.82 0.8 0.77 0.74 

Average 0.81 0.82 0.74 0.76 

 
In Table 3 are shown the results for different values of Gt. 

We can see that LAMDA-ML is very sensitive to the Gt 
values. For high values. the classification is very demanding. 
so the individuals will only be classified into a few classes and 
a few new classes are created. LAMDA-ML tries to classify 
all in the existing classes, tending to a unilabeled behavior 
(multi-classification). In the case of low values of Gt two 
things happen: new classes are eventually generated due to the 

NIC value. or existing classes are updated with less demand. 
which means that an individual can easily have several labels. 
Thus. for low Gt’s. the multilabel quality metrics are better. In 
addition. in general. they are quite similar for values of Gt less 
than 0.5. 

TABLE 3.  METRICS FOR THE MULTILABEL PROBLEM OF THE GENERATED 

SOLAR POWER FOR DIFFERENT GT’S  
Metrics 

/Gt 
ACC P 

Exact – 
Match 

F1-
Macro L 

0.15 0.81 0.82 0.74 0.77 

0.25 0.82 0.84 0.75 0.8 

0.5 0.8 0.8 0.73 0.76 

0.75 0.71 0.78 0.71 0.7 

0.9 0.68 0.72 0.7 0.68 

 

VI. CONCLUSIONS 

In this work. we have proposed a new algorithm for the 
LAMDA family’s algorithms. called LAMDA-ML. for the 
multilabel context. This algorithm has been tested in a dataset 
to study solar energy generation. Particularly. this 
implementation is focused on a multilabel situation in the 
energy field. with interesting initial results. Our approach has 
enabled the discovery of hidden behavior in the solar energy 
generation context (multiple states of overlapping power 
generation). useful for future diagnostic models. 

The definition of this multilabel approach from the 
LAMDA-HAD algorithm has been very natural. The process 
to extend the LAMDA-HAD algorithm for the multilabel 
context is not expensive and is easy. We have exploited the 
characteristics of the LAMDA algorithms that allow 
determining the degree of membership of an individual in each 
class. and depending on whether that value is high or not 
(determined by the Gt parameter). each individual is labeled 
with that class. therefore. allows it to belong to multiple 
classes. 

For future works. it is necessary to design a methodology 
for calibrating the parameter Gt. which initially is introduced 
by the user. with the aim to improve the performance of the 
LAMDA-ML algorithm. Also. this algorithm must be tested 
in other types of real-world multilabel problems. like text 
categorization. medical diagnosis. among other domains.  
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