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ABSTRACT

The studies involving lunar surface explorations have drawn attentions in recent

years. A better understanding of possible potential hazards to astronauts and electronic

equipment has become a necessity for future lunar explorations. The lunar surface, lacking

an atmosphere and global magnetic field therefore directly exposed to solar radiation and

solar wind plasma, is electrically charged by the bombardment of solar wind plasma and

emission/collection of photoelectrons. Additionally, lunar dust grains can also get charged

and levitated from the surface under the influence of the electric field as well as gravity

within the plasma sheath. Since the plasma sheath formed near the illuminated lunar surface

is dominated by photoelectrons, it is usually referred to as “photoelectron sheath”.

In this research, we will focus on resolving the photoelectron sheath structure near

lunar surface through numerical simulations. Firstly, we will introduce the fundamental

assumptions of our analytic and simulation studies. We will present the derivation of a

1-D semi-analytic model to numerically obtain the quantities of interest as functions of

the distance from surface within the photoelectron sheath. Secondly, we will present the

numerical simulations with a fully kinetic Finite Difference (FD) Particle-in-Cell (PIC)

code to solve the surface charging problem on lunar surface. In this study, we will consider

both Maxwellian and Kappa distribution of solar wind electron velocities. Finally, we will

show our current studies on the charged lunar dust lofting and transport under the influence

of local electrostatic environment. We will consider both uncoupled and coupled method

in the simulations. In uncoupled method, a steady state electric field is obtained through

FD-PIC simulations and provided to simulate the charged dust transport, indicting that the

charged dust transport does not influence the local electrostatic environment. Whereas in

the coupled method, the electrostatic environment and the charged dust transport are simu-

lated simultaneousness, which means the electrostatic environment and the dust transport

influence each other during the simulations.
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1. INTRODUCTION

This section will briefly describe the physics and the mathematical models of the

interactions between the plasma and the celestial bodies (i.e., the Moon), and introduce the

problems that investigated in our research. In Section 1.1, we will introduce the background

of the study in this dissertation. In Section 1.2, we will present the motivations and

objectives. The outline of this dissertation will be given in Section 1.3.

1.1. BACKGROUND

In this section, we will introduce the background knowledge of lunar exploration,

including lunar surface environment and plasma conditions.

1.1.1. The Lunar Surface Environment. The Moon is directly exposed to solar

radiation and solar wind plasma (mostly drifting protons and electrons), due to the lack

of global atmosphere and magnetic field. Consequently, the lunar surface is electrically

charged caused by the bombardment of solar wind plasma and emission and collection of

photoelectrons. Additionally, dust grains on the lunar surface may get charged and levitated

from the surface under the influence of the electric field as well as gravity within the plasma

sheath. The interactions between the plasma environment and charging/levitation/transport

of dust grains near the lunar surface can affect almost all kinds of human or mechanical

activities on lunar surface as well as a series of natural process with respect to the surface

topography. The related topics have been studied extensively (Abbas et al. (2007); Farrell

et al. (2008b); Fu (1971); Halekas et al. (2007, 2011); Nitter et al. (1998); Poppe et al.

(2011); Poppe and Horányi (2010); Poppe (2011); Poppe et al. (2012); Stubbs et al. (2014);

Wang et al. (2008, 2016); Willis et al. (1973); Zimmerman et al. (2016); Zook and McCoy

(1991)).
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Figure 1.1. Lunar surface charging environment at the terminator region, Han (2015)

Among the potential landing sites for future lunar explorations, the lunar terminator

draws the most attention due to the availability of stable solar power, and the possible

storage of iced water which can be used as supplies for human activities and power source

for mechanical purpose (Farrell et al. (2008a); French et al. (1991)). However, since the

lunar terminator region is the transition region between the sunlit and the shadowed surface,

the solar wind and solar radiation directs nearly horizontal to the surface. Therefore, the

plasma interactions and charging process are highly complex near the terminator region, as

shown in Figure 1.1 (Han (2015)). The charging on lunar surface would change from ion-

driven positive charging to electron-driven negative charging over the transition between

sunlit and shadow, leading to a strong differential charging on the lunar surface. In addition,

the different surface terrains will also contribute to the strong differential charging on the

surface, due to the shadows caused by low Sun elevation angle (SEA). Since the plasma

sheath formed near the illuminated lunar surface is dominated by photoelectrons, it is usually

referred to as “photoelectron sheath.”
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1.1.2. Plasma Dynamics. The ambient plasma above the lunar surface is consid-

ered as a quasi-neutral ionized gas of charged particles interacting with each other under

the effects of electric and magnetic fields. The lunar surface that exposed to the ambient

plasma collects electrons and ions until it reaches the steady state, where the net current

entering and leaving the surface becomes zero. Here we will briefly introduce the plasma

dynamics related to the study in this dissertation.

1.1.2.1. Governing equations. The net current on the lunar surface can be ex-

pressed as Eq. (1.1).

d𝑄
d𝑡

= 𝐼net (1.1)

where 𝑄 is the total charge; 𝑡 is time; and 𝐼net is the net current.

The dynamics of the plasma is governed by the Maxwell’s equations, as shown in

Eq. (1.2).

∇ · B = 0

∇ × B = J`0 +
1
𝑐2

𝜕E
𝜕𝑡

∇ · E =
𝜌

Y0

∇ × E =
𝜕B
𝜕𝑡

(1.2)

where B and E represent magnetic and electric field, respectively; J is the electric current

density; `0 is the vacuum permeability; 𝜌 is the charge density; and Y0 is the vacuum

permittivity.

In this dissertation, we focused on the effects of electrostatic interactions, which

reduces the above equations to the following form as shown in Eq. (1.3).
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∇ · B = 0

∇ × B = 0

∇ · E =
𝜌

Y0

∇ × E = 0 (1.3)

Therefore, the electric potential Φ can be obtained by Eq. (1.4).

E = −∇Φ (1.4)

And then the electric field E can be obtained by the Poisson’s equation:

∇ · E = −∇ · ∇Φ = −∇2Φ =
𝜌

Y0
(1.5)

In this dissertation, the collision between plasma particles is neglected because the

mean free distance is typically greater than the particle dimension, hence the trajectory of

each particle with a charge 𝑞 and velocity v under the effect of the electromagnetic field is

governed by the the Newton’s second law

𝑚
dv
d𝑡

= 𝑞(E + v × B) (1.6)

The charge density 𝜌 and the current density J in a volume 𝑉 can be calculated by

Eq. (1.7).

𝜌 =
1
𝑉

𝑁∑︁
𝑖=1

𝑞𝑖

J =
1
𝑉

𝑁∑︁
𝑖=1

𝑞𝑖v𝑖 (1.7)

where subscript 𝑖 denotes the properties of the 𝑖th particle.
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The current collection by the lunar surface shows different characteristics depending

on the distance over which the charge is collected. In this dissertation, we assumed that such

distance is large enough so that the current collection follows the orbital motion limited

(OML) condition.

1.1.2.2. Plasma sheath. Debye shielding is one important property of plasma de-

scribing the ability of shielding the electric field over a certain length, leading to the

quasi-neutral property of the plasma with a length scale _𝐷 (which is called Debye length).

For the charged object inside plasma, the electric field around the object is shield out over

a region as thick as several Debye lengths, therefore, the Debye length is one of the most

important parameters of plasma dynamics. For a problem with a characteristic length 𝐿,

when 𝐿 � _𝐷 , the charged particles are considered as individual particles controlled by

electric field (i.e., electrically uncoupled). When 𝐿 � _𝐷 , collective coupling of the

charged particles should be considered (i.e., electrically coupled) (Hastings and Garrett

(2004)).

1.1.2.3. Photoelectron sheath model. The essential parts of the photoelectron

sheath model considered in this dossertation follow the work of Fu (1971) and Nitter et al.

(1998), but are extended to include the drifting velocity of the solar wind electrons. Similar

to the classification in Fu (1971) and Nitter et al. (1998), we denote three possible types of

potential profiles within the photoelectron sheath: Type A, Type B, and Type C as shown

in Figure 1.2. For each sheath type, the population of the electrons are different. The solar

wind electron population contains “free solar wind electrons” representing electrons that are

able to reach the lunar surface, and “reflected solar wind electrons” representing electrons

that are reflected by the potential barrier (if present in the sheath). The photoelectron

population contains “free photoelectrons” representing those able to reach the infinity, and

“captured photoelectrons” representing those attracted back to the lunar surface.
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Figure 1.2. Different types of photoelectron sheath

Among these three types of potential profile, Type A is non-monotonic, the curve of

Type A will first decrease from the surface to the minimum potential, then increase to the

potential at infinity, which is zero. It is believed that non-monotonic potential profiles have

lower electrostatic energy than their monotonic counterparts, therefore representing the

more stable states (Nitter et al. (1998); Poppe (2011)). This hypothesis is then evidenced by

measurements from the Lunar Prospector (Poppe et al. (2011)) and the ARTEMIS missions

(Halekas et al. (2011)). Both Type B and Type C are monotonic. The curve of Type B will

decrease from the surface potential to zero, whereas Type C will increase from the potential

at the surface to zero.

1.1.2.4. Surface charging. As introduced above, the object inside the photoelec-

tron sheath collects electrons and ions until it reaches the steady state. The floating potential

of the object at steady state is determined by the electric current entering and leaving the

surface. The electric field across the object surface is usually discontinued, due to the

different media on two sides of the interface, as shown in Figure 1.3. The electric field flux

jump across the interface can be calculated by Eq. (1.8) (Jackson (1999)).
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Figure 1.3. Flux jump across the interface

[
Y
𝜕𝜙

𝜕n

] ����
Γ

= −
(
Y2E2 − Y1E1

)
· n = −𝜎𝑠 (1.8)

where n is the normal factor from Medium 1 to Medium 2, and 𝜎𝑠 is the surface charge

density.

The floating surface potential will then affect the collection of the electric current

trough the surface, creating a dynamic interaction between plasma and object surface that

can be described by the following equation:

∑︁
𝐼 (𝜙𝑠) = 0 (1.9)

where 𝐼 is the collected current by the surface; 𝜙𝑠 is the surface potential.

1.2. MOTIVATION AND OBJECTIVES

The study in this dissertation is motivated by the lack of knowledge of the photo-

electron sheath and the corresponding effects on various quantities of interests on the lunar

surface (surface electric potential, surface electric field, lunar dust transport and levitation

mechanism due to the accumulation of electric charge on the dusts, etc.).

The objective of this study is to apply the Finite-Difference (FD) Particle-in-Cell

(PIC) code to simulate the surface charging with even and uneven surface terrain on the

Moon. The numerical simulations will be validated by comparing the results with the 1-D

semi-analytic solutions derived through mathematical approaches.
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Through this dissertation, an insight of the potential hazards caused by electric

discharge due to large differential electric potential between the lunar surface and the

ambient dielectric objects can be provided, which can help improve the safety consideration

for the future lunar explorations.

1.3. DISSERTATION OUTLINE

We will first introduce the numerical simulations to reveal the surface charging

process and obtain the quantities of interest (electric potential, electric field, charge density,

etc.) within a the photoelectron sheath near even lunar surface, and validate the model

by running a number of test simulations and comparing the results with the 1-D semi-

analytic solutions that we derived with mathematical approaches. Next, we will improve

the simulations to include the geometry of even and uneven lunar surfaces (i.e., convex and

concave surface) for 2-D and 3-D photoelectron sheath configuration. Then, we will study

different scenarios of the charging process near the lunar terminator region, and investigate

the charging process on lunar dust and the possible effects of local electrostatic field on the

dynamics of lofted charged dust grains, which reveals the mechanism of the levitation and

transport of charged lunar dust under the effects of both electrostatic forces and the gravity.

The study in this dissertation will provide important information of the plasma

environment near the lunar terminator region, where has been considered as one of the

idealist landing locations for the future lunar explorations, due to the stability of the solar

power and the potential supply of the iced-water.

This dissertation is consist of seven sections, the details of each section are listed

below:

• Section 1 introduces the background knowledge, study motivation, and research

objectives of this dissertation.
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• Section 2 presents the literature reviews with respect to the study of this dissertation,

including numerical simulations of surface charging, surface charging modelings,

plasma surface interactions, and levitation and transport of charged lunar dust grains.

• Section 3 introduces the FD-PIC framework which is employed to run simulations in

this dissertation.

• Section 4 shows the details of derivation of the 1-D semi-analytic model and the

validation of the numerical simulations.

• Section 5 presents the applications of the FD-PIC code on simulating the electrostatic

environments with consideration of different electron distributions.

• Section 6 shows the study of the levitation and transport of charged dust near lunar

surface through numerical simulations.

• Section 7 concludes the studies in this dissertation and presents the contributions

to the corresponding fields of science and engineering, and recommends the future

studies.
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2. LITERATURE REVIEW

This section presents the literature review of the numerical modeling approaches

related to the studies in this dissertation. The literature review will focus on field solving

methods, surface charging, surface-plasma interactions, and dust grain transport dynamics.

In Section 2.1, we will present the literature review of the methods to build the field solver

in our code. In Section 2.2, we will present the literature review of the dust levitation and

transport modeling. A brief summary of the literature review in this section will be given

in Section 2.3.

2.1. FIELD SOLVERS

The objective of the simulation is to obtain the field information of the electrostatic

environment (electric potential, electric field, charge density, etc.) inside the computation

domain. For a interface problem, the electrostatic field can be obtained by solving the

Poisson’s equation with discontinuous coefficients across the interface, as illustrated in

Figure 1.3. In this section, we will present a brief review of the methods to build the field

solver in the code.

2.1.1. Cartesian Mesh. In simulations, the Cartesian and non-Cartesian mesh

structures are usually employed to build the computation domain so that the charge in-

formation can be collected on the mesh nodes. The Cartesian mesh divides the computation

domain into structured mesh cells and all mesh nodes are regularly distributed with certain

distances, therefore brings a number of advantages such as:

• It is easy and computationally cheap to generate the Cartesian mesh even for a large

computation domains.
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• A number of efficient and widely used field solver methods are available for Cartesian

mesh, which simplifies the improvement of the code by implementing the updated

algorithms into the existing solver codes.

• For the PIC scheme, the structured Cartesian mesh is quite efficient in simulations

because searching and locating a particle in structured mesh is much easier compared

with that in the non-Cartesian mesh.

2.1.2. Non-Cartesian Mesh. For an object or a surface with non-regularly shaped

boundary, a regular mesh is not able to fit the body therefore cannot be used in the simula-

tions. In such situation, a non-Cartesian body-fitting mesh is necessary to fit the boundary

of the object or the surface. Numerical schemes, such as Finite Difference, Finite Element,

and Finite Volume can be used to solve the governing equations on mesh nodes of such

body-fitting mesh with second order accuracy (Bramble and King (1996); Eastwood et al.

(1995)).

Though the body-fitting mesh is widely used in solving complex boundary problems

with high accuracy, it is associated with several disadvantages listed below:

• It is difficult to generate a body-fitting mesh to fit a complex shipped object or surface

in a computation domain.

• It is computationally expensive to run simulations with complex body-fitting mesh.

Though a reduction of mesh number can reduce the computation cost, it reduces the

accuracy of the simulation as well.

• It is not efficient in cooperation with the PIC scheme, because searching and locating

a particle in unstructured body-fitting mesh, which needs to be done in each iteration

for all simulation particles, is highly computational expensive (Hewett (1997)).
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With the considered advantages, we chose to use the structured Cartesian mesh in

our simulations. In the following sections we will present a review of the applications of

the Finite Difference scheme with Cartesian mesh in simulations.

2.2. A REVIEW OF DUST LEVITATION AND TRANSPORT MODELING

In this section, we will review some important studies and investigations on lunar

dust levitation and transport regarding lunar exploration, lunar surface charging, and dust

transport dynamics.

2.2.1. A Review of Lunar Exploration. The goal of sustainable human presence

on the Moon has been made explicitly, therefore with the growing interest of lunar explo-

ration, an increasing demand of deep understanding of in situ activities on lunar surface

has shown in various fields of study. Unlike the mechanical activities on Earth, every

simple process could encounter a series of issues on the Moon. Recently, more attentions

have been given to the study on how to safely and efficiently achieve physical explorational

purposes on lunar surface, i.e., lunar surface landing (Jiang et al. (2017)); transportation

of lunar regolith for construction purpose (Kawamoto (2020)), etc. Therefore, a better

understanding of dust charging mechanism is a necessity to avoid potential hazards during

in situ activities on the lunar surface.

Woodcock et al. collected studies from NASA’s contractor contributors and pre-

sented a report of the application of automation and robotics on lunar surface operations

(Woodcock (1990)). The report was to broaden the assessment of the operational prob-

lems that could be encountered during the process of expanding human presence into the

solar system, and to provide possible solutions. The study covered the assembly, emplace-

ment, checkout, operation and maintenance of equipment on planetary surface with the

consideration of three efforts, which are 1) conceptual design of required surface system,

2) assessments of contemporary developments in robotics, and 3) quantitative analysis of
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machine and human tasks. The studies introduced in the report can be considered as

the starting point of more extensive engineering analysis of the issues encountered during

planetary explorations.

Reiss et al. introduced an insulation method that can be applied for designing the

oven which is used to heat up lunar soil and extract volatiles during lunar missions (Reiss

et al. (2017)). According to the authors, the power needed to heat up lunar soil sample

to the target temperature (1200 ◦C) increases exponentially with the sample size, therefore

in order to keep the demand power under the acceptable level, the authors proposed an

insulation method regarding carbon aerogel or equivalent thermal properties for ovens, and

conducted physical experiments and simulations to validate the insulation design. The

validation showed that the oven design presented by the authors can reach the target heating

temperature for thermal extraction with a low power demand, which meets the energy

requirement.

Jiang et al. investigated the mechanical behavior of lunar soil for construction

and landing process (Jiang et al. (2017)). The authors conducted a series of plate load

tests on Tongji-1 lunar soil simulant to study the bearing capacity of lunar soil during

landing process, and compared the experimental results with numerical results obtained

with Terzaghi and modified Terzaghi methods. The comparison showed that the bearing

behavior of Tongji-1 lunar soil simulant was overpredicted by Terzaghi and overpredicted

by modified Terzaghi method. The experimental data provided in this study is expected to

contribute to a better understanding of lunar ground stability for construction and landing

process.

Metzger et al. developed a computer model to investigate the thermal extraction of

volatiles from lunar and asteroid regolith (Metzger et al. (2020)). The authors presented the

possibility of obtaining water through injecting heat into the lunar subsurface and collecting
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the vapor or liquid that reach the surface. The thermal volatile extraction model introduced

in their study was able to provide thermal conductivity and heat capacity of lunar soil with

an excellent agreement with experimental data.

Kawamoto studied the in situ resource utilization with lunar regolith on the Moon,

and presented a vibration transport system which can be used to transport lunar regolith

more easily and efficiently (Kawamoto (2020)). According to the author, lunar regolith

(whose composition includes metals, oxygen, and helium 3) is one of the ideal substances to

support human activities during lunar missions, from constructing buildings to serving as

energy source. The vibration transport system introduced by the author is simple, reliable,

and energy efficient, therefore is considered suitable for use on lunar surface.

Gawronska et al. investigated the geologic features near the lunar south pole through

photogeological analysis, in order to target potential extravehicular activities on lunar surface

(Gawronska et al. (2020)). The author concluded that the topography in the lunar south

pole is complicate, however a rover-assisted extravehicular activities will allow astronauts

to traverse slopes and access to distant areas of interest.

Austin et al. presented a study of Robotic Lunar Surface Operations 2 (RLSO2),

which is conducted by US experts with backgrounds on mission design, robotic surface

operations, autonomy, in situ resource utilization, operations analysis, etc. (Austin et al.

(2020)). In addition to the original study (RLSO) proposed in 1990 (Woodcock (1990)), the

updated study uses contemporary tools such as CAD engineering and numerical operations

model. The authors give the overviews of current understandings of lunar operations

(assumptions, methodology, element design, etc.), and reveal some challenging questions

which require physical experiments and demonstrations on lunar surface.

2.2.2. A Review of Lunar Surface Charging. To investigate the lunar surface

charging process, Farr et al. introduced a dust mitigation technology utilizing an electron

beam to shed dust off from surfaces (Farr et al. (2020)). The dust issues have been studied

ever since it was observed during the Apollo missions (Godwin (2002)). The lofted dust
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grains caused by natural process and human activities can stick to almost any surfaces under

the effect of electrostatic forces, causing dust hazards including seal failure, clogging of

equipment, vision obscuration, etc. The authors conducted experiments with fine size lunar

dust simulant JSC-1A, and concluded that with their method, the overall cleanliness can

reach 75 ∼ 85% at ∼100 s with an electron beam energy ∼230 eV.

¤Zbik presented a study of morphological similarities between lunar regolith fractions

and interplanetary dust particles (IDPs) collected in Earth’s stratosphere (Żbik (2020)).

Through comparing the morphology features of IDPs and lunar dust, the author concluded

that even though it is not stated that the lunar dust grains can be presence in Earth by the

study of morphology similarities, it is highly likely that the lunar dust ejected from the

Moon have been grazed by Earth.

2.2.3. A Review of Dust Transport Dynamics. Investigating levitation and trans-

port of lunar dust will provide important information to prevent the potential lunar dust

hazard, highlight safety concerns for future lunar missions.

According to McCoy and Criswell (1974), a model was constructed to study the

light scattering caused by lunar dust above the lunar surface. With brightness observed

during Apollo missions, the dust size was chosen as 0.1 × 10−6 m with a number density

of 1.0 × 10−1 cm−3 at 1 km, 1.0 × 10−2 cm−3 at 10 km, and 1.0 × 10−5 to 1.0 × 10−6 cm−3

at 100 to 200 km. The model works well with the presence of 1.0 × 10−3 cm−3 lunar dust

density along the interface of shadow and sunlight region, which was proved to be possible

by Gault et al. (1963) and Hartung et al. (1972). In a recent study, Sharma et al. analyzed

the LADEE-UVS data and provided constraints on dust density at low altitude above lunar

surface (Sharma et al. (2021)). According to their study, lunar dust with a size ranging from

0.3 to 1.0 × 10−6 m has an upper limit on density of ∼140 m−3 closer to the lunar surface.

By collecting and reviewing the reports of Apollo Program, Wagner stated the de-

tails of the lunar dust issues and possible solutions (Wagner (2006)). Through this study, the

author presented that though lunar dust could cause significant issues during lunar explo-
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ration missions, the dust itself could be managed by good practices in engineering designs.

The author recommended that in order to achieve successful lunar surface explorations, the

lunar dust effects have to be considered while designing every system and interface that

contact with lunar dust.

Christoffersen et al. studied the lunar dust effects on spacesuit systems (Christof-

fersen and Lindsay (2009)). Spacesuit protects astronaut from the critical environment on

the Moon, therefore any potential damage to spacesuit should be considered and studied on

the designing stage. The target sample of this study was those suits worn by astronauts for

extravehicular activities during Apollo missions, which contacted with lunar dust directly.

The Scanning Electron Microscopy (SEM) techniques was utilized to study the level of

contamination, abrasion, function failure of spacesuit due to lunar dust. Through their

study, the authors concluded that lunar dust is highly likely the reason of progressive and

accelerated fabric wear of spacesuits. The penetration ability of lunar dust would likely

contaminate and accelerate wear in the underlying fabric layers. On the other hand, there

was not a measurably increased wear or abrasion in the gloves, even though these gloves

were also worn in the dusty environment.

Baiden et al. discussed the possibility of building a permanent outpost on the moon

and gave suggestions on the construction of such outpost with the consideration of current

available technologies (Baiden et al. (2010)). According to their studies, an ideal lunar

outpost would be constructed underground to protect astronauts, plants, and animals from

significant environmental hazards including lunar radiation, temperature extremes, solar

flares, etc. The in situ resources for constructions would be obtained through underground

mining on the moon with automated or teleoperated control from earth. The authors

concluded that the underground lunar outpost is necessary for long term human activities

and it is feasible to be constructed with existing technologies.
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Once the upward electrostatic force acting on the dust becomes greater than the

gravity, the charged dust will be lofted from the lunar surface and motion will be governed

by the surrounding electric field as well as the gravity. Therefore, to study the dynamics of

charged dust, it is necessary to have a better understanding of both the charge accumulation

on the dust and the structure of the electrostatic field around the dust grain. Hartzell et

al. investigated the dynamics of charged dust lofting on celestial bodies and presented that

the cohesion between the charged dust grains shows an important effect on determining the

electrostatic force required to loft the dust (Hartzell and Scheeres (2011); Hartzell et al.

(2013)). The authors assumed that the charge accumulation follows the Gauss’ Law and

provided a theoretical model which considered the cohesive and the gravitational force

acting on the dust, and be able to calculate the electric field intensity to loft the dust. The

theory in their studies has been validated by the corresponding experiments performed by

the authors.

To identify the equilibrium height of the lofted charged dust, a numerically modeled

nonmonotonic potential sheath was studied by Hartzell and Scheeres (Hartzell and Scheeres

(2013)). Through their study, the authors concluded that the initial velocity which influences

the charged dust lofting is controlled by the dust size. Their study provided a contribution

to the evaluation of the importance of the charged dust lofting.

Except natural loft, the dust can also be lofted by human or construction activities.

Morris et al. studied the dust transport caused by engine plume impingement (Morris et al.

(2016)). According to their study, the dust number density within a 10 m height from lunar

surface will range from 1.0 × 105 to 2.0 × 108 m−3 caused by the plume of one engine

hovering from 3 to 20 m from the lunar surface.

Kuznetsov et al. introduced the development and applications of a software toolkit

called Spacecraft Plasma Interact Software (SPIS) on simulating the electric charging on

lunar dust and lunar lander, and the transport and deposition of the charged dust on the

lander surface (Kuznetsov et al. (2018)). To simulate the dynamics of charged lunar dust, a
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modification called SPIS-DUST can be used to estimate the influence of the lunar lander on

the local electric environment and dust lofting near the lunar surface. The authors presented

that the code can be used to gain a deeper understanding and interpretation of the dust

measurements.

Carroll et al. studied the range of motion of charged dust grains by experimentally

measuring the initial launch velocity associated with the dust size (Carroll et al. (2020)).

According to their studies, the launch velocity is inversely proportional to the dust radius.

For dust simulants with irregular shapes, a large velocity distribution was found even for

dust grains with similar sizes, due to the variable cohesive force between dust grains.

Whereas for regular shaped dust grains (silica microsphere was used as test sample in

their experiments), the greatest launch velocities were tested much lower compared with

irregularly shaped dust. The launch angle was found usually laying between 45◦ and 135◦

relative to the surface. Through their research, the authors concluded that the dust shape

has a considerable effect on dust levitation and transport, due to the various cohesive force

between dust grains and the corresponding electric repulsive force to overcome the cohesive

force.

Rhodes et al. studied the triboelectric charging and grounding of a drill during a

drilling process in the shadow region on the lunar surface (Rhodes et al. (2020)). The

authors gave a first analytic estimation of the accumulated voltage generated by electrical

grounding of the drill bit while drilling on the lunar regolith. According to their studies, the

net voltage caused by triboelectric interaction could be high enough to trigger a potential

hazard for astronauts and electric equipment. In their study, two possible solutions were

provided by the authors: 1) A sun-facing surface outside the shadow region, and 2) A

portable UV ionization lamp. It was concluded that both of these two solutions would work

with disadvantages (requirement of a substantial initial infrastructure setup for sun-facing
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surface, and a power source and an active system for the portable UV lamp). The authors

also pointed out that the triboelectric charging is sensitive to material structure, geology,

geometry, motion and surrounding environment.

The issues due to lunar dust were collected and evaluated by Corazzari et al. (2021).

The adverse effect of lunar dust has become one of the major concerns for lunar exploration

since the first Apollo mission. A series of engineering failures (visual obscuration, false

instrument readings, thermal control problems, etc.) can be caused by lunar dust, due

to its distinct physical-chemistry features. Furthermore, the lunar dust was also found to

be toxic and able to cause health issues to astronauts through inhalation. The urgency of

studying the lunar dust led to the formation of Lunar Airborne Dust Toxicity Advisory Group

(LADTAG) in 2005, organized by NASA. Through their studies, the author concluded that

in order to expand the understanding of the toxicological properties, the designing of next

generation simulant of lunar dust is urgently needed, which should be considering the

long-term exposure of astronauts.

2.3. SUMMARY

We presented a literature review of numerical modelings and analytic approaches

focusing on surface charging, surface-plasma interactions, and dust grain transport dynam-

ics. We introduced the difference between Cartesian and non-Cartesian mesh, and the

reasons and benefits of using Cartesian mesh in this dissertation. We also investigated

the mechanism behind the charged dust levitation and transport within the photoelectron

sheath, and reviewed the studies on dust transport dynamics with considerations of the local

electrostatic environment.
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3. THE FINITE DIFFERENCE PARTICLE IN CELL FRAMEWORK

In this section, the Finite Difference (FD) Particle-in-Cell (PIC) scheme employed

in the our code will be introduced. Specifically, the FD method is applied in the solver code

to solve the PDE problem in each iteration in the simulations, whereas the PIC method is

used in simulating the particle motion and acquiring field information in the computation

domain. In Section 3.1, we will introduce the details of the FD method. In Section 3.2, we

will present the application of the PIC method in the simulations. The combination of these

two methods, which is known as the FD-PIC method, will be discussed in Section 3.3. A

brief summary of the study in this section will be given in Section 3.4.

3.1. FINITE DIFFERENCE SCHEME

The Finite Difference (FD) scheme is one of the most widely used methods in

solving boundary value problems by approximating the derivatives in differential equations

with Finite Difference formulas. The 3-D FD scheme has been extensively used to solve

the 3-D numerical simulation problems due to its flexibility in writing equations and the

compactivity with other functions in existing codes written by different languages. Since we

are using structured meshes to build the computation domain with known lengths between

the mesh nodes, the 3-D FD scheme is considered as an appropriate method for writing the

solver functions in the codes with accepted accuracy.

3.1.1. Governing Equations. In this section, the details of the 3-D FD equations

and their applications in the simulations will be introduced. In our current codes, the

FD method is employed in the solver code to solve the field information, such as electric

potential, electric field, and charge density. The electric potential is obtained from the

electric field by solving the governing equation as shown in Eq. (3.1).
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∮
YE®𝑛𝑑𝐴 = 𝜌𝑉 + 𝜎𝐴 (3.1)

And the electric field can be obtained from the Poisson’s equation derived by Gauss’

Law, which is shown in Eq. (3.2).

E = −∇Φ

∇·E =
𝜌

Y
(3.2)

When expanding Eq. (3.1) with the FD method, we need to consider the effect of

the surface charge and surface area (i.e., the second term on right hand side of Eq. (3.1)).

Specifically, we need to identify the location of the mesh node on which the Poisson’s

equation is solved. The possible locations of the mesh nodes are listed below:

• The mesh node is located inside an object.

• The mesh node is located on the surface of the object.

• The mesh node is located on the intersection of two surfaces of the object.

• The mesh node is located on the vertex of the object.

• The mesh node is located outside the object.

3.1.2. Expansion of Governing Equations. When the mesh node is located inside

or outside the object in the computation domain as shown in Figure 3.1, the expanded

equation of Eq. (3.1) with the Finite Difference method is obtained as Eq. (3.3).
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Figure 3.1. A mesh node located inside the computation domain

− Y𝜙(𝑖−1, 𝑗 ,𝑘)Δ𝑦
2Δ𝑧2 − Y𝜙(𝑖+1, 𝑗 ,𝑘)Δ𝑦

2Δ𝑧2

− Y𝜙(𝑖, 𝑗−1,𝑘)Δ𝑥
2Δ𝑧2 − Y𝜙(𝑖, 𝑗 ,𝑘+1)Δ𝑥

2Δ𝑧2

− Y𝜙(𝑖, 𝑗 ,𝑘−1)Δ𝑥
2Δ𝑦2 − Y𝜙(𝑖, 𝑗 ,𝑘+1)Δ𝑥

2Δ𝑦2

+ 2Y𝜙(𝑖, 𝑗 ,𝑘) (Δ𝑥2Δ𝑦2 + Δ𝑥2Δ𝑧2 + Δ𝑦2Δ𝑧2)

= 𝜌Δ𝑥2Δ𝑦2Δ𝑧2 (3.3)

where Y is the permittivity inside or outside of the object, and 𝜌 is the volume density.

It should be noted that the expanded equation for mesh nodes located inside or

outside of the object are the same, the difference is the permittivity Y in the equation. When

the mesh node is inside the object, the object permittivity Yo should be used in the equation.

When the mesh node is outside the object, the environment permittivity Ye instead should

be used in the equation.

When the mesh node is located on the object surface, the difference of the permit-

tivity between the object and the environment needs to be considered. The surface charge

density should also be taken into account. There are in total three possible conditions for

the mesh node located on the object surface: 1) on X-Y surface of the object; 2) on Y-Z
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Figure 3.2. Mesh node located on X-Y surface

surface of the object; and 3) on X-Z surface of the object. The locations of such mesh

node and the surrounding mesh nodes, which will be used to expand the Finite Difference

equation Eq. (3.1), are shown in Figures 3.2 - 3.4.

Equations (3.4) - (3.6) show the expanded equations for the mesh nodes on X-Y,

Y-Z, X-Z surfaces, respectively.

− (1 + Y)
2

Δ𝑦2Δ𝑧2𝜙(𝑖+1, 𝑗 ,𝑘) −
(1 + Y)

2
Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗+1,𝑘)

− Δ𝑦2Δ𝑧2𝜙(𝑖, 𝑗 ,𝑘+1) + (1 + Y) (Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑧2 + Δ𝑦2Δ𝑧2)𝜙(𝑖, 𝑗 ,𝑘)

− (1 + Y)
2

Δ𝑦2Δ𝑧2𝜙(𝑖−1, 𝑗 ,𝑘) −
(1 + Y)

2
Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗−1,𝑘)

− YΔ𝑥2Δ𝑧2𝜙(𝑖, 𝑗 ,𝑘−1) = Δ𝑥2Δ𝑦2Δ𝑧2𝜌 + Δ𝑥2Δ𝑦2Δ𝑧𝜎 (3.4)
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Figure 3.3. Mesh node located on Y-Z surface

Figure 3.4. Mesh node located on X-Z surface
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− YΔ𝑦2Δ𝑧2𝜙(𝑖+1, 𝑗 ,𝑘) −
(1 + Y)

2
Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗+1,𝑘)

− (1 + Y)
2

Δ𝑦2Δ𝑧2𝜙(𝑖, 𝑗 ,𝑘+1) + (1 + Y) (Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑧2 + Δ𝑦2Δ𝑧2)𝜙(𝑖, 𝑗 ,𝑘)

− Δ𝑦2Δ𝑧2𝜙(𝑖−1, 𝑗 ,𝑘) −
(1 + Y)

2
Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗−1,𝑘)

− (1 + Y)
2

Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗 ,𝑘−1) = Δ𝑥2Δ𝑦2Δ𝑧2𝜌 + Δ𝑥Δ𝑦2Δ𝑧2𝜎 (3.5)

− (1 + Y)
2

Δ𝑦2Δ𝑧2𝜙(𝑖+1, 𝑗 ,𝑘) − YΔ𝑥2Δ𝑧2𝜙(𝑖, 𝑗+1,𝑘)

− (1 + Y)
2

Δ𝑦2Δ𝑧2𝜙(𝑖, 𝑗 ,𝑘+1) + (1 + Y) (Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑧2 + Δ𝑦2Δ𝑧2)𝜙(𝑖, 𝑗 ,𝑘)

− (1 + Y)
2

Δ𝑦2Δ𝑧2𝜙(𝑖−1, 𝑗 ,𝑘) − Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗−1,𝑘)

− (1 + Y)
2

Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗 ,𝑘−1) = Δ𝑥2Δ𝑦2Δ𝑧2𝜌 + Δ𝑥2Δ𝑦Δ𝑧2𝜎 (3.6)

When the mesh node is located on the intersection of two surfaces, the possible

locations for such node are shown in Figures 3.5 - 3.7. Again, we need to consider the

object permittivity and surface charge density for each condition when expanding Eq. (3.1).

The corresponding expanded equations for mesh nodes on X, Y, and Z intersections can be

found in Eqs. (3.7), (3.8), and (3.9), respectively.

− (1
4
Y + 3

4
)Δ𝑦2Δ𝑧2𝜙(𝑖+1, 𝑗 ,𝑘) − Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗+1,𝑘)

− Δ𝑥2Δ𝑦2𝜙(𝑖, 𝑗 ,𝑘+1) + (1 + Y) (Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑧2 + Δ𝑦2Δ𝑧2)𝜙(𝑖, 𝑗 ,𝑘)

− (1
4
Y + 3

4
)Δ𝑦2Δ𝑧2𝜙(𝑖−1, 𝑗 ,𝑘) − (1

2
Y + 1

2
)Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗−1,𝑘)

− (1
2
Y + 1

2
)Δ𝑥2Δ𝑦2𝜙(𝑖, 𝑗 ,𝑘−1) = Δ𝑥2Δ𝑦2Δ𝑧2𝜌 + 1

2
(Δ𝑥2Δ𝑦Δ𝑧2 + Δ𝑥2Δ𝑦2Δ𝑧)𝜎 (3.7)
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Figure 3.5. Mesh node located on X edge

Figure 3.6. Mesh node located on Y edge
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Figure 3.7. Mesh node located on Z edge

− Δ𝑦2Δ𝑧2𝜙(𝑖+1, 𝑗 ,𝑘) − (1
4
Y + 3

4
)Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗+1,𝑘)

− Δ𝑥2Δ𝑦2𝜙(𝑖, 𝑗 ,𝑘+1) + (1 + Y) (Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑧2 + Δ𝑦2Δ𝑧2)𝜙(𝑖, 𝑗 ,𝑘)

− (1
2
Y + 1

2
)Δ𝑦2Δ𝑧2𝜙(𝑖−1, 𝑗 ,𝑘) − (1

4
Y + 3

4
)Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗−1,𝑘)

− (1
2
Y + 1

2
)Δ𝑥2Δ𝑦2𝜙(𝑖, 𝑗 ,𝑘−1) = Δ𝑥2Δ𝑦2Δ𝑧2𝜌 + 1

2
(Δ𝑥Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑦2Δ𝑧)𝜎 (3.8)

− Δ𝑦2Δ𝑧2𝜙(𝑖+1, 𝑗 ,𝑘) − Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗+1,𝑘)

− (1
4
Y + 3

4
)Δ𝑥2Δ𝑦2𝜙(𝑖, 𝑗 ,𝑘+1) + (1 + Y) (Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑧2 + Δ𝑦2Δ𝑧2)𝜙(𝑖, 𝑗 ,𝑘)

− (1
2
Y + 1

2
)Δ𝑦2Δ𝑧2𝜙(𝑖−1, 𝑗 ,𝑘) − (1

2
Y + 1

2
)Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗−1,𝑘)

− (1
4
Y + 3

4
)Δ𝑥2Δ𝑦2𝜙(𝑖, 𝑗 ,𝑘−1) = Δ𝑥2Δ𝑦2Δ𝑧2𝜌 + 1

2
(Δ𝑥Δ𝑦2Δ𝑧2 + Δ𝑥2Δ𝑦Δ𝑧2)𝜎 (3.9)
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When the mesh node is located on the intersection of three surfaces (vertex node)

as shown in Figure 3.8, the expanded equation after taking into account of the permittivity

and the surface charge density is shown in Eq. (3.10). It should be noticed that Eq. (3.10)

is for the vertex node on the intersection of Xmax, Ymax, and Zmax surfaces, the expanded

equations on other vertex nodes are different, however can be obtained in a similar way.

Figure 3.8. Mesh node on object vertex

− Δ𝑦2Δ𝑧2𝜙(𝑖+1, 𝑗 ,𝑘) − Δ𝑥2Δ𝑧2𝜙(𝑖, 𝑗+1,𝑘) − Δ𝑥2Δ𝑦2𝜙(𝑖, 𝑗 ,𝑘+1)

+ (7
4
Δ𝑥2Δ𝑦2 + Y

1
4
Δ𝑥2Δ𝑦2 + 7

4
Δ𝑥2Δ𝑧2 + Y

1
4
Δ𝑥2Δ𝑧2 + 7

4
Δ𝑦2Δ𝑧2

+ Y
1
4
Δ𝑦2Δ𝑧2)𝜙(𝑖, 𝑗 ,𝑘) + (−3

4
Δ𝑦2Δ𝑧2 − Y

1
4
Δ𝑦2Δ𝑧2)𝜙(𝑖−1, 𝑗 ,𝑘)

+ (−3
4
Δ𝑥2Δ𝑧2 − Y

1
4
Δ𝑥2Δ𝑧2)𝜙(𝑖, 𝑗−1,𝑘) + (−3

4
Δ𝑥2Δ𝑦2

− Y
1
4
Δ𝑥2Δ𝑦2)𝜙(𝑖, 𝑗 ,𝑘−1) = Δ𝑥2Δ𝑦2Δ𝑧2𝜌 + 1

2
(Δ𝑥2Δ𝑦Δ𝑧2 + Δ𝑥Δ𝑦2Δ𝑧2)𝜎 (3.10)
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3.2. PARTICLE-IN-CELL SCHEME

In this dissertation, a standard numerical scheme called Particle-in-Cell (PIC) is uti-

lized to simulate the transport dynamics of the charged particles. With the PIC scheme, the

field information and particle trajectories in the simulations can be solved self-consistently.

The computation domain is consist of Cartesian mesh cells with certain dimensions. The

charge information from each charged particle is stored on the surrounding mesh nodes,

which will then be used in the solver code to calculate field information, such as electric

potential, electric field, and electrostatic force.

3.2.1. Charge Scatter. The quantity of the net charge stored on the mesh nodes

are scaled with the consideration of the length between the particle and the mesh node, as

well as the total number of the injected simulation particles, to ensure the calculated field

information are not affected by the absolute quantity of injected particles in each iteration.

The description of the scaling process is shown in Figure 3.9(b).

A sketch to describe the PIC charge scattering process in a 2-D scheme is shown in

Figure 3.9(a). The total charge of a particle (located at N(𝑥, 𝑦)) is represented by the area

of the cell, 𝐴1 = 𝑙𝑥 · 𝑙𝑦. The charge quantity that stored on each surrounding mesh node is

scaled by the ratio of the square area on the opposite direction of the particle to the total

area of the mesh cell. e.g., in Figure 3.9(a), the total charge of the particle located at N(𝑥, 𝑦)

is represented by 𝐴1, the charge that should be distributed to the node N(𝑖, 𝑗) is calculated

as 𝜌𝑖, 𝑗 = 𝑎𝑖, 𝑗/𝐴1 where 𝑎𝑖, 𝑗 = (𝑥𝑖+1 − 𝑥) (𝑦 𝑗+1 − 𝑦).

3.2.2. Field Solve. After the charge from all simulation particles has been stored on

the mesh nodes, the solver code will be ran to solve the field information (electric potential,

electric field, etc.) on the mesh nodes by solving the Poisson’s equation. The FD scheme

introduced in Section 3.1 was employed to build the solver code. The details of the field

solving process will be introduced below in Section 4.2.
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(a) 2-D Scheme

(b) 3-D Scheme

Figure 3.9. The scatter process in a PIC loop
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Figure 3.10. A complete PIC loop

3.2.3. Force Gather. The motion of the charged particles inside the computation

domain depends on the forces acting on the particles, including gravity and electrostatic

force. While the gravity acting on each particle is constant through the simulation, the

electrostatic force is determined by the net charge on the particle and the surrounding

electric field. Therefore, after obtaining the field information in the computation domain,

the electric field quantity on mesh nodes will be gathered to the charged particles located

inside the mesh to calculate the specific electrostatic force.

3.2.4. Particle Push. The acceleration in each direction of the particle will then be

calculated through the electrostatic force, and the distance in each direction that the particle

will move in an iteration can be determined with the time step 𝑑𝑡.

3.2.5. PIC Loop. In each iteration of the numerical simulation, a complete PIC

loop will run to obtain the field quantities self-consistently. A complete PIC loop is consist

of the steps introduced above, which is Charge Scatter, Field Solve, Force Gather, and

Particle Push. The procedure of a complete PIC loop are presented in Figure 3.10.
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3.3. THE FD-PIC METHOD

The fully kinetic simulation code used in this dissertation combines the FD and

PIC methods. The FD method is applied in the solver code, used to solve the Poisson’s

equation in each iteration. The PIC method is applied to resolve the transport dynamics of

the particles.

3.3.1. FD Solver. To obtain the electric potential and electric field in the computa-

tion domain, the Preconditioned Conjugate Gradient (PCG) method was used in the solver

code to solve the Poisson’s equation on each mesh node in each time step in the simulations.

A description of the procedure of the PCG solver is shown in Eq. (3.11), where 𝑟 is the

residual; 𝐶 is the preconditioner matrix; and 𝑡 is the preset tolerance. 𝑟 will be compared

with 𝑡 in each loop iteration, and the loop will stop once it satisfies the convergence criterion

( 𝑟 < 𝑡 ).

3.3.2. The FD-PIC Flowchart. The whole procedure of the FD-PIC simulation

are presented in the flowchart in Figure 3.11. At the beginning of the simulation, the

electrostatic environment conditions will be set up, including the boundary conditions,

convergence criterion, and physical parameters. Then the iteration of the PIC loop will start

running until the result reaches the steady state or the total iteration number reaches the

preset limit iteration number. The data of the quantities of interest will be generated every

certain iterations.
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Choose the initial value of x0

𝑟0 = 𝑏 − 𝐴𝑥0

𝑧0 = 𝐶−1𝑟0

𝑑0 = 𝑧0

Start the PCG loop

𝑎𝑘 =
𝑟𝑇
𝑘
𝑧𝑘

𝑑𝑇
𝑘
𝐴𝑑𝑘

𝑥𝑘+1 = 𝑥𝑘 + 𝑎𝑘𝑑𝑘

𝑟𝑘+1 = 𝑟𝑘 − 𝑎𝑘𝐴𝑑𝑘

𝑧𝑘+1 = 𝐶−1𝑟𝑘+1

𝛽𝑘+1 =
𝑟𝑇
𝑘+1𝑧𝑘+1

𝑟𝑇
𝑘
𝑧𝑘

𝑑𝑘+1 = 𝑧𝑘+1 + 𝛽𝑘+1𝑑𝑘

where 𝑘 = 0, 1, 2, ...

Stop loop when 𝑟 < 𝑡 (3.11)

3.4. SUMMARY

In this section, we introduced the FD-PIC code we used for the simulations. We

presented the FD method which applied in the solver code to solve the PDE problem in

each iteration in the simulations. Specifically, Poisson’s equation is solved through FD

method to obtain the electrostatic environment information in the computation domain in

each iteration, then the electrostatic environment information is used to govern the motions

of the charged particles, including solar wind electrons, solar wind ions, photoelectrons,

and charged dust grains. The PCG method is applied in our code to solve the governing

equations.
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Figure 3.11. The FD-PIC simulation flowchart
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We also presented the PIC method which is used to simulate the particle motions

through steps including Charge Scatter, Field Solve, Force Gather, and Particle Push. With

the combination of the FD and PIC methods, our code is able to resolve the electrostatic

environment near the lunar surface self-consistently.
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4. CODE VALIDATION

In this section, we will introduce the details of the setup of the simulations, and

the derivation of the 1-D semi-analytic model of the photoelectron sheath. We will also

validate the code by comparing the simulation results with the 1-D semi-analytic solutions.

In Section 4.1, we will introduce the particle loading and injection. In Section 4.2, we will

test the field solver in the code. In Section 4.3, we will show the details of the derivation

of the 1-D semi-analytic model. And in Section 4.4, we will present the validation of the

FD-PIC code and show the influence of the drifting electrons. A brief summary of this

section will be given in Section 4.5.

4.1. PARTICLE LOADING AND INJECTION

In this section, we will introduce the particle loading and injection in our simulations.

Specifically, we will present the velocity distribution of electrons, the velocity sampling

methods, and the verification of the particle loading and injection.

4.1.1. Velocity Distribution. For pre-loaded solar wind electrons in the computa-

tion domain, we considered both Maxwellian and Kappa velocity distribution and compared

the difference between these two distributions. If the computation domain contains the sur-

face with “inject” boundary conditions, meaning that a certain number of particles will

be injected into the computation domain in each iteration, we will also need to sample

the injected particles. In the simulations we used the Acceptance-Rejection approach to

generate different distributions. The algorithm of the Acceptance-Rejection approach is

shown in Eq. (4.1), where 𝑊 is the width of the interval of the generated velocity; 𝑓 (𝑣) is

the probability function of the velocity; 𝑅𝑖 is a uniform set of random numbers between 0

and 1; 𝑣th is the thermal velocity; and 𝑣d is the drifting velocity.
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𝑟 = 2𝑊 · 𝑅1 −𝑊

IF 𝑟 − 𝑣d
𝑣th

<= 0

GO TO THE BEGINNING

ELSE

𝑠𝑜𝑙 =
(𝑟 − 𝑣d

𝑣th
) 𝑓 (𝑟 − 𝑣d

𝑣th
)

𝑔

IF 𝑠𝑜𝑙 <= 𝑅2

GO TO THE BEGINNING

ELSE

𝑣𝑎 = 𝑟 · 𝑣th

END (4.1)

4.1.1.1. Maxwellian distribution. There are two species of electrons considered in

the 1-D semi-analytic model: the solar wind electrons from the ambient plasma and the pho-

toelectrons emitting from the lunar surface. In the Maxwellian distribution cases, we assume

that both of the two electron populations follow the Maxwellian distribution. Particularly,

the photoelectrons emitting from the lunar surface are approximated as Maxwellian due

to the following reasons: 1) The energy distribution of photoelectrons can be complicated

because it is related to a number of parameters including work function, quantum yield,

photon energy, and the corresponding photon numbers. The quantum yield, which decides

the energy distribution, has a large range of uncertainty (Popel et al. (2014)). 2) According

to Popel et al. (2013), when neglecting the effects of the photoelectrons generated from

the lofted lunar dust grains, the velocity distribution of photoelectrons at the lunar surface

can be approximated by the Maxwellian distribution. Therefore, in this dissertation, we

have limited the photoelectron species to those originated from the lunar surface in order to

derive the 1-D semi-analytic model.
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It is noted here that although photoelectrons originated from surfaces of dust grains

exist in the sheath as well (Popel et al. (2013)), it is not easy to determine the magnitude of

such influence due to the large uncertainty of concentration of dust grains above the lunar

surface and the number of generated photoelectrons (Popel et al. (2014)). In addition, it was

found that the concentration of lofted dust grains is considerable only in the region of about

2 m above the lunar surface, which is much smaller than the scale of the photoelectron sheath

considered here (tens of meters). Therefore, the influence of photoelectrons originated from

dust grains is neglected in the sheath model.

The unperturbed solar wind electrons follow the 1-D drifting Maxwellian velocity

distribution as in Eq. (4.2), whereas the unperturbed photoelectrons originating from the

lunar surface follow the 1-D stationary Maxwellian velocity distribution as in Eq. (4.3):

𝑓swe(𝑣) =
1

√
𝜋𝑣th

exp
[
− (𝑣 − 𝑣d)2

𝑣th2

]
(4.2)

𝑓phe(𝑣) =
1

√
𝜋𝑣th

exp
(
− 𝑣2

𝑣th2

)
(4.3)

where 𝑣th =
√︁

2𝑘𝑇/𝑚 is the thermal velocity (𝑘 is the Boltzmann constant) and 𝑣d is the

drifting velocity.

In order to obtain the velocity distribution as a function of the distance from the

lunar surface, we apply the conservation of energy along 𝑧-direction as in Eq. (4.4):

1
2
𝑚𝑣2

𝑧 (𝑧) − 𝑒𝜙(𝑧) =
[
1
2
𝑚𝑣2

𝑧 − 𝑒𝜙

]
𝑗

(4.4)

where 𝜙(𝑧) is the electric potential at position 𝑧, and the right-hand side should be evaluated

at the location of electron origin (denoted by 𝑗), i.e., 𝑗 = ∞ for ambient solar wind electrons

and 𝑗 = 0 for photoelectrons. Solving for 𝑣𝑧 at electron origin from Eq. (4.4), one can get:

𝑣2
𝑧

��
𝑗
= 𝑣2

𝑧 (𝑧) −
2𝑒
𝑚

[
𝜙(𝑧) − 𝜙 | 𝑗

]
(4.5)
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where the vertical bar denotes “evaluated at” as in Eq. (4.4). Therefore, the distribution

functions in Eq. (4.2) and Eq. (4.3) at any position along 𝑧 will be rewritten as Eq. (4.6)

and Eq. (4.7), respectively.

𝑓swe(𝑧, 𝑣) =
1

√
𝜋𝑣th

exp
[
− (𝑣 − 𝑣d)2

𝑣th2

]
exp

[
𝑒(𝜙(𝑧) − 𝜙∞)

𝑘𝑇

]
(4.6)

𝑓phe(𝑧, 𝑣) =
1

√
𝜋𝑣th

exp
(
− 𝑣2

𝑣th2

)
exp

[
𝑒(𝜙(𝑧) − 𝜙0)

𝑘𝑇

]
(4.7)

4.1.1.2. ^-distribution. According to the measurements data of the solar wind,

the velocity of the solar wind electrons can be better described by ^-distribution than

Maxwellian (Christon et al. (1989, 1988); Halekas et al. (2005b); Slavin et al. (1985);

Vasyliunas (1971)). Thus in this assumption, we consider that the solar wind electrons are

following ^-distribution. Except the velocity distribution, the other parameters are all kept

the same as those in the last assumption.

The analytic expression of the 1-D stationary ^-distribution is shown in Eq. (4.8),

and in Eq. (4.9) when considering the drifting velocity.

𝑓^ (𝑣) =
1

√
𝜋\^

3
2

Γ(^ + 1)
Γ(^ − 1

2 )

(
1 + 𝑣2

^\2

)−^
(4.8)

𝑓^ (𝑣) =
1

√
𝜋\^

3
2

Γ(^ + 1)
Γ(^ − 1

2 )

[
1 + (𝑣 − 𝑣d)2

^\2

]−^
(4.9)

where ^ is the spectral index, 𝑣d is the drifting velocity, 𝑣th is the thermal velocity, and \ is

expressed as in Eq. (4.10) (Summers and Thorne (1991)).

\ =

√︄
(2^ − 3)𝑣2

th
2^

(4.10)
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In most situations (including the average solar wind conditions that we focused on in

this dissertation), the Maxwellian distribution can describe the physical velocity distribution

of electrons (both solar wind electrons and photoelectrons) quiet well, therefore in order

to compare the simulation results with analytic solutions, we only derive the semi-analytic

solutions following the Maxwellian distribution in this dissertation.

4.1.2. Velocity Sampling for Loaded Particles. In FD-PIC simulations, a certain

amount of particles representing solar wind protons and electrons will be pre-loaded into

the computation domain. These particles are called “loaded particles”. In this dissertation,

we considered two velocity distributions, Maxwellian and ^-distribution, for the pre-loaded

particles.

4.1.2.1. Loaded Maxwellian. The approach to generate sample velocities that fol-

lowing Maxwellian distribution for loaded particles can be found in Birdsall and Langdon

(2018). It involves a work directly with a set of uniform random numbers between 0 and 1.

The equation that used to generate a random Maxwellian distribution is shown below:

𝑣𝑀 = 𝑣𝑡

( 𝑁∑︁
𝑖=1

·𝑅𝑖 −
𝑁

2

)
·
(
𝑁

12

)−0.5
(4.11)

where 𝑣th is the thermal velocity; 𝑅𝑖 is a uniform set of random numbers between 0 and

1; 𝑁 = 12; 𝑣𝑀 is the generated velocity that follow Maxwellian distribution; and 𝑣d is the

drifting velocity.

4.1.2.2. Loaded ^-distribution. The approach to sample the velocities of loaded

particles for ^-distribution is as follows (Abdul and Mace (2014)), where 𝑅1 and 𝑅2 are

random numbers uniformly taken between 0 and 1; ^ is the ^-distribution coefficient; 𝑣th is

the thermal velocity; and 𝑣d is the drifting velocity.
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\ =

√︄
(2^ − 3)𝑣2

th
2^

𝑎1 =

√︂
(2^ − 1)

(
𝑅

−2
(2^−1)
1 − 1

)
cos(2𝜋𝑅2)

𝑎2 =

√︄
^\2

(2^ − 1)

𝑣^ = 𝑣d + 𝑎1 · 𝑎2 (4.12)

To validate the accuracy of (4.12), we compared the probability distribution of the

generated velocities with the analytic expression. Figure 4.1 shows an example of the

comparisons of the loaded particle velocities (^-distribution). In this case, both electrons

(stationary) and ions (drifting, 𝑣d/𝑣th = −3.0) are considered thermal (to compare with

the analytic distribution function). In addition to the approach introduced in Abdul and

Mace (2014), we also used the Accept-Reject approach to sample the velocities for loaded

particles and compared with the analytic expression on the same plot. Both comparisons

show good agreement.

Figure 4.1. The comparison between the generated velocities and the calculated velocities
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4.1.3. Velocity Sampling for Injected Particles. Within each PIC step, the parti-

cles representing ambient solar wind protons and electrons, and photoelectrons are injected

into the computation domain from the corresponding domain boundaries. When the drift-

ing velocity is taken into account, we will need to consider the one-sided velocity at these

boundaries.

Figure 4.2 shows the theoretical profiles of the probability distribution of the one-

sided velocity for a case of 𝑣d < 0, where Figure 4.2(a) shows the overall probability

distribution; Figure 4.2(b) shows the probability distribution of the velocity along 𝑧; and

Figure 4.2(c) shows the probability distribution of the velocity along -𝑧. As it shows, the

distribution profiles of the velocity have different shapes for positive and negative velocities.

This difference will affect the value of the one-sided velocity, < 𝑣 >+ and < 𝑣 >−, which

are calculated below. This one-sided velocity will be used to calculate the total number of

the injected particles in PIC simulations.

Again, we used the Acceptance-Rejection approach to sample the one-sided veloci-

ties for injected particles in the code.

4.1.3.1. Injected Maxwellian. To create Maxwellian distribution for injected par-

ticles, we need to consider whether the particles are stationary or drifting. For stationary

particles, the one-sided velocity can be obtained by Eq. (4.13).

< 𝑣 >+ = < 𝑣 >− =
𝑣th

2
√
𝜋

(4.13)

where 𝑣th is the thermal velocity.

For drifting particles, the one-sided velocity can be obtained by Eqs. (4.14) and

(4.15).

< 𝑣 >+ =
1
2

{
𝑣th√
𝜋

exp
(
−

𝑣2
d

𝑣2
th
+ 𝑣d

[
1 + erf

(
𝑣d
𝑣th

)]}
(4.14)
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(a) Drifting velocity profile

(b) Velocity profile along 𝑧

(c) Velocity profile along -𝑧

Figure 4.2. The sketch of the probability distributions of the one-sided velocity

< 𝑣 >− = −1
2

{
𝑣th√
𝜋

exp
(
−

𝑣2
d

𝑣2
th
+ 𝑣d

[
erfc

(
𝑣d
𝑣th

)]}
(4.15)

where 𝑣d is the drifting velocity.



44

4.1.3.2. Injected ^-distribution. The equation to obtain the one-sided velocities

for stationary particles that following ^-distribution is shown in Eq. (4.16).

< 𝑣 >+ = < 𝑣 >− = 𝑐1

[
− 𝑐2

1
(1 − ^)

]
(4.16)

𝑐1 =
1

√
𝜋^

3
2 \

Γ(^ + 1)
Γ(^ − 1

2 )

𝑐2 =
^\2

2(1 − ^) (1 + 𝑣d
2

^\2 )
1−^ (4.17)

where ^ is the ^-distribution coefficient.

For the drifting particles, the equations to obtain the one-sided velocities are shown

in Eqs. (4.18) and (4.19).

< 𝑣 >+ =

∫ ∞

0
𝑣 𝑓^ (𝑣) 𝑑𝑣

= 𝑐1

{
(𝑣 − 𝑣d) 2𝐹1

[1
2
, ^;

3
2

;− (𝑣 − 𝑣d)2

^\2

]}�����∞
0

(4.18)

< 𝑣 >− =

∫ 0

−∞
𝑣 𝑓^ (𝑣) 𝑑𝑣

= 𝑐1

{
(𝑣 − 𝑣d) 2𝐹1

[1
2
, ^;

3
2

;− (𝑣 − 𝑣d)2

^\2

]}�����0
−∞

(4.19)

where 2𝐹1 [𝑎, 𝑏; 𝑐; 𝑧] is the hypergeometric function.

Here we use an example to show the distribution profiles of the one-sided velocities.

Figure 4.3 shows the one-sided velocities for stationary electrons and drifting ions along 𝑧

and -𝑧. For stationary electrons in this example, the velocity distribution is symmetric with

respect to the 𝑣𝑧 = 0, which results in < 𝑣 >+ = < 𝑣 >−. However, if the drifting velocity
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is not zero, < 𝑣 >+ ≠ < 𝑣 >−. Figure 4.4 shows all the one-sided velocities in one plot

for comparison. Figure 4.5 and Figure 4.6 show the loaded and injected particle velocities

following the Maxwellian and ^-distribution, respectively.

(a) Along 𝑧

(b) Along -𝑧

Figure 4.3. One-sided velocities for stationary electrons and drifting ions
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Figure 4.4. One-sided velocities for stationary electrons and drifting ions, plotted together

4.1.4. Verification of Particle Loading and Injection. In order to accurately sam-

ple the velocities for loaded and injected particles, we conducted a “test run” of particle

loading/injection in the FD-PIC code without updating particles’ velocities, thus all parti-

cles were moving through the simulation domain with their sampled velocities. In this “test

run”, the boundary condition of both the bottom and the top surfaces of the computation

domain were set as “ambient inject”, which means the particles were injected from both the

bottom surface (velocity distribution follows Figure 4.6(a)), and the top surface (velocity

distribution follows Figure 4.6(b)). The solar wind electrons were considered as station-

ary with 𝑣th = 1.0, and the solar wind ions were considered as thermal and drifting with

𝑣th = 1.0 and 𝑣d/𝑣th = −3.0. In total 60,000 simulation particles (30,000 electrons and

30,000 ions) were pre-loaded into the computation domain as the initial condition, another

100 electrons and ions were injected into the 2 × 2 × 200 computation domain in each time

step (dt = 0.002, mesh size = 0.1). The simulation ran about 100 steps, the wall clock time

was about 3 seconds. With a correct sampling method, the velocities of loaded and injected

particles should follow the ^-distribution at any time.
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(a) Particle injected along 𝑧

(b) Particle injected along -𝑧

Figure 4.5. Maxwellian

Figure 4.7 shows the velocity distribution functions of both ions and electrons at two

time steps (𝑡 = 0 and 𝑡 = 100). The analytic solutions were also included for comparison

on each of the plots. It can be seen from the comparison that, both the loaded and the

injected particle velocities show good agreement with the analytic distribution at different

time steps, which verifies the sampling method.
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(a) Particle injected along 𝑧

(b) Particle injected along -𝑧

Figure 4.6. ^-distribution, ^ = 4.5

It is noted here that in PIC simulations, we only set the top (𝑍max) surface of the

computation domain as “ambient inject” (the top surface is considered as the infinity area,

and the bottom surface is considered as the lunar surface), hence the distribution function

of the injected particle velocities will follow the profile as shown in Figure 4.5(b) for

Maxwellian, and Figure 4.6(b) for ^-distribution.
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(a) Loaded electrons and ions at t = 0

(b) Injected electrons and ions at t = 100

Figure 4.7. Distribution of loaded and injected electrons and ions

4.2. FIELD SOLVING

In this section, we will verify the accuracy of the solver code with some testing

cases. All these testing cases are in 1-D condition, since the semi-analytic solutions can

only be obtained for 1-D situations.
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4.2.1. Potential Profile Without Plasma. We hardwired the object permitivity Y in

this case, in order to obtain the potential profile in the computation domain without charged

particles. In this situation, the analytic solutions used for comparisons can be calculated,

and the shape of the potential profile should be a straight line due to the completely neutral

electric field.

4.2.1.1. Without object. We did not consider the influence of the object to the

potential profiles in this case, so there were no object in the computation domain. The

size of the computation domain is 2×2×200 PIC cells, we collected the data on the central

line along 𝑧 in order to simulate the 1-D situation. The bottom surface of the computation

domain is considered as the lunar surface, whereas the top surface is considered as infinity.

The computation domain is shown in Figure 4.8.

Figure 4.8. Computation domain

The boundary condition at the top surface is 𝜙 = 0, and the boundary condition at

the bottom surface is 𝜕𝜙

𝜕𝑧
= 0. To obtain the analytic solution, it is needed to specify the

surface charge density on the lunar surface. We set the surface density to be 5.0 and 10.0
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in the testing cases. Then the analytic solution of the potential profile can be obtained with

Eq. (4.20). According to the assumed boundary conditions, Eq. (4.20) can be written as

Eq. (4.21).

𝜙(𝑧) = 𝑎 · 𝑧 + 𝑏 (4.20)

𝑎 × 20.0 + 𝑏 = 0

− (−𝑎 · Y) = −5 (4.21)

Then the analytic expression of the potential profile in this case was obtained as Eq.

(4.22).

𝜙(𝑧) = −5 · 𝑧 + 100 (4.22)

Figure 4.9 shows the comparison between the analytic solution and the simulation,

It can be seen that the results agree well with each other, validating the accuracy of the code.

Figure 4.9. Comparison between analytic and numerical solutions with 𝜎 = 5
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In another case, the surface density was set as 10.0, the analytic expression is shown

in Eq. (4.23). The comparison of the potential between the analytic solution and the

simulation is shown in Figure 4.10. Again, the agreement is well, indicating the code is

accurate.

𝜙(𝑧) = −10 · 𝑧 + 200 (4.23)

Figure 4.10. Comparison between analytic and numerical solutions with 𝜎 = 10

In order to validate the code for 3-D simulations, we need to test the results in all

directions. The computation domains of these testing cases are shown in Figures 4.11, 4.12,

and 4.13. The comparisons of potential between simulations and analytic solutions in these

testing cases are shown in Figures 4.14, 4.15, and 4.16. It can be seen that the agreements

between the analytic solutions and the simulations are very well for all testing cases.
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Figure 4.11. Computation domain in 𝑧 direction

Figure 4.12. Computation domain in 𝑦 direction
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Figure 4.13. Computation domain in 𝑥 direction

Figure 4.14. Potential along 𝑧 without object
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Figure 4.15. Potential along 𝑦 without object

Figure 4.16. Potential along 𝑥 without object
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4.2.1.2. With object. In the next test, we considered an object located inside the

computation domain. The existence of the object with a different permitivity influences the

electrostatic environment inside the computation.

In this case, the position of the object surface is 𝑧 = 2.0, the computation domain is

2×2×200 PIC cells, the boundary condition at the top surface is 𝜙 = 0, and the boundary

condition at the bottom surface is 𝜕𝜙

𝜕𝑧
= 0. The object permitivity is Y2 = 4.0, the surface

density on the object surface is kept as 𝜎 = 5.0. The computation domain is shown in

Figure 4.17.

Figure 4.17. The computation domain with object surface

The analytic expression of the potential profile is listed below:

𝜙(𝑧) = 𝑎 · 𝑧 + 𝑏 (4.24)
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Since there are two subareas in this computation domain, we need two equations to

solve the two unknowns of the entire potential profile. The two equations used in this case

are listed in Eq. (4.25).

𝜙1(𝑧) = 𝑎1 · 𝑧 + 𝑏1

𝜙2(𝑧) = 𝑎2 · 𝑧 + 𝑏2 (4.25)

The analytic expression of the potential profile will then be obtained as Eq. (4.26)

with the assumed boundary conditions.

𝑎1 × 20.0 + 𝑏1 = 0

𝑎1 × 2.0 + 𝑏1 = 𝑎2 × 2.0 + 𝑏2

𝑎2 × 2.0 + 𝑏2 = 𝑎2 × 0.0 + 𝑏2

−(−𝑎1 · Y1 − 𝑎2 · Y2) = −5 (4.26)

The solution of Eq. (4.26) is:

𝑎1 = −5

𝑏1 = 100

𝑎2 = 0

𝑏2 = 90 (4.27)

Then we can obtain the analytic solutions as shown in Eq. (4.28).

𝜙1(𝑧) = −5 · 𝑧 + 100 (20.0 ≥ 𝑧 ≥ 2.0)

𝜙2(𝑧) = 90 (2.0 ≥ 𝑧 ≥ 0.0) (4.28)
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Figure 4.18 shows the good agreement of the potential obtained with analytic cal-

culations and simulations, validating the accuracy of the code.

Figure 4.18. Comparison between analytic and numerical solutions with object surface
when 𝜎 = 5

Again, to validate the accuracy of the code in 3-D simulations, we need to test the

code in all directions. The computation domains for all directions are shown in Figures

4.19, 4.20, and 4.21. Comparisons of potential profiles between analytic solutions and

simulations for all testing cases are shown in Figures 4.22, 4.23, and 4.24. Again, the

agreements are very well.

4.2.2. Potential Profile With Plasma. After validating the code for the situations

without plasma, here we will need to continue testing the accuracy of the code for situations

with plasma. In this section, we will also consider two scenarios, one with no object inside

the computation domain, the other one with an object located on the surface.
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Figure 4.19. Computation domain in 𝑧 direction with object

Figure 4.20. Computation domain in 𝑦 direction with object
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Figure 4.21. Computation domain in 𝑥 direction with object

Figure 4.22. Potential along 𝑧 with object
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Figure 4.23. Potential along 𝑦 with object

Figure 4.24. Potential along 𝑥 with object
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4.2.2.1. Without object. In this case, the dimension of the computation domain

is 2×2×200 PIC cells, the surrounding boundaries are all “periodic” boundaries, which

means once the particles travel across the boundary, it will enter the computation domain

from the opposite boundary, so the computation domain can be used to represent a larger

area. The solar wind electrons and ions are injected from the top surface, since in reality

the thermal velocity of the solar wind electrons is much larger than the solar wind ions,

in this simulation, the solar wind ions can be considered “cold” (no thermal velocity) and

the drafting velocity is dominant on the dynamics of ions. In the simulation, in total

200,000 simulation particles (100,000 solar wind electrons and 100,000 solar wind ions)

were pre-loaded into the computation domain as the initial condition, another 100 solar

wind electrons and 100 solar wind ions were injected into the computation domain in each

time step (dt = 0.01). The simulation ran about 50,000 steps, which was about 250 seconds

in physical units. The wall clock time was about 1 hour.

Figure 4.25. Potential along 𝑧 without object
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The comparisons of potential profile between analytic solutions and simulations can

be seen in Figures 4.25 - 4.27. From the comparisons we can see that the simulations agree

with the analytic solutions very well, which validated the accuracy of the codes.

Figure 4.26. Potential along 𝑦 without object

4.2.2.2. With object. In this section, we will consider a scenario with a cubic object

located on an even lunar surface. Since this is a 1-D condition, only the top surface of the

object is presented in the computation domain. Again, all surrounding boundaries were

considered as “periodic”, the top surface of the object was an “absorb” boundary, meaning

that once the particle hits this surface, it will be absorbed by the surface and the carried

charge will accumulate on the surface. The dimension of the domain was still 2×2×200 PIC

cells, the size of the object was 2×2×2 PIC cells, the permittivity of the object was 4.0, the

solar wind electrons and ions were injected from the top surface of the computation domain.

In total 200,000 simulation particles (100,000 solar wind electrons and 100,000 solar wind

ions) were pre-loaded into the computation domain as the initial condition, another 100

solar wind electrons and 100 solar wind ions were injected into the computation domain in

each time step (dt = 0.01). The simulation ran about 50,000 steps, which was about 250

seconds in physical units. The wall clock time was about 1 hour.
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Figure 4.27. Potential along 𝑥 without object

Figure 4.28. Potential along 𝑧 with object surface
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Figure 4.29. Potential along 𝑦 with object surface

The comparisons of potential profile between simulations and analytic solutions

in three directions are shown in Figures 4.28 - 4.30. The good agreements validated the

accuracy of the codes.

Figure 4.30. Potential along 𝑥 with object surface
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4.3. DERIVATION OF THE 1-D SEMI-ANALYTIC MODEL

In order to investigate the 1-D photoelectron sheath configuration near the lunar

surface, we derived a 1-D semi-analytic model to obtain the profiles of quantities of interest

as functions of the distance from the lunar surface. The semi-analytic model derived in this

section will also be used to validate the FD-PIC code.

In this dissertation, the plasma species include the drifting solar wind protons and

electrons, as well as photoelectrons emitted from the lunar surface. It is noted here that

although the semi-analytic solution is not explicit, it is numerically solvable and thus called

“semi-analytic”, which also distinguishes itself from the solution with the FD-PIC code.

The derivation process of the governing equations is presented in the following

sections. The extensions of each equation can be seen in Appendix A.

4.3.1. Number Densities. The densities of each population of electrons are given

in Eq. (4.29).

𝑛swe,f (𝑧) =
∫ ∞

𝑣m

𝑛swe,∞ 𝑓 (𝑣)d𝑣

𝑛phe,f (𝑧) =
∫ ∞

𝑣m

𝑛phe,0 𝑓 (𝑣)d𝑣

𝑛swe,r(𝑧) = 2
∫ 𝑣m

0
𝑛swe,∞ 𝑓 (𝑣)d𝑣

𝑛phe,c(𝑧) = 2
∫ 𝑣m

0
𝑛phe,0 𝑓 (𝑣)d𝑣 (4.29)

where 𝑛swe,f , 𝑛phe,f , 𝑛swe,r, and 𝑛phe,c represent the densities of free solar wind electrons, free

photoelectrons, reflected solar wind electrons, and captured photoelectrons, respectively;

𝑛swe,∞ and 𝑣swe,th are density at infinity and thermal velocity of solar wind electrons;

𝑛phe,0 and 𝑣phe,th are density at the surface and thermal velocity of photoelectrons; 𝑣m =√︁
2𝑒(𝜙(𝑧) − 𝜙m)/𝑚swe is the minimum velocity required to travel over the potential barrier;

The ion density is obtained from continuity as in Eq. (4.30):
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𝑛swi(𝑧) =
𝑛swi,∞𝑣swi,∞
𝑣swi(𝑧)

(4.30)

where 𝑛swi,∞ and 𝑣swi,∞ are density and velocity of solar wind ions at infinity, respectively.

Therefore, Poisson’s equation which will be utilized to calculate the potential can

be written as Eq. (4.31):

d2𝜙

d𝑧2 = − 𝑒

Y0

[
𝑛swi(𝑧) − 𝑛swe,f (𝑧) − 𝑛swe,r(𝑧) − 𝑛phe,f (𝑧) − 𝑛phe,c(𝑧)

]
(4.31)

where Y0 is the vacuum permittivity.

4.3.2. Charge Neutrality at Infinity. We assume the total charge density at infinity

is zero in the sheath model, which can be described as Eq. (4.32):

𝑛swe(∞) + 𝑛phe(∞) − 𝑛swi(∞) =

𝑛swe,f (∞) + 𝑛swe,r(∞) + 𝑛phe,f (∞) − 𝑛swi(∞) = 0 (4.32)

4.3.3. Net Current Neutrality at Infinity. We assume there is no net current flow

at infinity when the photoelectron sheath reaches the steady state. The zero current density

at infinity can be expressed as Eq. (4.33):

𝐽swe,f (∞) + 𝐽phe,f (0) − 𝐽swi(∞) = 0 (4.33)

It is noted here that the reflected solar wind electrons and the captured photoelectrons

have no contribution to the net current at infinity because they both have counterparts

traveling in opposite directions.
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4.3.4. Electric Field Neutrality at Infinity. Specifically for Type A, there is a

minimum potential 𝜙m at a distance above the surface 𝑧m (Figure 1.2). Therefore, we need

another equation to solve it. This additional equation can be obtained from the condition of

zero electric field at infinity. The electric field in 𝑧-direction can be obtained by integrating

Poisson’s equation Eq. (4.31).

∇ · E =
𝜌

Y0
(4.34)

E = −∇𝜙 (4.35)

Applying Gauss’ Law as shown in Eqs. (4.34) and (4.35), we can obtain the

equations for electric field as shown in Eq. (4.36).

𝐸2
swe,f (𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛swe,fd𝜙

𝐸2
phe,f (𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛phe,fd𝜙

𝐸2
swe,r(𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛swe,rd𝜙

𝐸2
phe,c(𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛phe,cd𝜙

𝐸2
swi(𝑧) = − 2

∫ 𝜙 (𝑧)

𝜙m

𝑛swid𝜙 (4.36)

where 𝐸swe,f , 𝐸phe,f , 𝐸swe,r, 𝐸phe,c, and 𝐸swi is the electric field of free solar wind electrons,

free photoelectrons, reflected solar wind electrons, captured photoelectrons, and solar wind

ions, respectively;

The zero electric field condition at infinity can then be described as Eq. (4.37):

𝐸2(∞) = 𝐸2
swe,f (∞) + 𝐸2

swe,r(∞) + 𝐸2
phe,f (∞) + 𝐸2

swi(∞) = 0 (4.37)
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4.3.5. Solving Poisson’s Equation. In order to obtain the profiles of quantities of

interest, such as potentials and electric fields, within the photoelectron sheath as a function

of the distance from the lunar surface 𝑧, we need to numerically solve Poisson’s equation as

given in Eq. (4.31).

For Type B and Type C photoelectron sheath structure as introduced in Section

1.1.2.3, there are two unknowns, which are the surface potential, 𝜙0, and the density of

solar wind electron at infinity, 𝑛swe,∞. These two unknowns can be obtained from the charge

neutrality equation Eq. (4.32), and the zero current density equation Eq. (4.33).

For Type A photoelectron sheath structure as introduced in Section 1.1.2.3, since

the potential is non-monotonic, there will be one more unknown which is the potential at

the potential barrier, 𝜙m. Therefore we need to solve one more equation which is the zero

electric field equation Eq. (4.37) to get all the unknowns.

Once both/all unknowns are obtained, we can evaluate the property profiles as

functions of distance from the surface.

After obtaining the semi-analytic solutions, we utilize a FD-PIC code (Wang et al.

(2008); Zhao et al. (2020a)) to perform fully-kinetic particle simulations of the photoelectron

sheath. The trajectories of charged species (solar wind ions, solar wind electrons, and

photoelectrons), as well as the electrostatic field including surface charging, are solved

self-consistently.

4.4. VALIDATION OF THE FD-PIC CODE

In this section, we will compare the profiles of quantities of interest that obtained

with the semi-analytic model and the FD-PIC simulations of 1-D photoelectron sheath

configuration. A fully-kinetic particle simulation was ran to self-consistently solve the

trajectories of charged species (solar wind ions, solar wind electrons, and photoelectrons)

as well as the electrostatic field including surface charging (Wang et al. (2008); Zhao et al.

(2020b)).
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In a typical FD-PIC simulation, 180,000 macro-particles representing each species

of the solar wind, i.e., ions and electrons, 360,000 macro-particles total, were pre-loaded

into the computation domain as the initial condition, and another about 100 macro-particles

representing each charged species, including photoelectrons, were injected into the com-

putation domain at each PIC time step. A typical simulation ran till at about 100,000 PIC

steps (' 900 seconds in physical units) when results were taken to do post-processing. The

wall-clock time was typically about 6 hours for each case.

4.4.1. Solar Wind and Photoelectron Conditions. For 1-D photoelectron sheath

structure, the solar wind condition and photoelectron parameters are chosen the same as

that introduced in Gosling (2007). The drifting velocity of the solar wind electrons and ions

are both 468 km/s. The densities of the electrons (solar wind electrons and photoelectrons

in total) and ions at infinity are both 8.7 cm−3, and the thermal temperatures are 12 eV and

10 eV, respectively. The parameters used in these calculations are listed in Table 4.1 ((𝛼 is

the Sun elevation angle)). Since the study in this section focuses on a 1-D sheath problem,

the lunar surface is considered as an even surface.

Table 4.1. Solar wind and photoelectron parameters

electrons ions photoelectrons
Drifting Velocity, km/s 468 468 -

Density, cm−3 8.7 8.7 64 sin(𝛼)
Temperature, eV 12 10 2.2

4.4.2. Computation Domain and Normalization. In order to simulate a 1-D pho-

toelectron sheath, a rectangular computation domain is set up as shown in Figure 4.31. The

solar wind electrons and ions are traveling into the computation domain through the 𝑋-𝑌

plane, along -𝑧-direction.
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(a) The entire computation domain

(b) Top surface zoom-in view of the computation domain

Figure 4.31. 1-D computation domain of the FD-PIC simulations
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Length is normalized by the Debye length of the photoelectron at 90◦ Sun elevation

angle, which is _𝑑 =

√︃
Y0𝑘𝑇phe/𝑛phe,ref𝑒2 ' 1.38 m. The mesh size is 0.1_d. The PIC

time is normalized by 1/𝜔phe, where 𝜔phe is the plasma frequency of the photoelectron at

normal incidence condition (90◦). Table 4.2 shows the normalization references used in

this dissertation, where _𝑑 is the Debye length of the photoelectron at 90◦ Sun elevation

angle, Y0 is the vacuum permittivity, 𝑘 is the Boltzmann constant, 𝑇phe is the temperature of

the photoelectron, 𝑛phe,ref is the photoelectron number density at 90◦ Sun elevation angle,

𝑒 is the electric charge, 𝑚phe is the mass of the photoelectron, and 𝑣phe,t =
√︁
𝑘𝑇phe/𝑚phe is

the reference for velocity.

Table 4.2. Normalization references

𝐿ref 𝑇ref 𝑚ref 𝜙ref 𝑣ref 𝑛ref 𝑡ref

_𝑑 𝑇phe 𝑚phe
𝑘𝑇phe
𝑒

𝑣phe,t 𝑛phe,ref
1

𝜔phe

4.4.3. Boundary Conditions. Zero-Dirichlet boundary condition 𝜙 = 0 is applied

to the 𝑍max boundary, which is treated as the reference of the electric potential. At the 𝑍min

boundary, surface charging is taken into account from the charge deposition. At the four

boundaries along 𝑥- and 𝑦-directions, zero-Neumann boundary condition such that 𝜕𝜙

𝜕𝑛
= 0

is applied.

Macro-particles representing solar wind electrons and ions are pre-loaded into the

domain and injected at 𝑍max boundary. Macro-particles representing photoelectrons are

emitted at the lunar surface at 𝑍min. Particles hitting 𝑍min are absorbed and taken into

account for surface charging. Particle hitting 𝑍max are removed from the computation.

Periodic particle boundary conditions are applied at boundaries along 𝑥-direction, while

reflective particle boundary conditions are applied at boundaries along 𝑦-direction. Since

the photoelectron sheath problem in this study is 1-D, the results are not sensitive to particle

boundary conditions along 𝑥- or 𝑦-directions.
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4.4.4. FD-PIC Simulation Results and Discussions. In order to validate the FD-

PIC code and test the accuracy of the 1-D semi-analytic model derived in Section 4.3, the

profiles of quantities of interest obtained with the numerical simulations were compared

with that of the semi-analytic model. Since the two approaches are independent to each

other, a good agreement of the comparisons between these two results can be utilized to

verify the accuracy of both the FD-PIC code and the semi-analytic model.

4.4.4.1. Type A photoelectron sheath. Figure 4.32 shows the comparisons of the

potential profiles between semi-analytic solutions and FD-PIC simulations for Sun elevation

angles of 60◦ and 90◦. Good agreement is observed. For 60◦ Sun elevation angle, the Type

A sheath potential reaches zero near 𝑧 = 50 (about 69 m) above the surface, whereas for 90◦

Sun elevation angle (lunar equator), the Type A sheath potential reaches zero near 𝑧 = 40

(about 55 m) above the surface.

We also compared the profiles of total charge density, solar wind electron density,

solar wind ion density, photoelectron density, and vertical electric field obtained from the

semi-analytic solutions and the FD-PIC simulations for Type A at 60◦ and 90◦ Sun elevation

angles. These comparisons are shown in Figure 4.33 and Figure 4.34. These results of the

comparisons show that all densities and electric fields obtained from semi-analytic solutions

and the FD-PIC simulations match very well for both 60◦ and 90◦ Sun elevation angles.

This validates our new 1-D photoelectron sheath model as well as verifies the FD-PIC

simulations.

4.4.4.2. Type B photoelectron sheath. When the Sun elevation angle is large

enough, the profiles of Type A and Type B can co-exist at the same time in both semi-

analytic solution and the particle simulation. Figure 4.35 shows the Type B potential

profiles within the sheath at the same Sun elevation angles as for Type A. Again good

agreement is shown. Compared with Type A sheaths at the same Sun elevation angles, the

Type B sheaths are much thinner, i.e., sheath potentials reach zero at about 𝑧 = 10 (about
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(a) 𝛼 = 60◦

(b) 𝛼 = 90◦

Figure 4.32. Comparisons of Type A potential profiles obtained from semi-analytic solutions
and FD-PIC simulations

14 m) for both 60◦ and 90◦ Sun elevation angles. The reason of the difference of potential

between Type A and Type B is that, according to the assumption, at infinity the solar wind
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(a) Total density at 𝛼 = 60◦ (b) Total density at 𝛼 = 90◦

(c) Electron density at 𝛼 = 60◦ (d) Electron density at 𝛼 = 90◦

(e) Ion density at 𝛼 = 60◦ (f) Ion density at 𝛼 = 90◦

(g) Photoelectron density at 𝛼 = 60◦ (h) Photoelectron density at 𝛼 = 90◦

Figure 4.33. Comparisons of the Type A densities at different Sun elevation angles
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(a) Electric field at 𝛼 = 60◦

(b) Electric field at 𝛼 = 90◦

Figure 4.34. Comparisons of the Type A electric fields at different Sun elevation angles

electron density 𝑛swe,∞ is not equivalent to the solar wind ion density 𝑛swi,∞. In Type A,

𝑛swe,∞ is larger than that in Type B, leading to an overall lower potential profile (see Figure

4.32).
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(a) 𝛼 = 60◦

(b) 𝛼 = 90◦

Figure 4.35. Comparisons of Type B potential profiles obtained from semi-analytic solutions
and FD-PIC simulations

4.4.4.3. Type C photoelectron sheath. Figure 4.36 shows the comparisons of the

Type C potential profiles between semi-analytic solutions and FD-PIC simulations for Sun

elevation angles of 5◦ and 10◦. Again good agreement is shown as for Type A and Type B

profiles. At 5◦ Sun elevation angle, the Type C sheath potential reaches zero near 𝑧 = 60
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(about 83 m) above the surface, whereas for 10◦ Sun elevation angle, the Type C sheath

potential reaches zero near 𝑧 = 30 (about 41 m) above the surface, due to a less-negative

surface potential.

(a) 𝛼 = 5◦

(b) 𝛼 = 10◦

Figure 4.36. Comparison of Type C potential profiles obtained from semi-analytic solutions
and FD-PIC simulations
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Overall, for all three types of photoelectron sheaths considered in our model, good

agreements between semi-analytic solutions and FD-PIC simulations are obtained. Results

show that under average solar wind condition, the photoelectron sheath may reach as high

as close to 100 m above the flat lunar surface near the terminator region, and up to about 50

m near the equator region.

4.4.5. Influence of Drifting Electrons. As introduced in the derivation of the semi-

analytic model in Section 4.3, one of the contributions of this dissertation is the consideration

of the drifting velocity of solar wind electrons when resolving the electrostatic environment

in the photoelectron sheath near the lunar surface. In this section, we will show some

comparisons of the potential profile between stationary and drifting solar wind electrons at

different Sun elevation angles to demonstrate the importance of taking into account of the

drifting electrons.

The potential profiles with and without the consideration of the drifting electrons at

different Sun elevation angles are shown in Figures 4.37 - 4.39.

The comparisons show that there is a clear difference in the potential profile when

taking into account of drifting solar wind electrons for all Sun elevation angles. When the

drifting velocity is considered, the potential decreases compared with those of the stationary

electrons. It is reasonable because the drifting velocity at the boundaries will increase the

quantity of electrons injected into the computation domain, and more electrons leads to

decreased potential within the photoelectron sheath.

4.5. SUMMARY

In this section, we presented the details of the setup of the simulations, and validated

the code by comparing the simulations of the 1-D photoelectron sheath configurations with

the solutions obtained with the 1-D semi-analytic model we derived in Section 4.3.
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(a) 𝛼 = 60◦

(b) 𝛼 = 90◦

Figure 4.37. Potential obtained with stationary and drifting solar wind electrons, Type A

Two velocity probability distributions, Maxwellian and ^-distribution were discussed

in this section for both loaded and injected particles. The specific methods to generate

velocities that following these distributions in simulations were introduced and tested.
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(a) 𝛼 = 60◦

(b) 𝛼 = 90◦

Figure 4.38. Potential obtained with stationary and drifting solar wind electrons, Type B

We also tested the accuracy of the field solver in the code by comparing the simulations

with analytic solutions under different conditions, good agreements were obtained, which

validated the accuracy of the solver code.
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(a) 𝛼 = 5◦

(b) 𝛼 = 10◦

Figure 4.39. Potential obtained with stationary and drifting solar wind electrons, Type C

We also showed the necessity of taking into account of the drifting velocity of the

solar wind electrons in the simulations by comparing the profiles of quantities of interest

obtained with and without considering the drifting electrons. The significant difference

between the potentials showed how important it is to account for the influence of drifting

solar wind electrons.
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5. SURFACE-PLASMA INTERACTIONS ON THE MOON

In this section, we will present the investigation of the plasma environment near

the lunar surface with the semi-analytic 1-D photoelectron sheath model and the FD-PIC

simulations. The plasma species include the cold solar wind protons, drifting Maxwellian

solar wind electrons, and Maxwellian photoelectrons emitted from sunlit surfaces. The 1-D

semi-analytic model will be used to numerically obtain the profiles of quantities of interest

as functions of the vertical distance from the surface. The FD-PIC code will be used to

simulate electrostatic environment within the 1-D photoelectron sheath configuration. A

^-distribution of solar wind electrons will also be implemented to the FD-PIC code to

compare with the Maxwellian velocity distribution. Then the FD-PIC code will be used

to simulate the 2-D photoelectron sheath configuration. In Section 5.1, we will introduce

the considerations of the Maxwellian and ^-distribution in the simulations, and show the

comparisons between these two distributions. In Section 5.2, we will present the simulations

of 2-D configurations of the photoelectron sheath. A brief summary of this section will be

given in Section 5.3.

5.1. MAXWELLIAN AND ^-DISTRIBUTION

In our simulations, we considered both Maxwellian and ^-distribution of solar wind

electrons. In this sections, we will introduce the details and compare the difference between

theses two distributions.

5.1.1. Maxwellian Distribution of Solar Wind Electrons. The velocity distribu-

tion of solar wind electrons were assumed following the Maxwellian distribution in the first

round of our simulations. The details of the Maxwellian velocity distribution has been

introduced in Section 4.1. Furthermore, the electrons in our semi-analytic model were also

following the Maxwellian velocity distribution.
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The structure of the photoelectron sheath for this specific 1-D simulation was intro-

duced in Section 1.1.2.3. All three types of photoelectron sheath as presented in Figure 1.2

were considered in this dissertation, and the 1-D profiles of quantities of interest at certain

Sun elevation angles that obtained with simulations were compared with the semi-analytic

solutions to validate the simulation codes. The details of the derivation of the semi-analytic

model for this 1-D photoelectron sheath (the governing equations were introduced in Section

4.3) can be found in Appendix A.

In order to obtain the profiles of the quantities of interest, such as potentials and

electric fields, within the photoelectron sheath as functions of the distance from the lunar

surface, we need to numerically solve Poisson’s equation. For Type B and Type C photo-

electron sheath, there are two unknowns: the surface potential 𝜙0, and the density of solar

wind electrons at infinity 𝑛swe,∞. These two unknowns can be obtained by solving the charge

neutrality equation (Eq. (4.32)) and the zero current density equation (Eq. (4.33)). For

Type A, since the potential is non-monotonic, there is one more unknown variable which

is the potential at the potential barrier 𝜙m. Therefore, we need to solve one more equation

which is the zero electric field equation (Eq. (4.36)) to obtain all the unknowns. Figure 5.1

shows a flowchart of detailed steps to numerically derive the semi-analytic sheath model.

Once both/all unknowns are obtained, we can evaluate the property profiles as

functions of vertical distance from the surface. Figure 5.2 shows an example of the potential

profiles for a Type C photoelectron sheath. Two domain lengths in 𝑧-direction, one of

𝑍max = 100 and the other of 𝑍max = 200, are compared. It is noticed that the potential

reaches zero beyond normalized height 𝑧 = 50, thus there is negligible difference between

the results obtained with 𝑍max = 100 and 𝑍max = 200. Therefore, the computation cost can

be reduced by decreasing the height of the computation domain to a range within which the

top surface can be properly considered as “infinity” in the simulations.
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Figure 5.1. Flowchart to solve the semi-analytic sheath model.

5.1.2. ^-distribution of Solar Wind Electrons. In addition to the Maxwellian

velocity distribution, we also considered the ^-distribution, as introduced in 4.1.1.2, to

describe the motion of the solar wind electrons in our second round of simulations, and

investigated the difference of these two distributions by comparing the results with each
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Figure 5.2. Example potential profiles for Type C photoelectron sheath. The “hat” on 𝜙 and
𝑧 denotes “normalized”.

other in this dissertation. As introduced in Section 4.1.1.2, the analytic expressions of the

1-D stationary and drifting ^-distribution are shown in Eqs. (4.8) and (4.9). Different

from the Maxwellian velocity distribution, whose probability curve is always the same for

certain drifting velocities, the probability curve of the ^-distribution can be influenced by

the ^ coefficient. Figure 5.3 shows a comparison of a few ^-distributions with different ^

coefficient and Maxwellian velocity distribution (all with the same 𝑣th). It should be noted

that, in the limiting case of ^ → ∞, the profile of the ^-distribution approaches to that of

the Maxwellian, which is considered as a special case, and provides an easy way to compare

the results with the semi-analytic solution obtained with Maxwellian electrons.

5.1.3. Comparison of Maxwellian and ^-distribution. After running two rounds

of simulations, we compared the property quantities obtained with ^-distribution with that

obtained with the Maxwellian. The setup of the FD-PIC simulations was exactly the same as
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Figure 5.3. The comparison between the Maxwellian and ^-distribution

the validation cases described in Section 4.4, except that in the second round of simulations,

the velocity distribution was changed from Maxwellian to ^-distribution with ^ = 4.5 for

the average solar wind condition (Farrell et al. (2007); Halekas et al. (2005a, 2014)).

(a) Type A, 𝛼 = 60◦ (b) Type A, 𝛼 = 90◦

Figure 5.4. Comparison of the electric potential profiles for Type A between Maxwellian
and ^ distributions



88

(a) Type B, 𝛼 = 60◦ (b) Type B, 𝛼 = 90◦

Figure 5.5. Comparison of the electric potential profiles for Type B between Maxwellian
and ^ distributions

(a) Type C, 𝛼 = 5◦ (b) Type C, 𝛼 = 10◦

Figure 5.6. Comparison of the electric potential profiles for Type C between Maxwellian
and ^ distributions

Figures 5.4 - 5.6 show the comparisons of the electric potential profiles between

the Maxwellian and the ^-distribution for Type A, B, and C photoelectron sheath at various

Sun elevation angles. As it can be seen from the comparisons, the overall electric potential

profiles of the ^-distribution for all three types of photoelectron sheath show similar prop-

erties as those of the Maxwellian. The reason is that, as the spectral index ^ increases, the
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Figure 5.7. Maxwellian and ^ distributions for solar wind electrons under average solar
wind condition

probability profile of the ^-distribution approaches to that of the Maxwellian. And for the

average solar wind condition, the two probability profiles will only show a slight difference

with respect to the change of the Sun elevation angle, which is shown in Figure 5.7.

However in detail, there are still some differences between Maxwellian and ^-

distribution results. For Type A, the electric potential calculated from the ^-distribution is

slightly larger than that calculated from the Maxwellian above a certain height near 𝑧 = 15

(about 21 m) from the lunar surface for both 60◦ and 90◦ Sun elevation angle. Below this

certain height, the electric potential obtained with the Maxwellian becomes a little larger.

For Type B, the potential calculated from the Maxwellian is larger than that calculated

from the ^-distribution within the entire photoelectron sheath (up to about 83 m). This

tendency is more obvious for the situation of a lower Sun elevation angle.
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For Type C, as is similar for Type A, the potential profiles of the Maxwellian and the

^-distribution intersect at a certain height near 𝑧 = 20 (about 27 m). The potential of the

Maxwellian is a little larger than that of the ^-distribution above this certain height. Below

this certain height, the electric potential of the ^-distribution becomes larger.

In summary, in the average solar wind situation, the electric potential profile (and

other quantities of interest) of the Maxwellian is very close to those of the ^-distribution.

5.2. SIMULATIONS OF 2-D CONFIGURATIONS

In this section, we will investigate the 2-D photoelectron sheath configurations at

the lunar terminator region with the considerations of the two distributions. Specifically,

we will study the plasma charging of a box-shaped object on a convex lunar surface, and

a rectangular pit on a concave lunar surface under the Sun elevation angle of 10◦. Such

configurations represent typical surface infrastructures for future lunar colonies.

Similar to the study of 1-D configuration of photoelectron sheath, the objective of

investigating the 2-D configuration is to determine the 2-D profiles of quantities of interest

within the photoelectron sheath. Furthermore, in the 2-D studies, the parameters of each

quantities can be presented by the 2-D contours, providing a more obvious photoelectron

sheath structure.

5.2.1. Computation Domain. In the simulations of convex surface, a box-shaped

object is located on a flat lunar surface with a shadow region behind, as shown in Figure

5.8(b). Whereas in the simulations of concave surface, a rectangular pit is located in the

center of the lunar surface, and nearly half of the bottom surface inside the pit is covered in

shadow, as shown in Figure 5.9(b). The solar wind electrons and ions are traveling into the

computation domain through the 𝑋-𝑌 plane, along -𝑧-direction.

5.2.2. Solar Wind Parameters. Since the study in this dissertation focuses on the

terminator region, the Sun elevation angle in the simulations was set as 5◦ ∼10◦. The low

Sun elevation angle will provide a horizontal component of solar wind velocity (the reason
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(a) Computation domain of the convex surface (b) Zoom-in view of the box-shaped object

Figure 5.8. Convex surface

why the boundary condition along 𝑦 was set as “periodic” instead of “reflective”). The

photoelectron is also considered in this case with a temperature of 2.2 eV. The parameters

of the solar wind and photoelectrons are listed in Table 5.1 (where 𝛼 is the Sun elevation

angle).

(a) Computation domain of the concave surface (b) Zoom-in view of the rectangular pit

Figure 5.9. Concave surface

5.2.3. Normalization. Same as the 1-D study of the photoelectron sheath, the

parameters used in the numerical simulations were normalized by the same references

listed in Table. 4.2 in Section 4.4.2.

5.2.4. Convex Lunar Surface. For convex lunar surface, a square object with a

certain dimension, representing a lunar surface construction, is located on the surface in the

simulations. The details of the simulations will be presented in the following sections.
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Table 5.1. Solar wind parameters

Solar wind electrons Solar wind ions Photoelectrons
Drifting Velocity, km/s 468 468 -

Density, cm−3 8.7 8.7 64 sin(𝛼)
Temperature, eV 12 10 2.2

5.2.4.1. Simulation setup. The dimension of the computation domain is 150 × 2

× 60 PIC cells (physical dimension of 207.0 × 2.76 × 82.2 m). The box-shaped object was

set to be of dimension 10 × 2 × 10 PIC cells (physical dimension of 13.8 × 2.76 × 13.8 m),

and located on a flat lunar surface with a shadow region, as shown in Figure 5.8(b).

Zero-Dirichlet boundary condition of 𝜙 = 0 was applied at the 𝑍max boundary,

which was considered as the potential reference. The other boundaries were all applied

with the zero-Neumann boundary condition where 𝜕𝜙

𝜕𝑛
= 0.

Similar to the 1-D simulation, the boundary condition along 𝑦 was set as “periodic”,

which means once the particle travels across the boundary, it will enter the computation

domain from the opposite boundary with the same velocities, thus the whole domain is able

to represent a relatively large area with low computation cost. The boundary condition along

𝑥 was set as “reflective”. The bottom surface (lunar surface and object surfaces) was set as

“absorb”, and the top surface of computation domain was set as “inject”. The parameters of

the computation domain are listed in Table 5.2. The vacuum relative permittivity YV was set

as 1.0 (normalized by the vacuum permittivity Y0), whereas the relative permittivity of the

box-shaped object YB and the lunar surface YG were both set as 4.0 (Heiken et al. (1991)).

In total 3,600,000 simulation particles (1,800,000 solar wind electrons and 1,800,000 solar

wind ions) were pre-loaded into the computation domain as the initial condition, another

6,000 solar wind electrons and 6,000 solar wind ions, and 7,500 photoelectrons were injected
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into the computation domain in each time step (dt = 0.02). The simulation ran about 50,000

steps, which was about 500 seconds in physical units. The wall clock time was about 3

hours.

Table 5.2. Computation domain parameters for 2-D structure

Space Y Object Y Ground Y BC along 𝑥 BC along 𝑦 Bottom BC Top BC
1.0 4.0 4.0 reflective periodic absorb inject

5.2.4.2. Simulation results. In this 2-D simulations, we also took into account

of the two distributions of the solar wind electron thermal velocity (Maxwellian and ^-

distribution), and compare the simulation results. Figure 5.10 compares the potential

contours obtained with the two distributions. Similar to what we observed in Section 4.4

for 1-D photoelectron sheath, the overall potential contours obtained with Maxwellian and

^-distribution are quite close for the 2-D configuration. For both distributions, the potential

is nearly zero in most areas above the lunar surface, due to the charge neutrality in these

areas (see Figure 5.11 and Figure 5.14). The emission of photoelectrons from the sunlit

surfaces leads to a positive potential inside the box-shaped object and on the ground surface

outside the shadow region, whereas the lack of sunlight leads to a negative potential on the

ground surface inside the shadow region due to collection of mobile electrons.

(a) Maxwellian (b) ^-distribution

Figure 5.10. Potential contours (normalized by 2.2 V)
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The density contours of each species (i.e. solar wind electrons, solar wind ions, and

photoelectrons) are shown in Figure 5.11 (Maxwellian), and Figure 5.14 (^-distribution).

Similar to the potential contours, the overall densities do not show too much difference

between these two distributions. It can be seen that the total density is nearly neutral in most

areas above the lunar surface, which leads to a near-zero potential region in these areas (see

Figure 5.10).

Figure 5.11. Total charge densities of convex surface (normalized by 64 cm−3) obtained
with Maxwellian velocity distribution

The solar wind electron density is lower inside and above the shadow region (Figure

5.12(a) and 5.14(a)), because the electrons within this region could easily hit and deposit

charge onto the ground and object surfaces, leading to negative surface potentials. The

negative surface potential then repels the nearby electrons, creating a region with lower

electron density. It should be noted that the area of this low-electron region is larger in

the ^-distribution case (Figure 5.14(a)) than that in the Maxwellian case (Figure 5.12(a)),

which is also the reason of a larger wake region of potential in Figure 5.10(b). On the other

hand, the solar wind ions avoid the shadow region behind the object and create a clear wake

of an ion void region (Figure 5.12(b) and 5.14(b)), due to the cold temperature and larger

mass of solar wind ions.
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The photoelectrons are generated from the sunlight surfaces of the lunar surface and

object surface. The greater local sunlight condition on the front side of the object results

in a larger photoelectron emission, whereas in the shadow region behind the object, the

photoelectron density is nearly zero (Figure 5.12(c) and 5.14(c)).

(a) Solar wind electron density

(b) Solar wind ion density

(c) Photoelectron density

Figure 5.12. Densities of solar wind and photoelectrons (normalized by 64 cm−3) obtained
with Maxwellian velocity distribution
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Figure 5.13. Total charge density of convex surface (normalized by 64 cm−3) obtained with
^-distribution

We also analyzed the potential profiles along 𝑧 at different locations along 𝑥-

direction. In the following, we present the vertical potential profiles at locations of 𝑥 =

20, 50, 75, 101, 111, and 130, as shown in Figure 5.15, and in Figure 5.16 we compared

the potential profiles at different locations obtained with Maxwellian and ^- distributions.

It can be seen that the potential profiles are similar at locations relatively far away from the

object and the shadow region (see Figure 5.16(a) and 5.16(f)). The photoelectrons emitted

from the exposed surfaces lead to a non-zero photoelectron density above the surfaces (i.e.

the green and yellow region above the surface in Figure 5.12(c) and 5.14(c)). This non-zero

photoelectron density will then lead to a relatively negative potential, creating the potential

gradients as shown in Figure 5.16(a) and 5.16(f). On the other hand, at locations near the

object, the potentials have a small gradient above the shadow region (Figure 5.16(c)) due to

the charge neutrality at these regions.
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(a) Solar wind electron density

(b) Solar wind ion density

(c) Photoelectron density

Figure 5.14. Densities of solar wind and photoelectrons (normalized by 64 cm−3) obtained
with ^-distribution
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Figure 5.15. Locations to plot vertical potential profiles

The potential on the top surface of the object, as shown in the potential contour

in Figure 5.10, and potential profiles in Figure 5.16(d), is slightly negative, due to the

accumulation of negatively charged solar wind electrons (see Figure 5.10). However, the

surface potential will become positive near the front surface of the building, due to the large

local photoelectron generation caused by the larger incidence angle (i.e., 80◦).

The emission of photoelectrons also results in a positive potential inside the object,

which is shown in Figure 5.10. The large density of photoelectron near the front surface of

the object, together with the high thermal velocity of electrons, results in a highly “irregular”

potential profile compared with those in other regions (Figure 5.16(e)).

As we noticed in Section 5.1.2, the overall potential profiles of the 2-D case are

quite similar for both Maxwellian and ^- distributions, which is consistent with the 1-D

configuration. The difference between the Maxwellian and ^-distribution is relatively more

obvious at locations of 𝑥 = 20 and 130, where the negative potential is dominated by both

solar wind electrons and photoelectrons. The total potential obtained with Maxwellian is

more negative compared with that obtained with ^-distribution behind the shadow region

(see Figure 5.16(a) and 5.16(b)), the possible reason is that the more negatively charged

lunar surface in the shadow region behind the building caused by ^-distribution (which can

be proven and seen in Figure 5.10 and 5.16(c)) repels more solar wind electrons, leading to

a slightly higher electron density and more negative potential in the Maxwellian case. On
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the other hand, the potential obtained with ^-distribution is more negative compared with

Maxwellian inside the shadow region (see Figure 5.16(c) and 5.16(d)), and in front of the

building (see Figure 5.16(e) and 5.16(f)), which is not affected by the negatively charged

lunar surface in the shadow region.

(a) Potential profile at 𝑥 = 20 (b) Potential profile at 𝑥 = 50

(c) Potential profile at 𝑥 = 75 (d) Potential profile at 𝑥 = 101

(e) Potential profile at 𝑥 = 111 (f) Potential profile at 𝑥 = 130

Figure 5.16. Comparison of potential profiles obtained with Maxwellian and ^- distributions
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5.2.5. Concave Lunar Surface. For concave lunar surface, two rectangular objects

with certain dimensions, representing two lunar surface constructions and a pit between the

constructions, are located on the surface in the simulations. The details of the simulations

will be presented in the following sections.

5.2.5.1. Simulation setup. The rectangular pit with a dimension of 50×2×6 PIC

cells (physical dimension of 69.0×2.76×8.28 m) was located in the center of the lunar

surface (with thickness of 8.22 m), and nearly half of the bottom surface inside the pit was

covered by shadow, as shown in Figure 5.9(b). The dimension of the computation domain

was 150×2×80 total PIC cells (physical dimension of 207.0×2.76×110.4 m). In total

3,600,000 simulation particles (1,800,000 solar wind electrons and 1,800,000 solar wind

ions) were pre-loaded into the computation domain as the initial condition, another 6,000

solar wind electrons and 6,000 solar wind ions, and 6,000 photoelectrons were injected into

the computation domain in each time step (dt = 0.02). The simulation ran about 50,000

steps, which was about 500 seconds in physical units. The wall clock time was about 3

hours.

5.2.5.2. Simulation results. The property profiles obtained with simulations are

shown in Figures 5.17 ∼ 5.20. Similar to the study of the convex surface, the potential is

nearly zero above the surface in most areas, due to the neutrality of the total density.

The surface potential outside the pit is several volts negative (see Figure 5.20(a),

5.20(b), 5.20(e) and 5.20(f)), due to the emission of photoelectrons. The magnitude of

potential inside the rectangular pic depends on the size of the shadow region. In this

specific case, the shadow region is not large enough to cover the whole bottom surface

inside the pit, hence the bottom surface potential outside the shadow region is several

volts negative (see Figure 5.17), whereas the bottom surface potential inside the shadow

region is more negative with a magnitude of tens of volts (see Figure 5.20(d)), caused by
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the deposition of solar wind electrons on this surface, which leads to a negative charge

accumulation; and the absences of exposure to sun light, which leads to the absence of

photoemission in this region.

Figure 5.17. Potential of concave lunar surface (normalized by 2.2 V)

(a) Total density (b) Solar wind electron density

(c) Solar wind ion density (d) Photoelectron density

Figure 5.18. Densities of solar wind and photoelectrons (normalized by 64 cm−3) of concave
lunar surface
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The charge densities of the concave surface are also similar to those of convex

surface. It can be seen in Figure 5.18(a), the total density is near neutral in most areas above

the bottom surface, leading to near-zero potential region (see Figure 5.17). The density

is slightly positive above the shadow region inside the pit (see Figure 5.18(a)), because

the negatively charged bottom surface in the shadow region repels solar wind electrons

nearby, creating a region with more ions. This is also demonstrated in solar wind electron

profile as shown in Figure 5.18(b). The solar wind ions travel in a straight line (cold beam

assumption), creating a triangular ion void area in the shadow region inside the pit, as shown

in Figure 5.18(c). An “empty of photoelectron region” above the shadow region inside the

pit was observed (see Figure 5.18(d)), which was caused by the absence of exposure to sun

light inside the shadow region.

The potential profiles along 𝑧 at different locations where 𝑥 = 15, 35, 51, 90, 125,

and 145 as shown in Figure 5.19 are presented in Figure 5.20. Similar to those of the

convex surface, the potential profiles are quite similar in the areas where are relatively far

away from the pit, due to the stable solar wind and photoelectron densities in these areas

(see Figure 5.20(a), 5.20(b), 5.20(e) and 5.20(f)). The potential gradient near the top of the

computation domain is also caused by the non-zero photoelectron density originated from

the exposed surfaces.

Figure 5.19. Locations to plot vertical potential profiles
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The potential near the front vertical surface (see Figure 5.9) inside the pit shows

a highly “irregular” potential profile (see Figure 5.20(c)), due to the large amount of

photoelectrons here. There are almost no photoelectrons above and inside the shadow

region (see Figure 5.18(d)), leading to a more “regular” potential profile as shown in Figure

5.20(d).

(a) Case 2 potential profile at 𝑥 = 15 (b) Case 2 potential profile at 𝑥 = 35

(c) Case 2 potential profile at 𝑥 = 51 (d) Case 2 potential profile at 𝑥 = 90

(e) Case 2 potential profile at 𝑥 = 125 (f) Case 2 potential profile at 𝑥 = 145

Figure 5.20. Potential profile of concave lunar surface at different locations along 𝑥
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5.3. SUMMARY

We discussed the details of the simulations with considerations of the Maxwellian

and ^-distribution solar wind electrons, and compared the difference between these two

distributions under average solar wind condition in both 1-D and 2-D simulations. The

results show that, even though there are slight differences, the quantities of interest such as

the charge densities and potential profiles above the lunar surface are quite close between the

two cases with different distribution functions. Thus the Maxwellian velocity distribution

can be considered as accurate to describe the velocity distribution of solar wind electrons

near the lunar surface under average solar wind condition.
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6. SIMULATION OF DUST LEVITATION AND TRANSPORT

In this section, we will study the structure of the photoelectron sheath and its effects

on charged dust transport dynamics. The FD-PIC code is utilized to simulate the plasma

interaction near the lunar surface hence the local electrostatic environment, inside witch the

transport dynamics of charged dust grains will be investigated. In Section 6.1, we will study

the transport of the lofted charged dust grains. In Section 6.2, we will present the studies

of electrostatic environment and the dust environment through uncoupled simulations. In

Section 6.3, we will improve the study of Section 6.2 by taking into account of the influence

of charged dust transport on local electrostatic environment through coupled simulations.

A brief summary of this section will be given in Section 6.4.

6.1. DUST TRANSPORT DYNAMICS

In this section, we will introduce the dust transport dynamics, including the gener-

ation of lofted dust grains and the equations of motion.

6.1.1. Generation of Lofted Charged Dust Grains. In the simulations, the dust

grains were assumed to be originated from the lunar surface with a slightly upward velocity,

simulating lofted dust grains disturbed by human or mechanical activities on the lunar

surface. To investigate the influence of the originated locations of the lofted dust, different

dust generation locations were considered in both uncoupled and coupled simulations. The

details of the uncoupled and coupled simulations will be introduced in Sections 6.3 and 6.2.

6.1.2. Governing Equations. To simplify the numerical model, all dust grains are

considered as spheres with radius 𝑟d. The dust transport dynamics follows Newton’s second

law as shown in Eq. (6.1).

F = 𝑚d
dv
d𝑡

= 𝑄d ®E(®𝑧) − 𝑚d𝑔 (6.1)
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where 𝑚d and 𝑄d are the mass and charge of the dust grain, respectively; v is the velocity

vector; E is the electric field vector, which is obtained from the FD-PIC simulation; and 𝑔

is the lunar gravitational acceleration. It should be noted that the last term on the right hand

side of Eq. (6.1), 𝑚d𝑔, only applies for 𝑧 vector.

A simplified charge model, introduced by Wang et al. (2008), was utilized to calcu-

late the net charge on each dust grain 𝑄d in numerical simulations, as shown in Eq. (6.2).

In this model, the charge on each dust grain is assumed to be large enough to activate an

electrostatic levitation, hence all dust grains are guaranteed to be lofted from the surface.

𝑄d = (1 + 𝛿)𝑄d,min (6.2)

where 𝑄d,min = (𝑚d𝑔)/𝐸𝑠, 𝐸𝑠 is the electric field along 𝑧 axis on the lunar surface (i.e.,

𝐸𝑠 = 𝐸𝑧 (𝑧 = 0)); 𝛿 � 1 gives an initial acceleration to dust grains (𝛿 = 0.05 is assumed in

this study).

According to Eqs. (6.1) and (6.2), the equations of motion of dust grains within

photoelectron sheath can be obtained as Eq. (6.3).

d2𝑥

d𝑡2
=

[
(1 + 𝛿)𝐸𝑥 (𝑥, 𝑦, 𝑧)

𝐸𝑠

]
𝑔

d2𝑦

d𝑡2
=

[
(1 + 𝛿)

𝐸𝑦 (𝑥, 𝑦, 𝑧)
𝐸𝑠

]
𝑔

d2𝑧

d𝑡2
=

[
(1 + 𝛿)𝐸𝑧 (𝑥, 𝑦, 𝑧)

𝐸𝑠

− 1
]
𝑔 (6.3)

where 𝐸𝑥 , 𝐸𝑦, and 𝐸𝑧 are the electric field along 𝑥, 𝑦, and 𝑧, respectively.

6.2. UNCOUPLED SIMULATIONS FOR UNEVEN SURFACE TERRAIN

In this section, we will introduce the studies on uneven lunar surfaces, including

convex and concave surfaces, with uncoupled simulations.
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6.2.1. 2-D Photoelectron Sheath Configuration. In this section, we considered

two configurations of computation domain, one with a convex surface (see Figure 6.1(a))

and one with a concave surface (see Figure 6.1(b)). Then three cases with different dust

generation locations (Case 1, 2, and 3 in Figure 6.1) will be simulated for each configuration.

As shown in Figure 6.1, for convex surface, dust grains in Case 1 were generated

from the lunar surface in front of the surface structure. In Case 2, dust grains were originated

inside the shadow region behind the surface structure. Whereas in Case 3, dust grains were

generated outside the shadow region behind the surface structure. For concave surface,

in Case 1 the dust grains were generated on the top of the first surface structure, in Case

2 the dust were originated from the bottom surface between two structures. It should be

noted here that in Case 2, the dust grains were generated along the entire bottom surface

(𝑥 = 50− 100), while the shadow region only covers ∼ 3/4 of the bottom surface, as shown

in Figure 6.1(b). In Case 3 the dust grains were generated on the top of the second structure.

(a) Convex surface (b) Concave surface

Figure 6.1. Uneven lunar surface

The field information of the electrostatic environment were obtained with the sim-

ulations introduced in Section 5.2.

6.2.2. 2-D Plasma Environment. The details of the 2-D photoelectron sheath

structure has been studied and introduced in Section 5.2. For both convex and concave

lunar surface, a nearly neutral potential profile can be observed in most areas above the

lunar surface, due to the density neutrality in these areas. For convex surface, the emission
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of photoelectrons from the surface leads to a positive potential on the lunar surface outside

the shadow region, whereas the lack of sun light leads to a negative potential on the lunar

surface inside the shadow region. For concave surface, The magnitude of potential inside

the pit depends on the size of the shadow region. In this specific case, the shadow region

only covers a partial lunar surface inside the pit, hence the surface potential outside the

shadow region is several volts negative, whereas the potential inside the shadow region is

more negative with a magnitude of tens of volts, caused by the deposition of solar wind

electrons and the absences of exposure to sun light.

6.2.3. 2-D Dust Environment. In these simulations, The computation domain was

150× 2× 80 total PIC cells (physical dimension of 207.0× 2.76× 110.4 m) for both convex

and concave surfaces. 1000 dust grains were injected into the computation domain in each

time step (dt = 0.1 s). The simulations ran about 5,000 steps, which was about 500 seconds

in physical units. The wall clock time was about 20 minutes. The simulation results are

given in the following sections.

6.2.3.1. Convex surface case 1. The dust density shown in Figure 6.2 was obtained

with the charge model (Eq. (6.2)). Here we used two dust radii, 𝑟𝑑 = 1.0 × 10−6 m and

𝑟𝑑 = 10.0 × 10−6 m, to investigate the influence of dust radius on the dust trajectory. As

it can be seen, both two radii show similar trajectories, indicating that the dust trajectories

obtained by the charge model are not affected by dust radius. According to Eq. (6.2),

the electric charge of each dust grain (therefore the electrostatic force) is proportional to

the gravitational force acting on the grain, thus the motion of lofted dust grains are only

controlled by the ambient electric field (generated according to local Sun elevation angle)

within the photoelectron sheath. In Case 1, Some dust grains can be lofted and sustained at

as high as ∼83 m.
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(a) 𝑟𝑑 = 1.0 × 10−6 m

(b) 𝑟𝑑 = 10.0 × 10−6 m

Figure 6.2. Dust density of convex surface Case 1
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6.2.3.2. Convex surface case 2. It can be seen in Figure 6.3 that most of the dust

grains in Case 2 are confined inside the shadow region. The dust density inside the shadow

region is much greater than that outside the shadow region.

(a) 𝑟𝑑 = 1.0 × 10−6 m

(b) 𝑟𝑑 = 10.0 × 10−6 m

Figure 6.3. Dust density of convex surface Case 2
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6.2.3.3. Convex surface case 3. In Case 3, the dust grains are distributed into a

greater area compared with Case 1 and 2. It can be seen from Figure 6.4 that the dust grains

generated near the shadow region behind the surface structure show a tendency to travel

over the shadow region, and move to the other side of the surface structure.

(a) 𝑟𝑑 = 1.0 × 10−6 m

(b) 𝑟𝑑 = 10.0 × 10−6 m

Figure 6.4. Dust density of convex surface Case 3
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6.2.3.4. Concave surface case 1. Similar to the condition in convex lunar surface,

dust generated in Case 1 tends to move upward under the effect of electrostatic force acting

on the grains. The dust that generated in front of the pit shows tendency to travel to the left

under the effect of solar wind (which travels from right to left), as shown in Figure 6.5.

(a) Dust density, 𝑟𝑑 = 1.0 × 10−6 m

(b) Dust density, 𝑟𝑑 = 10.0 × 10−6 m

Figure 6.5. Dust density of concave surface Case 1
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6.2.3.5. Concave surface case 2. In Case 2, most of the dust generated inside the

pit between the two structures are confined near the bottom of the pit. The dust grains

originated outside the shadow region show a tendency to travel higher compared with the

dust inside the shadow region, as shown in Figure 6.6.

(a) Dust density, 𝑟𝑑 = 1.0 × 10−6 m

(b) Dust density, 𝑟𝑑 = 10.0 × 10−6 m

Figure 6.6. Dust density of concave surface Case 2
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6.2.3.6. Concave surface case 3. Again, the charged dust grains show a tendency

to move upward under the effect electrostatic force in Case 3. Some of the dust grains near

the pit tends to travel over the shadow region, and reach to the structure on the other side of

the shadow region, as shown in Figure 6.7.

(a) Dust density, 𝑟𝑑 = 1.0 × 10−6 m

(b) Dust density, 𝑟𝑑 = 10.0 × 10−6 m

Figure 6.7. Dust density of concave surface Case 3
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6.2.4. 3-D Photoelectron Sheath Configuration. We have presented the studies

of 1-D and 2-D configurations for even and uneven lunar surface terrains above. In this

section, we will study the 3-D configuration of the photoelectron sheath above the uneven

lunar surface and its effects on dust transport dynamics.

6.2.4.1. Problem description and simulation setup. The computation domain is

presented in Figure 6.8. A cubic obstacle was located on the lunar surface at the center

of the computation domain, representing a lunar surface construction. The solar wind

enters the computation domain from the top boundary with a certain Sun elevation angle,

𝛼. The charged particles will deposit on the bottom surface of the computation domain

(which is considered as the lunar surface) and the obstacle surfaces, creating a surface

potential. The surface potential, together with the density above the lunar surface, controls

the electrostatic environment inside the photoelectron sheath. The FD-PIC code will be used

to run simulations to obtain the quantities of interest (electric potential, electric field, charge

density, etc.) in the computation domain. In total four cases with different dust generation

locations (Case 1, 2, 3, and 4 in Figure 6.9, which is the top view of the computation

domain) will be simulated.

(a) Computation domain (b) Solar wind direction

Figure 6.8. 3-D computation domain
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Figure 6.9. Dust generation locations in different cases

As shown in Figure 6.9, In Case 1, dust was originated in front of the obstacle.

Whereas in Case 2, dust was disturbed in the shadow region behind the obstacle. In Case

3, dust was levitated behind the shadow region of the obstacle, And in Case 4, dust was

generated alongside the obstacle.

6.2.4.2. Computation domain. The configuration of the computation domain is

shown in Figure 6.10(a). The dimension of the computation domain is 70×25×50 total PIC

cells (physical dimension of 96.6×34.5×69.0 m). The cubic obstacle with a dimension of

5×5×5 PIC cells (physical dimension of 6.9×6.9×6.9 m) is located on the lunar surface

with a shadow region behind.

6.2.4.3. Particle boundary conditions. The boundary condition for surrounding

boundaries was set as “periodic”, meaning that once a particle crosses one of these bound-

aries. it will enter the computation domain from the opposite boundary with the same

properties, therefore the computation domain represents a relatively larger domain with low

computation cost in simulations. The bottom surface was set as “absorb”, meaning the
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(a) Overall (b) Top view

(c) Front view (d) Side view

Figure 6.10. Computation domain in simulation

particle will deposit and the charge will be accumulated on the surface once it hits the sur-

face. The top surface was set as “inject”, from where the solar wind enters the computation

domain. The boundary conditions of the computation domain are listed in Table 6.1.
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Table 6.1. Boundary conditions of the computation domain

Surrounding BC Bottom BC Top BC
periodic absorb inject

6.2.4.4. Field boundary conditions. The zero-Dirichlet boundary condition with

𝜙 = 0 was applied for the 𝑍max boundary, where was considered as infinity in the simulations.

All other boundaries were applied with the zero-Neumann boundary condition where 𝜕𝜙

𝜕𝑛
=

0.

6.2.4.5. Modeling plasma environment. In this section, we will focus on the

plasma and dust environment near the lunar terminator region, therefore a 10 ◦ SEA was

applied in the numerical simulations. During the simulations, the solar wind electrons,

solar wind ions, and photoelectrons were considered as the plasma species within the

photoelectron sheath. The solar wind was assumed traveling to the lunar surface with a 10◦

Sun elevation angle and 468 km/s velocity. The solar wind electrons were considered as

thermal with a temperature of 12 eV, whereas the temperature of solar wind ions was 10

eV. The solar wind number density was 8.7 cm−3. The temperature of photoelectron was

2.2 eV, and the density of photoelectron on the lunar surface was controlled by the SEA.

The parameters of solar wind and photoelectrons are listed in Table 6.2 (Lund et al. (2020);

Wang et al. (2008); Zhao et al. (2020b)).

Table 6.2. Solar wind and photoelectron parameters

Solar wind electrons Solar wind ions Photoelectrons
Drifting Velocity, km/s 468 468 -

Density, cm−3 8.7 8.7 64 sin(𝛼)
Temperature, eV 12 10 2.2

Sun Elevation Angle, ◦ 10 10 10
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The solar wind were traveling into the computation domain through the 𝑋-𝑌 plane.

along -𝑧-direction. At the beginning of the simulation, ∼1,800,000 solar wind electrons and

∼1,800,000 ions were pre-loaded inside the computation domain. Another ∼10,000 solar

wind electrons, ∼10,000 solar wind ions, and ∼10,000 photoelectrons were injected into

the computation domain in each iteration. The simulation ran 50,000 steps for each case

(dt = 0.005, mesh size is 1.0), which was ∼250 seconds in reality, and ∼50 hours in wall

clock time. To increase the efficiency and reduce the complexity of numerical computation,

All parameters were normalized by the references introduced in Section 4.4.2.

6.2.5. 3-D Plasma Environment. The distributions of potential and total density

within the photoelectron sheath are shown in Figures 6.11 and 6.12. The density of each

species is shown in Figures 6.13 6.15. As it can be seen in Figure 6.11(a), a nearly neutral

potential profile can be observed in most areas above the lunar surface, due to the density

neutrality in these areas (see Figure 6.12(a)). The emission of photoelectrons caused by

the exposure to sun light, leads to a positive potential on the front and top surfaces of the

obstacle and the lunar surface outside the shadow region. Whereas the lack of sun light

leads to a negative potential inside the shadow region.

It is reasonable that the potential is much higher near the front surface of the obstacle,

due to the larger photoelectron density (caused by the relatively greater incidence angle on

the front surface) and the corresponding larger amount of positive charges accumulated on

the front surface.

6.2.6. 3-D Dust Environment. In this simulation, all dust grains were considered

as spheres with same radius (1.0 ×10−6 m). In total 2,000 dust grains were injected into

the computation domain (70×25×50 PIC cells, about 96.6×34.5×69.0 m) in each time step

(0.1 s). The motion of the dust were controlled by the governing equations introduced in

Section 6.1.2. Since the physical initial dust density that originated from the lunar surface is

random and can be affected by a number of conditions (concentration of dust grains on the

lunar surface, strength of human activities, etc.) The initial non-dimensional dust density
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(a) Potential

(b) Potential side view

Figure 6.11. Electric potential, normalized by 2.2 V
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(a) Total density

(b) Total density side view

Figure 6.12. Total density, normalized by 64 cm−3
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(a) Solar wind electron density

(b) Solar wind electron density side view

Figure 6.13. Density of solar wind electrons, normalized by 64 cm−3



123

was set as 1.0 for each case in the simulation to present the ratios of dust density at different

locations compared with the initial disturbed and levitated dust grains. The concentration

of dust grains in the computation domain that generated at different locations are presented

below.

6.2.6.1. Case 1. The concentration of dust grains that originated in front of the

obstacle (Case 1) is shown in Figure 6.16. With a radius of 1.0 ×10−6 m and initial upward

velocity of 0.1 m/s, most of the dust will be levitated and concentrated within ∼2 m from the

lunar surface under 10◦ Sun elevation angle in the average solar wind condition. However,

a slight amount of dust can be lofted much higher (up to ∼60 m) and distributed inside

the entire computation domain, due to the greater accumulated electric charge and the

corresponding greater electrostatic force acting on the dust (see Figure 6.16(b)).

6.2.6.2. Case 2. Slightly different from Case 1, The dust lofted in Case 2 does

not distribute into a large area. The dust grains generated inside the shadow region are

concentrated within ∼2 m height from the lunar surface. The levitation height is slightly

higher for the dust that closer to the obstacle. A slight amount of dust can be lofted to ∼13

m above the surface behind the obstacle. It can be seen that some dust grains are able to

reach as high as ∼55 m right above the top of the obstacle.

6.2.6.3. Case 3. Similar to Case 1, the levitation height of the dust grains originated

behind the shadow region of the obstacle is ∼2 m from the lunar surface. A slight amount

of dust can be distributed into a larger area around the origination of the dust. It can be seen

in Figure 6.18(b) that the charged dust in Case 3 can be distributed into the shadow region

behind the obstacle, whereas these dust will not distributed within a certain height (∼41 m)

above and in front of the obstacle.
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(a) Solar wind ion density

(b) Solar wind ion density side view

Figure 6.14. Density of solar wind ions, normalized by 64 cm−3



125

(a) Photoelectron density

(b) Photoelectron density side view

Figure 6.15. Density of photoelectrons, normalized by 64 cm−3
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(a) Dust density (b) Dust density side view

Figure 6.16. Dust density of Case 1

(a) Dust density (b) Dust density side view

Figure 6.17. Dust density of Case 2
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(a) Dust density (b) Dust density side view

Figure 6.18. Dust density of Case 3

6.2.6.4. Case 4. In Case 4, the dust grains originated alongside the obstacle will

still concentrate within ∼2 m from the lunar surface. The further from the obstacle, the

greater the density and lofted height of the dust will be (see Figure 6.19(a)). A slight amount

of dust can be levitated to as high as the top surface of the obstacle. It can be seen from

Figure 6.19(b) that some of the dust can reach to ∼50 m. This can be caused by a greater

accumulated electric charge on the dust, however it is not a general situation for charged

dust grains, because only several dust grains can reach to such a height in Figure 6.19(b).

6.3. COUPLED SIMULATIONS FOR UNEVEN SURFACE TERRAIN

In this section, we will focus on the coupled simulation of the plasma and dust

transport. We improved the FD-PIC code to include the influence of charged dust on local

electrostatic environment in the simulations. The objective is to study the effect of the

charged dust transport on local electrostatic environment. In the coupled simulations, the

setups, including the computation domain dimension, solar wind conditions, and surface

terrains, were the same as that of the uncoupled simulations as introduced in Section 6.2.

In the simulations, about 315,000 solar wind electrons and 315,000 solar wind ions (about
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(a) Dust density (b) Dust density side view

Figure 6.19. Dust density of Case 4

630,000 in total) were pre-loaded inside the computation domain (70×2×50 PIC cells, about

96.6×2.76×69.0 m). 2,100 solar wind electrons and 2,100 solar wind ions, and about 1,000

photoelectrons were injected into the computation domain in each time step (dt = 0.01,

mesh size was 1.0). The simulation ran 100,000 steps for each cases, which was about 900

seconds in physical units, wall clock time was about 5 hours.

It should be noted that, since the dust grains are much larger and heavier compared

to the electrons and ions, the time scale of dust motions is several orders of magnitude larger

than that of the electrons and ions, which means that the dust grains are almost frozen from

the electron’s or ion’s perspective in the simulations. Simulating the motion of electrons,

ions, and charged dust grains with the same time scale is almost impossible. Therefore, in

this study, the pushing process of the dust grains were activated every 10 iterations of the PIC

simulation with a 1,000 times enlarged time scale (i.e., 𝑑𝑡𝑑𝑢𝑠𝑡 = 𝑑𝑡 × 1000). In the current

simulations, the net charge accumulated on each dust grain was set as a constant value which

was -1.0 ×105𝑒, where 𝑒 is the elementary charge, and the negative sign indicates the dust

is negatively charged.



129

6.3.1. 2-D Dust Environment. The dust charge densities of Case 1, 2, and 3 are

shown in Figure 6.20. The dust distributions at different time steps are shown in Figure 6.21.

It can be seen that in most areas of the computation domain, the charge density caused by

the charged dust remains near neutral. The lofted charged dust creates a negatively charged

region as high as ∼30 m from the lunar surface in all three cases, and most of the charge

dust concentrates below ∼3 m height. The charge density distribution is greater in Case 2

because the negatively charged dust is easily repelled by the negatively charged surface in

the shadow region.

(a) Case 1 (b) Case 2 (c) Case 3

Figure 6.20. Charge density caused by dust

6.3.2. Comparisons between Uncoupled and Coupled Simulations. The com-

parisons of solar wind electron density, solar wind ion density, photoelectron density, total

charge density, and electric potential are shown in Figures 6.22 - 6.24. It can be seen from

the comparisons that, under average solar wind condition near lunar terminator region,

the existence of the lofted charged dust does not have a noticeable effect on solar wind

electron and ion density. The photoelectron concentrations are influenced by the charged

dust generation location. The negatively charged dust repels the nearby negatively charged

photoelectrons, creating a larger photoelectron void region. The electric potential profile

is slightly affected by the existence of the charged dust as well, however such effect is not

significant.
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(a) Case 1, 𝑡 = 3000 (b) Case 1, 𝑡 = 6000 (c) Case 1, 𝑡 = 10000

(d) Case 2, 𝑡 = 3000 (e) Case 2, 𝑡 = 6000 (f) Case 2, 𝑡 = 10000

(g) Case 3, 𝑡 = 3000 (h) Case 3, 𝑡 = 6000 (i) Case 3, 𝑡 = 10000

Figure 6.21. Dust distributions at different time steps

6.4. SUMMARY

In this section, we presented the 2-D and 3-D photoelectron sheath configurations at

lunar terminator region (with 10◦ Sun elevation angle). The quantities of interest within the

photoelectron sheath (electric potential, charge density, electric field, etc.) were obtained

with the FD-PIC simulations. We also presented the study of the transport of lofted charged

dust that originated from different locations on even and uneven lunar surfaces.
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Uncoupled

Figure 6.22. Comparisons of solar wind electron density

The simulation results showed that with 10◦ Sun elevation angle under average solar

wind condition, the lunar surface potential can reach from -22 V in the shadow region

behind a lunar surface construction to ∼20 V on sunlit surface of the construction. With

a initial upward velocity of 0.1 m/s, most of the charged lunar dust that originated from

different locations would concentrate within a region of ∼2 m height from lunar surface. A
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Uncoupled

Figure 6.23. Comparisons of solar wind ion density

slight amount of dust with greater accumulated charge could be lofted higher and distributed

into a larger area. The highest location that the dust originated alongside the construction

could reach is lower compared with that of the dust originated from other locations.

We then presented the electrostatic environment and the charged dust transport

above the lunar surface obtained with the coupled simulations. It can be concluded that

under the average solar wind condition, the influence of the charged dust transport on the

local electrostatic environment is not significant. It should be noted that we simplified our
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Uncoupled

Figure 6.24. Comparisons of photoelectron density

model by using a constant charge value on all dust grains in the current simulations. To

obtain more reliable consequences, more studies with different charge models and solar

wind conditions are needed.
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Uncoupled

Figure 6.25. Comparisons of total charge density
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Uncoupled

Figure 6.26. Comparisons of potential
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7. CONCLUSIONS

This section will conclude the study in this dissertation. A summary of the work

in each section and the contribution to the corresponding field of research will be briefly

reviewed in Section 7.1. The conclusions of the study in this dissertation will be given in

Section 7.2. The recommended future work will be provided in Section 7.3.

7.1. CONTRIBUTIONS

The study presented in this dissertation shows contributions to three areas including

mathematical modeling and particle simulation of photoelectron sheath on lunar surface

under average solar wind condition, and charged dust transport simulations within photo-

electron sheath.

7.1.1. Contribution to Mathematical Modeling of Photoelectron Sheath. We

provided the complete assumption and derivation of an analytic model to describe 1-D

photoelectron sheath structure. A number of quantities of interest as functions of distance

from lunar surface can be obtained with the analytic model, including electric potential,

electric field, charge density, etc. The model is validated by comparing the semi-analytic

solutions with the simulations which is independent to the model.

7.1.2. Contribution to Particle Simulation of Photoelectron Sheath. A package

of fully kinetic FD-PIC code was introduced which is capable of numerically simulating

the electrostatic environment in the photoelectron sheath, and providing the quantities of

interest as functions of length from surface.

7.1.3. Contribution to Numerical Simulation of Charged Dust Transport. The

FD-PIC code introduced in this dissertation was extended to include the functions to simulate

the charged dust transport within photoelectron sheath. The dust transport functions are

built into the code and coupled with the simulations of electrostatic environment, therefore

the charged dust transport and the local electrostatic environment can influence each other.
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7.2. CONCLUSIONS

7.2.1. Photoelectron Sheath. According to the semi-analytic and simulation study

in this dissertation, it can be concluded that:

• The existence and the quantity of the photoelectrons have a significant influence on

the photoelectron sheath structure near lunar surface.

• The Sun elevation angle determines the density of photoelectrons near the lunar

surface, therefore influences the structure of the photoelectron sheath.

• The Maxwellian solar wind electrons show similar properties as that of ^-distribution

under average solar wind condition, therefore is considered as accurate enough to

simulate the photoelectron sheath.

7.2.2. Charged Dust Transport. According to the simulations of charged dust

transport, it can be concluded that:

• With a initial upward velocity of 0.1 m/s, most of the charged lunar dust that originated

from different locations will concentrate within a region of∼2 m height from the lunar

surface.

• A slight amount of dust with greater accumulated charge can be levitated higher and

distributed into a larger area.

• The highest altitude that the dust originated alongside a lunar surface structure can

reach is lower compared with the dust originated from other locations.

7.3. RECOMMENDED FUTURE WORK

From the scope of the study in this dissertation, the following work can be recom-

mended:
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• The study of the influence of different lunar surface topographies, and different shapes

and sizes of lunar landers and constructions.

• The study of the methods to improve the simulation code to achieve more efficient

and computationally cheaper simulations. Such as parallel computations.

• The study of the solutions to couple the motion time scale of the electrons and

ions with that of the charged dust, in order to achieve a more reliable and accurate

simulation.

• The study of charging caused by secondary electrons between dust grains.

• The study of the effect of different Sun elevation angles and solar wind conditions.

• The study of uncertainty quantification of the numerical model with consideration of

the fluctuations of key parameters.
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APPENDIX

DERIVATION OF THE 1-D SEMI-ANALYTIC MODEL

The derivation process of the 1-D semi-analytic model is introduced in Section 4.3.

In this appendix, we will present the extensions of each governing equation.

The densities of each population of electrons are given in Eqs. (1) - (4):

𝑛swe,f (𝑧) =
∫ ∞

𝑣m

𝑛swe,∞ 𝑓 (𝑣)d𝑣

=

∫ ∞

𝑣m

𝑛swe,∞
1

√
𝜋𝑣swe,th

exp

[
− (𝑣 − 𝑣d)2

𝑣swe,th2

]
exp

[
𝑒(𝜙(𝑧) − 𝜙∞)

𝑘𝑇swe

]
d𝑣

=
𝑛swe,∞

2
exp

[
𝑒(𝜙(𝑧) − 𝜙∞)

𝑘𝑇swe

] [
1 − erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇swe
− 𝑣d
𝑣swe,th

)]
(1)

𝑛phe,f (𝑧) =
∫ ∞

𝑣m

𝑛phe,0 𝑓 (𝑣)d𝑣

=

∫ ∞

𝑣m

𝑛phe,0
1

√
𝜋𝑣phe,th

exp

[
− (𝑣 − 𝑣d)2

𝑣phe,th2

]
exp

[
𝑒(𝜙(𝑧) − 𝜙0)

𝑘𝑇phe

]
d𝑣

=
𝑛phe,0

2
exp

[
𝑒(𝜙(𝑧) − 𝜙0)

𝑘𝑇phe

] [
1 − erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇phe

)]
(2)

𝑛swe,r(𝑧) = 2
∫ 𝑣m

0
𝑛swe,∞ 𝑓 (𝑣)d𝑣

= 2
∫ 𝑣m

0
𝑛swe,∞

1
√
𝜋𝑣swe,th

exp

[
− (𝑣 − 𝑣d)2

𝑣swe,th2

]
exp

[
𝑒(𝜙(𝑧) − 𝜙∞)

𝑘𝑇swe

]
d𝑣

= 𝑛swe,∞ exp

[
𝑒(𝜙(𝑧) − 𝜙∞)

𝑘𝑇swe

] [
erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇swe
− 𝑣d
𝑣swe,th

)
+ erf

(
𝑣d

𝑣swe,th

)]
(3)
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𝑛phe,c(𝑧) = 2
∫ 𝑣m

0
𝑛phe,0 𝑓 (𝑣)d𝑣

= 2
∫ 𝑣m

0
𝑛phe,0

1
√
𝜋𝑣phe,th

exp

[
− 𝑣2

𝑣phe,th2

]
exp

[
𝑒(𝜙(𝑧) − 𝜙0)

𝑘𝑇phe

]
d𝑣

= 𝑛phe,0 exp

[
𝑒(𝜙(𝑧) − 𝜙0)

𝑘𝑇phe

]
erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇phe

)
(4)

where 𝑛swe,f , 𝑛phe,f , 𝑛swe,r, and 𝑛phe,c represent the densities of free solar wind electrons, free

photoelectrons, reflected solar wind electrons, and captured photoelectrons, respectively;

𝑛swe,∞ and 𝑣swe,th are density at infinity and thermal velocity of solar wind electrons;

𝑛phe,0 and 𝑣phe,th are density at the surface and thermal velocity of photoelectrons; 𝑣m =√︁
2𝑒(𝜙(𝑧) − 𝜙m)/𝑚swe is the minimum velocity required to travel over the potential barrier;

𝜙m is the minimum potential along the profile; and 𝜙∞ is the potential at infinity.

The ion density is obtained from continuity as in Eq. (5).

𝑛swi(𝑧) =
𝑛swi,∞𝑣swi,∞
𝑣swi(𝑧)

= 𝑛swi,∞

(
1 −

2𝑒𝜙(𝑧)

𝑣2
swi,∞𝑚swi

)− 1
2

(5)

where 𝑛swi,∞ and 𝑣swi,∞ are density and velocity of solar wind ions at infinity, respectively.

The Poisson’s equation to calculate the potential can be written as Eq. (6):

d2𝜙

d𝑧2 = − 𝑒

𝜖0

(
𝑛swi − 𝑛swe,f − 𝑛swe,r − 𝑛phe,f − 𝑛phe,c

)
(6)

where 𝜖0 is the vacuum permittivity.

The equations of zero charge density at infinity is shown in Eq. (7):

𝑛swe(∞) + 𝑛phe(∞) − 𝑛swi(∞) =

𝑛swe,f (∞) + 𝑛swe,r(∞) + 𝑛phe,f (∞) − 𝑛swi(∞) = 0 (7)

Equation (7) can also be written as Eq. (8):
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𝑛swe,∞
2

[
1 + 2 · erf

(
𝑣d

𝑣swe,th

)
+ erf

(√︂
− 𝑒𝜙m
𝑘𝑇swe

− 𝑣d
𝑣swe,th

)]
+

𝑛phe,0

2
exp

(
− 𝑒𝜙0
𝑘𝑇phe

) (
1 − erf

√︄
− 𝑒𝜙m
𝑘𝑇phe

)
− 𝑛swi,∞ = 0 (8)

The equation of zero current density at infinity is shown in Eq. (9):

𝐽swe,f (∞) + 𝐽phe,f (0) − 𝐽swi(∞)

= 𝑛swe,f

∫ ∞

𝑣m (0)
𝑣 𝑓swe(𝑣)d𝑣 + 𝑛phe,f

∫ −𝑣m (∞)

−∞
𝑣 𝑓phe(𝑣)d𝑣 + 𝑛swi,∞𝑣swi,∞

= 0 (9)

Equation (9) can also be written as Eq. (10):

𝑛phe,0 exp

[
𝑒(𝜙m − 𝜙0)

𝑘𝑇phe

]
− 𝑛swe,∞

√︄
𝑇swe
𝑇phe

{
exp

[
−

(√︂
− 𝑒𝜙m
𝑘𝑇swe

− 𝑣d
𝑣swe,th

)2]
+ 𝑣d
𝑣phe,th

√
𝜋erfc

(√︂
− 𝑒𝜙m
𝑘𝑇swe

− 𝑣d
𝑣swe,th

)}
+ 𝑛swi,∞

√︄
2𝜋

𝑇swe
𝑇phe

𝑚swe
𝑚swi

𝑀 = 0 (10)

The equations of electric field are shown in Eqs. (13) - (17):

∇ · E =
𝜌

𝜖0
(11)

E = −∇𝜙 (12)
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𝐸2
swe,f (𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛swe,fd𝜙

=
𝑇swe𝑛swe,∞
𝑇phe𝑛phe,ref

{
exp

[
𝑒(𝜙(𝑧) − 𝜙∞)

𝑘𝑇swe

] [
1 − erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇swe
− 𝑣d
𝑣swe,th

)]
− exp

[
𝑒(𝜙m − 𝜙∞)

𝑘𝑇swe

] [
1 − erf

(
− 𝑣d
𝑣swe,th

)]
+
𝑣swe,th√
𝜋𝑣d

exp

[
𝑒(𝜙m − 𝜙∞)

𝑘𝑇swe
− 𝑣d

2

𝑣swe,th2

] [
exp

(
2

𝑣d
𝑣swe,th

√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇swe

)
− 1

]}
(13)

𝐸2
phe,f (𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛phe,fd𝜙

=
𝑛phe,0

𝑛phe,ref

{
exp

[
𝑒(𝜙(𝑧) − 𝜙0)

𝑘𝑇phe

] [
1 − erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇phe

)]
− exp

[
𝑒(𝜙m − 𝜙0)

𝑘𝑇phe

] [
1 − 2

√
𝜋

√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇phe

]}
(14)

𝐸2
swe,r(𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛swe,rd𝜙

=
2𝑇swe𝑛swe,∞
𝑇phe𝑛phe,ref

{
exp

[ 𝑒(𝜙(𝑧) − 𝜙∞)
𝑘𝑇swe

]
[
erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇swe
− 𝑣d
𝑣swe,th

)
+ erf

(
𝑣d

𝑣swe,th

)]
−
𝑣swe,th√
𝜋𝑣d

exp

[
𝑒(𝜙m − 𝜙∞)

𝑘𝑇swe
− 𝑣d

2

𝑣swe,th2

] [
exp

(
2

𝑣d
𝑣swe,th

√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇swe

)
− 1

]}
(15)
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𝐸2
phe,c(𝑧) = 2

∫ 𝜙 (𝑧)

𝜙m

𝑛phe,cd𝜙

=
2𝑛phe,0

𝑛phe,ref

{
exp

[
𝑒(𝜙(𝑧) − 𝜙0)

𝑘𝑇phe

] [
erf

(√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇phe

)]
− 2
√
𝜋

exp

[
𝑒(𝜙m − 𝜙0)

𝑘𝑇phe

]√︄
𝑒(𝜙(𝑧) − 𝜙m)

𝑘𝑇phe

}
(16)

𝐸2
swi(𝑧) = −2

∫ 𝜙 (𝑧)

𝜙m

𝑛swid𝜙

=
2𝑇swe𝑛swi,∞
𝑇phe𝑛phe,ref

𝑀2

[√︄
1 −

2𝑒𝜙(𝑧)

𝑘𝑇swe𝑀2 −

√︄
1 − 2𝑒𝜙m

𝑘𝑇swe𝑀2

]
(17)

where 𝐸swe,f , 𝐸phe,f , 𝐸swe,r, 𝐸phe,c, and 𝐸swi is the electric field of free solar wind electrons,

free photoelectrons, reflected solar wind electrons, captured photoelectrons, and solar wind

ions, respectively; 𝑛phe,ref is the reference photoelectron density at the Sun elevation angle of

90◦ (normal incidence); and 𝑀 = 𝑣d/𝐶s is the ion Mach number where 𝐶s =
√︁
𝑘𝑇swe/𝑚swi

is the ion acoustic velocity in the solar wind. The zero electric field condition at infinity

can then be described as Eq. (18):

𝐸2(∞) = 𝐸2
swe,f (∞) + 𝐸2

swe,r(∞) + 𝐸2
phe,f (∞) + 𝐸2

swi(∞) = 0 (18)
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