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ABSTRACT

Thiswork appliesmachine learning (ML) techniques to selected computer vision and

digital communication problems. Machine learning algorithms can be trained to perform

a specific task without explicit programming. This research applies ML to the problems

of: plant identification from images of leaves, channel state information (CSI) estimation

for wireless multiple-input-multiple-output (MIMO) systems, and gain estimation for a

multi-user software-defined radio (SDR) application.

In the first task, two methods for plant species identification from leaf images are

developed. One of themethods uses hand-crafted features extracted from leaf images to train

a support vector machine classifier. The other method combines five publicly available leaf

datasets: Flavia, Folio, LeafSnap, Swedish, and Middle European Woods 2014, to create

a new data set named F2LSM. To create a benchmark, multiple end-to-end convolutional

neural network classifiers are trained to classify images in the F2LSM dataset.

The second application of ML is a novel CSI estimation technique for MIMO

communication systems. The approach uses atmospheric conditions, the position of the

transmitter and receiver, and the relative motion of the transmitter and receiver as features

for an artificial neural network (ANN).

The third study uses two ML methods to estimate gain for a multi-user SDR system

in an aircraft, where a single SDR must generate a composite waveform for multiple

communication links. An accurate estimate of the composite waveform’s peak is required to

set the digital-to-analog converter’s gain to a value thatwill avoid clipping, whileminimizing

quantization noise. One of the methods uses an ANN to estimate the waveform’s peak and

statistical moments. The other method uses an ANN to estimate the statistical distribution

parameters that closely represent the voltage distribution of the waveform.
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SECTION

1. INTRODUCTION

The primary domains of machine learning (ML) applications involve: computer

vision, prediction, semantic analysis, natural language processing, and information retrieval

[101]. The motivation of this work is to apply ML techniques in computer vision for

plant identification, and in prediction for wireless channel estimation for a multiple-input-

multiple-output (MIMO) system and gain estimation for multi-user software-defined radio

(SDR).

1.1. INTRODUCTION TO MACHINE LEARNING

ML is the ability to train a computer to perform a task without explicitly program-

ming it. ML has observed rapid growth since Geoffrey Hinton et al. [42] introduced deep

learning (DL) to recognize handwritten digits. DL is an ML algorithm that extracts features

from raw data using multiple layers; deeper layers progressively extract a higher level of

features. DL models are based on artificial neural networks (ANN) with feature learning,

and are inspired by biological neural networks.

ML systems can be classified into the following four major categories based on

the amount and type of supervision they get during training [39]: supervised learning

(SL), unsupervised learning, semi-supervised learning, and reinforcement learning. In this

dissertation, we primarily focus on supervised learning, where the training data is in the

form of input-output pairs, i.e., for each input vector, there is the desired output vector. An

SL algorithm will find a function that maps input vectors to output vectors based on the

training data.
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SupervisedML algorithms are often used for classification and regression. Consider

a dataset 𝐷 of 𝑁 input-output pairs, 𝐷 = {(x(1) , y(1)), ..., (x(𝑁) , y(𝑁))}. The inputs of 𝐷

are 𝑝 descriptive features given as, x(𝑟) = (𝑥 (𝑟)1 , ..., 𝑥
(𝑟)
𝑖
, ..., 𝑥

(𝑟)
𝑝 ), where 𝑖 ∈ {1, ..., 𝑝} and

𝑟 ∈ {1, ..., 𝑁}. For a classification task y(𝑟) is the 𝑟 𝑡ℎ label and for a regression task y(𝑟) is

the 𝑟 𝑡ℎ continuous target. In case of multi-output regression, y(𝑟) = (𝑦 (𝑟)1 , ..., 𝑦
(𝑟)
𝑗
, ..., 𝑦

(𝑟)
𝑞 )

is a vector with 𝑞 continuous targets, 𝑗 ∈ {1, ..., 𝑞}.

Classification models like convolutional neural networks (CNN) and support vector

machines (SVM) are used to identify plant species based on leaf images. Multi-output

regression algorithms like ANNs are used to address channel and gain estimation problems

in digital communications.

1.2. MACHINE LEARNING IN PLANT IDENTIFICATION

ML has been widely used for plant phenotyping [65, 75, 123], plant identification [5,

82, 124, 125], and in precision agriculture for plant disease detection andweed identification

[66, 70, 96, 100, 102, 137].

Plant identification is essential in plant taxonomy and botanical nomenclature, as

it can help avoid errors and ambiguities in phytomedicine, ethnopharmacology, and other

research on plants [10, 11, 14, 92]. Therfore, phytological research can benefit from an

automated plant identification system that is automated and reliable. Leaves are one of the

most distinctive plant features and are widely used for plant identification. More than 100

studies have used images of leaves to identify plants [124]. This work primarily focuses on

plant identification using leaf images obtained from publicly available leaf datasets.

ML algorithms traditionally require handcrafted (HC) features for image classifica-

tion. HC features requires a human expert to define the features that could be potentially

helpful for ML systems to identify an image’s class. These features are then fed to a ML

classifier to make a classification decision. Since DL algorithms such as CNNs do not re-

quire a user to define features, the models automatically identify and extract useful features
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for a specific classification task. DL models that identify and extract features generally

outperform classifiers that use HC features. Since DL models require a large amount of

training data, HC features can be useful when training data is insufficient [67]. HC feature

extraction, end-to-end DL classifier models, and hybrid techniques combining DL and HC

feature extraction have been widely used for plant-leaf identification.

Kumar et al. [59] proposed a leaf dataset of plant species found in the Northeastern

United States and Canada, and a mobile application, LeafSnap, to classify images. The

application used histogram of curvature over scale features to train a nearest-neighbor

classifier. Zulkifli et al. [141] demonstrated the effectiveness of Zernike moment invariant,

Legendremoment invariant, and Tchebichefmoment invariant features in extracting features

from leaf images using a general regression neural network. Novotný and Suk [80] used

Fourier descriptors for leaf contours combinedwith the nearest-neighbor classifier to classify

leaf images in the proposed Middle European Woods 2012 dataset. Wang et al. [127]

extracted shape features of leaves and used a hypersphere classifier to classify leaf images.

Chaudhury et al. [15] used the concept of contour-based 2D shape matching to identify

plant species from occluded leaf images by using the contour information. Wu et al. [135]

proposed the Flavia leaf dataset and used twelve leaf-shape features to train a probabilistic

neural network for classification.

Multiple end-to-end DL models have also been proposed for plant identification.

Lee et al. [62] use CNNs to perform unsupervised feature extraction for classification,

and provide a technique to visualize features using deconvolutional networks. Song et al.

[109] proposed a novel attention branch-based convolutional neural network (ABCNN) to

identify plant species with highly similar leaves. Raj et al. [88] proposed a dual deep

learning architecture that combines two CNN models, MobileNet [98] and DenseNet-121

[43], for feature extraction and classification. [5, 82, 119, 124, 125] are detailed surveys of

plant identification techniques using leaf images.
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1.3. MACHINE LEARNING FOR CHANNEL AND GAIN ESTIMATION

ML’s remarkable success in recent years has led to an increased interest in its

application in communication systems [21, 49]. Multiple ML techniques have been imple-

mented for radar radiation source classification, and recognition, radar image processing,

and anti-jamming and interference mitigation [61]. Peng et al. [84] use signal constella-

tion diagrams, whereas Meng et al. [74] directly use received signals’ complex baseband

representation as features to train a CNN for automatic modulation classification. Wang et

al. [126] use reinforcement learning to design an intelligent waveform optimization method

for multitarget detection of MIMO radar. Ye et al. [138] demonstrate a way to directly

recover transmitted symbols in an orthogonal frequency division multiplexing system using

DL without having to estimate channel state information (CSI) explicitly. Donohoo et al.

[27] demonstrated a way to learn a mobile terminal’s usage pattern in a cellular system

to provide optimal handover solutions. ML has been used to improve pilot contamination

in cellular massive MIMO by learning channel parameters of the desired link in the target

cell, and undesired link in the adjacent cell [129]. This dissertation focuses on training

ML models, specifically ANNs, to estimate CSI for a MIMO system and digital-to-analog

converter’s gain for a multi-user SDR.

Least squared (LS) and minimum mean square error (MMSE) methods have been

conventionally used to estimate CSI. LS estimation requires no information about the

channel’s statistics compared toMMSE,which performs better by utilizing channel statistics.

DL has recently gained attention in channel estimation [40, 72, 108]. Soltani et al. [108]

use pilot values as a low-resolution image to train a cascaded network of image super-

resolution and image restoration for channel estimation. In [72], a combination of CNN and

long short-term memory network is used to estimate CSI in a 5G wireless communication

system using features that affect CSI in combination with CSI data sample as a feature.

He et al. [40] demonstrates a channel estimation in beamspace millimeter-wave MIMO

systems using a neural network that learns channel structure when the receiver is equipped
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with a limited number of radio-frequency chains. Bai et al. [6] propose a DL-based

channel estimator under a time-varying Rayleigh fading channel that can dynamically

track the channel status without prior knowledge about the channel model and statistics

characteristics. [18] proposes a DL-based CSI estimator for a MIMO system for a particular

case when the length of the pilot signal is smaller than the number of transmit antennas.

Commercial aircrafts require multiple connectivity applications such as air traffic

management, aircraft communication addressing and reporting, single-pilot Operations,

and massive data transfer [7]. These applications are facilitated through direct air-to-

ground communications, satellite networks, high-altitude platform networks, aircraft-to-

aircraft links, and multi-link networks [7]. The communication links associated with

these applications use cabling and hardware to generate baseband waveforms. It can be

challenging to integrate new applications on a hardware system, and to modify, integrate,

troubleshoot, and maintain them due to cabling [97]. Using software to generate the

basebandwaveforms instead of hardware can help address these concerns as it can reduce the

amount of hardware and cabling. An SDR can be an excellent fit for this since it can support

multiple radio bands with software versatility. An SDR can essentially either generate or

take digital samples and represent them as baseband radio waves, which can then be up-

converted and transmitted using transceiver hardware [86]. Amrhar et. al. demonstrated that

an SDR-based integrated modular avionics architecture could significantly reduce the size,

weight, power, and cost in an aircraft [2]. However, if a single SDR generates waveforms

for multiple applications, estimating the gain of a digital-to-analog converter (DAC) for

the combined waveform becomes challenging. A multi-output regression algorithm can

potentially help estimate DAC’s gain based on the features of the component signals.
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1.4. ORGANIZATION OF THE DISSERTATION

In this dissertation, three applications of ML are explored: plant identification, CSI

estimation, and gain estimation for multi-user SDR. Five papers are presented for these

applications.

The first paper presents a plant identification method using an SVM classifier. The

features presented to the SVM classifier are HC features extracted from leaf images. A

combination of binary image features, gray-scale image features, the gradient of an image

features, RGB color-space features, YCbCr color-space features, and HSV color-space

features are used to achieve state-of-the-art accuracy using HC features on two publicly

available leaf datasets, Flavia and Swedish.

The second paper proposes a combined leaf dataset, F2LSM, created by combining

five publicly available leaf datasets, Flavia, Folio, LeafSnap, Swedish, andMiddle European

Woods (MEW) 2014. The F2LSM dataset is available for public download at https:

//scholarsmine.mst.edu/research_data/8/. The combined dataset is imbalanced,

so oversampling and undersampling are implemented to mitigate the effect of imbalance

while training an ML model. Multiple CNN models are trained for leaf identification in the

F2LSM dataset using transfer learning to set up benchmarks for future comparisons. The

F2LSM dataset is made publicly available for further research.

The third paper proposes a CSI estimation technique for a MIMO system using an

ANN. The model of the MIMO system is limited to line-of-sight communication without

multipath. A dataset of CSI matrices is generated to train the ANN for varying atmospheric

conditions, and varying velocities and positions of transmitters and receivers. Once trained,

the ANN can estimate CSI using the following features: rain rate, atmospheric fog density,

humidity, temperature, the distance between transmitter and receiver, receiver’s velocity

relative to the transmitter, carrier frequency, and angle elevation from transmitter to receiver.
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The fourth paper proposes a rapid gain estimation technique for aeronautical multi-

user SDR applications. An SDR can generate multiple baseband waveforms for different

communication applications in an aircraft. It can be challenging to determine the peak value

of the combined waveform generated by an SDR. An ANN-based technique is presented

to estimate the peak and statistics of the combined waveform. The statistics estimated are

mean, variance, skewness, kurtosis, and fifth and standardized moments. The statistics and

the estimated peak should allow a user to choose the optimal gain for a DAC.

The fifth paper is an extension of the fourth paper. In the fifth paper, the voltage

distribution of the combined signal is estimated. It is shown that the combined signal

follows a generalized gamma distribution (GGD). In this paper, ANN is used to estimate

the shape and scale parameters of the GGD.
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ABSTRACT

This paper introduces a method of classifying leaves using machine learning. Con-

siderable emphasis has been put on leaf classification for use in remote sensing applications

such as plant phenotyping and precision agriculture. Convolutional neural networks (CNN)

have been extensively used in computer vision for image classification. However, CNN

can be computationally expensive. This paper describes a method that achieves a compa-

rable accuracy, with a lower computational burden, using a support vector machine (SVM)

classifier. This method uses image processing algorithms to extract features from Hough

transform and Hough Lines. These features are then integrated with those extracted from bi-

nary images, and “eigenleaves” extracted from grayscale, gradient, and different color-space

images of leaves as data preprocessing for classification. The classifier is implemented on

two publicly available datasets: Flavia and Swedish; and is able to achieve state-of-the-art

accuracies using a SVM classifier.

Keywords: leaf classification, support vector machines, feature extraction, eigenleaves
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1. INTRODUCTION

Precise identification of leaves has applications such as site-specific weed man-

agement in agriculture and plant phenotyping. With a growing population, there is an

increasing demand for efficient agricultural methods. The ability to identify weeds in the

field using an autonomous robot, perhaps one which has a robotic arm to remove weeds, or

a drone which can spray herbicide on the desired area could be helpful. Such automated

systems need a way to differentiate desirable plants from undesirable weeds. One way to do

this is with an imaging system that can recognize different species of plants. Some recent

machine algorithms use convolutional neural networks (CNN) for this operation. However,

they are computationally expensive operations. This paper proposes using a SVM classifier

instead of using CNN, which can substantially reduce the computational burden. This new

classifier was trained using two publicly available datasets named Flavia and Swedish. The

classifier was able to analyze images using the processing power available on conventional

agricultural drones. There was no need to augument the processor with a graphics process-

ing unit (GPU) or similar hardware, nor was there a need to relay data to a ground station

for processing.

A way to improve the accuracy of leaf classification by training auxiliary data for

classification of leaves when training dataset is small has been previously shown byWu [1].

This method compares leaf shapes by aligning their angle sequences to one another, rather

than extracting features from leaf shapes. It was shown by Ling [2] that using inner-distance

as a descriptor for an image can be helpful in improving the performance of identification

of leaves. Im [3] and Wang [4] used hierarchical polygon approximation representation

for leaf shape and hypersphere classifier respectively to classify leaves. Segmentation of

leaves from the background using 3-D point cloud was done by Teng [5], which would be a

bridge between the system for capturing the images and classifying them. Elliptic Fourier

transforms were used to identify weed species by Neto [6] with an accuracy of 89.4%.
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Our proposedmethod extracts distinctive features from images in binary, monochrome

(grayscale and gradient) and different color-spaces (RGB, HSV, andYCbCr). Binary images

are used to extract binary object features such as area and perimeter of the object. Grayscale

images are used to calculate Gray-Level Co-occurrenceMatrix (GLCM) fromwhich feature

vectors are extracted. Grayscale images are also used to calculate Hough transform and

Hough lines which help in extracting features related to the vein structures and the contour

of the leaf. We find the number of corners in a leaf image using the method described

by Rosten [7], the number of speeded up robust features (SURF) points using the method

described in Bay [8], and the number of binary robust invariant scalable keypoints (BRISK)

using the method described by Leutenegger [9]. Using the entire feature vectors instead of

using the number of points can be helpful in improving the accuracy of the system, but as

the feature vectors are very large it would be computationally expensive. Later we show

that we can achieve the desired accuracy even without using the entire feature vectors of

BRISK and SURF. The grayscale images along with the all the different color-space images

are used to extract eigenleaves which are eigenvectors of the leaves projected on the leaf

images. The idea of eigenleaves is inspired from [10] where the authors use eigenfaces to

classify faces, where eigenfaces are the eigenvectors of the set of faces.

All these features extracted from the images are then used to train a SVM classifier.

The features are also tested on various other classifiers too to test the accuracy. By using

the hand-crafted features, and SVM classifier, we can achieve accuracy rates of 97.71% on

the Flavia dataset [11] and accuracy of 99.56% on the Swedish dataset [12].

2. PREVIOUS WORK

Wu [11] developed a leaf recognition algorithm using a probabilistic neural network

(PNN) and achieved an accuracy of 90% on the Flavia dataset. Singh [13] was able

to achieve 96% accuracy on the Flavia dataset using SVM based on a binary decision

tree. Kadir [14] used principal component analysis (PCA) to reduce the dimension of the
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features and improve the performance of classification using PNN. Nguyen [15] combines

SURF features with bag-of-words to achieve an accuracy of 95.94% on the Flavia dataset.

Kumar [16] developed the first android classification application LeafSnap which used

leaf’s contour over multiple scales for classification. Kadir [17] uses Zernike moments

extracted from leaf images to train the PNN along with features extracted from gray level

co-occurrence matrix and achieves an accuracy of 94.69% on the Flavia dataset. Wu [18]

used CNN for classification of leaves using PReLU activation function and were able to get

an accuracy of 94.8% on the ICL dataset with 25 different species of leaves. Wick showed

in [19] that almost perfect accuracy can be achieved on Flavia dataset using Deep CNN.

3. PROPOSED METHOD

Our method can be divided into two major steps: Extraction of features from

images, and training and testing of the classifier. The extraction of features is summarized

in Figure 1.

Figure 1. Features extraction.
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3.1. EXTRACTING FEATURES FROM THE BINARY IMAGE

To extract features from a binary image, the RGB image of the leaf is first converted

into a grayscale image and then to binary. Then some morphological operations such as

closing, removing objects smaller than a certain area, and filling the holes are applied to the

binary image to get rid of small erroneous objects and to get leaf as the only object in the

image. Figure 2 summarizes the preprocessing step.

Figure 2. Performing morphological operations on the binary image to remove errors.

Once the preprocessing step is done following features are extracted from the binary

images:

1. Eccentricity

Since the shape of a leaf resembles an ellipse, eccentricity can be used as a feature

for classification. The eccentricity of an ellipse can be calculated as:

𝑒𝑐𝑐𝑒𝑛𝑡𝑟𝑖𝑐𝑖𝑡𝑦 =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑤𝑜 𝑓 𝑜𝑐𝑖

𝑙𝑒𝑛𝑔𝑡ℎ 𝑜 𝑓 𝑚𝑎 𝑗𝑜𝑟 𝑎𝑥𝑖𝑠
(1)

2. Ratio of minor axis to major axis of an ellipse

3. Perimeter to area ratio

This is the ratio of the distance around the boundary of the leaf object to the number

of pixels in the region of the leaf object.
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4. Solidity

Solidity is defined as the proportion of the pixels in the convex hull which are also in

the region. The solidity of an object can be calculated as:

𝑠𝑜𝑙𝑖𝑑𝑖𝑡𝑦 =
𝐴𝑟𝑒𝑎

𝐶𝑜𝑛𝑣𝑒𝑥 𝐴𝑟𝑒𝑎
(2)

where convex area can be defined as the number of pixels in the smallest convex

polygon that can contain the object.

5. Centroid

In this case, a centroid is the center of mass of the leaf object

6. Aspect Ratio

Aspect ratio is defined as the ratio of the height of bounding box containing the object

to the width of the bounding box. Aspect ratio can be calculated as:

𝐴𝑠𝑝𝑒𝑐𝑡 𝑟𝑎𝑡𝑖𝑜 =
ℎ𝑒𝑖𝑔ℎ𝑡 𝑜 𝑓 𝑡ℎ𝑒 𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔 𝑏𝑜𝑥

𝑤𝑖𝑑𝑡ℎ 𝑜 𝑓 𝑡ℎ𝑒 𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔 𝑏𝑜𝑥
(3)

3.2. EXTRACTING FEATURES FROM A GRAYSCALE IMAGE

The following features are extracted from grayscale images:

3.2.1. GLCM Features. Several features can be calculated from GLCM and four

of them are used as features for training the classifier.

1. Contrast

Calculates the contrast between each pixel and its neighbor and is given as,

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =
∑︁
𝑖

∑︁
𝑗

(𝑖 − 𝑗)2𝑐(𝑖, 𝑗) (4)

where 𝑐(𝑖, 𝑗) denotes an element in GLCM.
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2. Correlation

Calculates how correlated each pixel is to its neighboring pixel and is given as,

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
(𝑖 − 𝜇𝑖) ( 𝑗 − 𝜇 𝑗)𝑐(𝑖, 𝑗)

𝜎𝑖𝜎𝑗
(5)

where 𝜇 and 𝜎 denote mean and standard deviation respectively.

3. Energy

Calculates the energy of each element in GLCM and is given as ,

𝐸𝑛𝑒𝑟𝑔𝑦 = 𝑐(𝑖, 𝑗)2 (6)

4. Homogeneity

Calculates the closeness of the distribution of elements in GLCM to the diagonal of

GLCM and is given as,

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 =
𝑐(𝑖, 𝑗)
1 + |𝑖 − 𝑗 | (7)

3.2.2. Number of Corner Points. Leaves from different species could have a

different number of corner points so using the number of corners as a feature would help

to boost up the accuracy of the system. We use the high-speed machine learning algorithm

presented by Rosten [7] to calculate the number of corner points in a leaf image.

3.2.3. Number of SURF and Brisk Points. SURF features were introduced by

Bay [8] which are scale- and rotation-invariant detector and descriptor. BRISK features

were introduced by Leutenegger [9] which detects, describes and matches key points in a

grayscale image. In this step, rather than using the entire description of the features vector,

we just use the number of SURF and BRISK points in an image as a descriptor as the leaves

from the same species should have a similar number of SURF and BRISK points.
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3.2.4. Hough Transform. One of the most distinctive features of the leaves is the

vein pattern. Hough transform is a technique that finds aligned points in an image that

create, so it helps in detecting vein features of a leaf image. Hough transform can be applied

to a grayscale image by detecting the edges in the image and then applying the Hough

transform algorithm, as summarized in Figure 3.

Figure 3. Hough transform and Hough lines of grayscale leaf images.

As it can be seen from Figure 3 that Hough transform of one leaf differs from

another, so GLCM features of Hough transform images too are calculated.

3.2.5. Hough Lines. The most significant Hough peaks in the figure can be used

to find Hough lines and as shown in Figure 3 different leaves have significantly different

Hough lines.

3.3. EXTRACTING EIGENLEAVES

As seen from Figure 1, eigenleaves are extracted from seven different images.

Eigenleaves are calculated for different color-spaces and for grayscale and gradient images

following the steps described below:

1. Convert image into the desired colorspace
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2. Vectorize all images and put in a matrix→ X

3. Calculate mean of corresponding pixels of each image→ 𝝁

4. Subtract the mean from all images→ 𝑿̄ = 𝑿 − 𝝁

5. Perform eigen-decomposition of the of 𝑿𝑻𝑿 and get 𝐾 eigenvectors corresponding

to 𝐾 largest eigenvalues→ 𝝂𝒌

6. Calculate eigenleaves→ 𝒍𝒌 = 𝑿̄𝝂𝒌 , where 𝑘 ∈ [1, 𝐾]

Thus, there are eigenleaves of length 𝐾 associated with each leaf image which are

used as features for training the classifier. The eigenleaves are also calculated for Hough

transform and Hough lines images as they too provide distinctive features for training the

classifier and helps boosting the accuracy.

4. EXPERIMENTS AND RESULTS

Our approach is tested on two of the publicly available datasets: Flavia and Swedish.

Flavia dataset consists of 1907 leaf images of 32 different species and the Swedish dataset

consists of 1125 images of 15 different species. SVM classifier is trained for both the

datasets using the handcrafted features that are extracted from the leaf images. The classifier

is tested on 10% images from the Flavia dataset and 20% images from the Swedish dataset

respectively. Then we fine-tune training and testing data-size to get an optimal accuracy of

97.91% for the Flavia dataset and 99.56% for the Swedish dataset. Figure 4 shows how the

accuracy of the system changes as we reduce the number of training images.
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Figure 4. Accuracy of the SVM with changing test data size.

Figure 5. Confusion matrix for Flavia dataset.
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Figure 6. Confusion matrix for Swedish dataset.

Figure 7. Comparison between different classification methods.
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We also tested our features on several other classifiers, with the results summarized

in Figure 7.

5. CONCLUSIONS

Weare able to achieve state-of-the-art accuracy for Flavia and Swedish datasets using

SVM classifier. Features are extracted from leaf object in binary images and features from

GLCM are extracted by calculating GLCM for grayscale images. Grayscale images were

also used to calculate Hough transform to extract GLCM features and Hough lines. Finally,

eigenleaves are calculated from images in different color-spaces and from the monochrome

images to be used as features. We are successfully able to get comparable accuracy to

the state-of-the-art using a computationally efficient method. Furthermore, we calculate

features from the Fast Fourier Transform (FFT) and Curvelet transform but those features

are redundant with respect to the features we already have and are not able to improve the

accuracy. The algorithm remains to be tested on other publicly available datasets namely:

Foilage, LeafSnap, ICL, and ImageCLEF.
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ABSTRACT

Plant identification has applications in ethnopharmacology and agriculture. Since

leaves are one of a distinguishable feature of a plant, they are routinely used for identifica-

tion. Recent developments in deep learning have made it possible to accurately identify the

majority of samples in five publicly available leaf datasets. However, each dataset captures

the images in a highly controlled environment. This paper evaluates the performance of Effi-

cientNet and several other convolutional neural network (CNN) architectures when applied

to a combination of the LeafSnap, Middle European Woody Plants 2014, Flavia, Swedish,

and Folio datasets. To normalize the impact of imbalance resulting from combining the

original datasets, we used oversampling, undersampling, and transfer learning techniques to

construct an end-to-end CNN classifier. We placed greater emphasis on metrics appropriate

for a diverse-imbalanced dataset rather than stressing high performance on any one of the

original datasets. A model from EfficientNet’s family of CNN models achieved a highly

accurate F-score of 0.9861 on the combined dataset.

Keywords: leaf dataset, imbalanced dataset, convolutional neural networks, transfer learn-

ing, plant identification
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1. INTRODUCTION

Plants with ethnopharmacological uses are a primary source of medicine. About

80% of 122 plant-derived drugs are related to their original ethnopharmacological purposes

[1]. A fundamental step in conducting research on plant-derived compounds is establishing

the plant’s botanical identity. Medical research on compounds derived from plants benefits

from an expertise in botany. Appropriate use of botanical nomenclature can help avoid

errors and ambiguities in phytomedical, ethnopharmacological, and other research on plants

[2, 3, 4, 5].

Apex

Veins

Blade

Margin

Midrib

Petiole

Figure 1. Parts of leaves that can be potentially used as features by computer vision
algorithms for classification.

Plant identification is the process of comparing features of a plant to previously

collected and categorized specimens. This process helps connect the specimen with a

particular species, which lets one recognize the specimen’s properties. The method of plant
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identification is instrumental to plant taxonomy, and botanical nomenclature [2, 3, 4, 5]. A

faster, automated, and more reliable method of plant species identification would be helpful

in phytological research. Plant identification also has applications in site-specific weed

management in plant agriculture, and plant phenotyping [6, 7].

Various plant organs can be used to identify a plant species, e.g., flowers, leaves,

stem, fruit, or even the entire plant. Due to their distinctive features, leaves are particularly

useful for identifying plants. More than 100 studies have used images of leaves to identify

plants [8]. A leaf consists of a blade and a petiole. The blade consists of the following

sub-parts: apex, margin, veins, midrib, and base, as shown in Figure 1, that can be used as

features for classification. Several computer vision techniques can use images of leaves to

extract features that are potentially distinct amongst different species to identify plants [8].

Deep learning (DL) is a subset of machine learning methods. DL algorithms

are inspired by biological neurons’ structure and function. DL has recently experienced

rapid growth due to increased data availability and substantial improvements in hardware

technologies. DL uses multiple layers of information processing to build abstractions of

data, from which features can be extracted and patterns classified. One of the widely used

algorithms in DL is the convolutional neural network (CNN), which is extensively used

for image classification [9, 10, 11, 12, 13, 14, 15]. A CNN is able to extract features in

the form of filters from the leaf images and classify plants based on the features learned,

given that the dataset is large enough. Numerous CNN architectures have been proposed to

perform leaf classification tasks, and are tested on several publicly available leaf datasets.

These approaches have successfully achieved high classification accuracies on the datasets

on which they were tested [8, 16, 17, 18, 19]. However, almost all of the previous work

using DL has been done on individual leaf datasets, which does not factor in the impact

of varying environments in which the images of a particular dataset are captured, and

varying phenotypes of the same species over different regions. Many DL approaches to

leaf identification use CNNs only as feature extractors and requires a separate classifier
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operation such as support vector machines or random forests. This work focuses on using

a CNN to perform the entire classification process, rather than just focusing on feature

extraction.

This paper proposes a new leaf dataset called F2LSM (Flavia, Folio, LeafSnap,

Swedish, and MEW 2014). F2LSM dataset was created by combining the following five

publicly available leaf datasets: LeafSnap [20], Middle European Woods (MEW) 2014

[21], Flavia [22], Swedish [23], and Folio [24]. The goal is to create a more comprehensive

dataset with appropriate botanical nomenclature. Dataset pre-processing was performed

prior to combining the datasets to remove classes with incomplete scientific names and

classes that were judged to be poor image quality. Due to LeafSnap and MEW 2014

datasets’ imbalanced nature and certain overlapping species, while combining the datasets,

a simple combination would result in a highly imbalanced dataset. This imbalance may

potentially harm a CNN’s performance by creating a bias towards the classes with more

samples. To mitigate this problem, classes with a relatively large number of image samples,

known as majority classes, are undersampled. Additionally, classes with a relatively small

number of image samples, known as minority classes, are oversampled [25, 26, 27]. The

resulting F2LSM dataset has 42420 leaf images belonging to 374 distinct classes of plant

species arranged in folders named after their genus and species. The F2LSM dataset, along

with the code, is publicly available at the following website: https://scholarsmine.m

st.edu/research_data/8/.

One of DL’s serious problems is that it depends on a massive amount of training

data compared to other traditional ML methods. The initial layers of DL models generally

extract more elementary features such as edge and texture, and the later layers build on top

of it to extract more abstract features pertaining to the task at hand. Transfer learning (TL)

leverages this property by relaxing the hypothesis that the training data must be independent

and identically distributed (i.i.d) with the test data. Therefore, it is not required to train

the target model from scratch, which can significantly reduce the amount of training data
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Flavia

Swedish
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Combined	Dataset Upsampling/

Downsampling

Pre-processing

Pre-processing
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Data
AugumentationModel	TrainingTesting

Deep	Learning
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Figure 2. FlowDiagram of the procedure. Five publicly available datasets, LeafSnap, MEW
2014, Flavia, Swedish, and Folio, are combined into a single dataset after pre-processing.
Resulting dataset is then balanced by upsampling the minority classes and downsampling
the majority classes to form the F2LSM dataset. Finally, multiple CNNs are trained on the
F2LSM dataset and their performance is assessed.

and time required to train a model in the target domain [28]. This paper applies the

concept of TL by using pre-trained weights and biases of CNN architectures trained on

the ImageNet dataset [29], and then fine-tuning them to classify the images in the F2LSM

dataset. The CNN architectures from the EfficientNet family of models, B0 to B6, are

used for the classification task [15], and their performance is compared with the following

other architectures: VGG19 [12], InceptionV3 [30], ResNet50V2 [13], DenseNet121 [31],

Xception [32], and MobileNetV2 [33]. Figure 2 summarizes the process of combining

the datasets and training a CNN. A significant number of approaches for classifying plants

based on leaf images [34, 35, 36, 37, 38] have not considered the imbalanced nature of the

datasets used, which may reduce their effectiveness. This paper attempts to evaluate the

performance of these models by using metrics intended for imbalanced data.

The major contributions of the paper can be summarized as follows:

• Clean and combine five publicly available leaf datasets into one F2LSM dataset, and

make the dataset publicly available.

• Implement undersampling and oversampling to overcome potential bias introduced

because of the imbalance in data.
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• Create an end-to-end CNN-based leaf classifier using various CNN architectures

and TL and obtain comparable accuracy on the proposed dataset compared to the

state-of-the-art accuracy obtained on the individual datasets.

• Use metrics that consider the imbalanced nature of the dataset to test and validate the

performance EfficientNet, and compare its performance with other well-known CNN

architectures.

The rest of the paper is structured in the following manner. Section II briefly

summarizes relevant work in the field of plant identification. Cleaning and combining

different datasets to create the F2LSMdataset is discussed in section III. Section IVdiscusses

the CNN architectures used for training and testing the classifier. Section V discusses

the experimental setup, the metrics used, and the results. Finally, Section VI provides

conclusions and a summary of the results.

2. RELATED WORK

Plant species identification based on leaf images has been an active area of research

[8, 16, 17, 18]. Kumar et al. [20] used features related to a leaf’s curvature to identify

species in the proposed LeafSnap dataset and achieved a top-5 accuracy of 96.8%. Fourier

descriptors for leaf contours combined with the nearest-neighbor classifier were used to

classify leaf images in the proposed MEW 2012 dataset with an accuracy of 88.91%

[21]. Wu et al. [22] proposed the Flavia dataset with 32 different species of plants and

12 leaf features in combination with a probabilistic neural network (PNN) to achieve a

classification accuracy of 90%. Features based on the geometry, eigenleaves, and grey-level

co-occurrence matrix (GLCM)were used to train a support vector machine (SVM) classifier

for leaf identification by [39]. Munisami et al. [24] used shape features and color histogram

with k-nearest neighbors to classify plant leaves in the Folio dataset with an accuracy of

87.3%. Chaudhury et al. [34] used the concept of contour-based 2D shape matching to
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identify plant species from occluded leaf images by using the contour information extracted

from publicly available leaf datasets. Kumar et al. [35] used morphological features

extracted using a multilayer perceptron with adaboosting to train a classifier and attained

an accuracy rate of 95.42% on the Flavia dataset.

Some methods use pre-trained CNNmodels to extract features from leaf images and

then use those features to train ML classifiers [36, 40]. Wang et al. [37] proposed a novel

counting-based leaf recognition method that effectively combines all of the three significant

characteristics – leaf contour, texture, and vein – in leaf images by using elliptical half

Gabor, which is then convolved with grayscale leaf images to calculate histogram of line

patterns used a descriptor to train SVM. This method achieved a classification accuracy

of 98.40% on the Swedish dataset and 97.83% accuracy on the Flavia dataset. Song et

al. [38] proposed a novel attention branch-based convolutional neural network (ABCNN)

to identify plant species with highly similar leaves, and was able to attain a classification

accuracy of 91.43% on a special dataset created from LeafSnap. Raj et al. [19] proposed

a dual deep learning architecture (DDLA) that combines MobileNet and DenseNet-121

architectures to extract features and then passes those features to ML classifiers and fully

connected layers (FCL). The DDLA method [19] achieved the highest accuracy of 98.71%,

96.38%, and 99.41% on the Flavia, Folio, and Swedish datasets, respectively.

3. F2LSM DATASET

3.1. CLEANING AND COMBINING DATASETS

The F2LSM dataset was created by combining five publicly available datasets:

LeafSnap [20], MEW 2014 [21], Flavia [22], Swedish [23], and Folio [24]. Table. 1

provides a links to a webpages where each dataset can be found, along with information

about number of classes and number of images samples in each dataset, and a representative

image from each dataset.
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Table 1. Dataset’s websites along with information about number of classes, number of
image samples, and an example of an image sample from each dataset.

Dataset Dataset’s URL Number of
Classes

Number of
Image
Samples

Representative
Image
Sample

LeafSnap https://bit.ly/37fLgJP 185 30866

MEW 2014 https://bit.ly/3NDCC8u 201 15074

Flavia https://bit.ly/3x1O6gn 32 1907

Swedish https://bit.ly/35zuULo 15 1125

Folio https://bit.ly/3uMtFBc 32 637

3.1.1. LeafSnap Dataset. The LeafSnap dataset was first introduced as a part of

a mobile application called LeafSnap, which helps users identify plants from photographs

of their leaves [20]. The species in the LeafSnap dataset covers plants found in the North

Eastern United States. The dataset consists of two categories of images: field images

(low-quality images created by mobile devices in outdoor environments) and lab images

(high-quality images of pressed leaves from the Smithsonian collection). This dataset is

available at the following website: http://leafsnap.com/dataset/.

Figure 3. Class-specific cropping in the LeafSnap dataset.
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The lab images had calibration marks on the right and bottom edges of the images,

which were not present in the field images and in other datasets. Since partial calibration

information of this nature might not be very helpful when the datasets are combined, it was

removed from all the lab images, as shown in Figure 3. After cropping lab images, we

put the field and lab images in the same directory for each respective class. The LeafSnap

dataset had 27 classes, most belonging to the genus pinus, along with some other species

with low-quality images. These images contained a minimal amount of information that an

ML algorithm can use, and showed no difference amongst different species, Figure 4. We

removed these 27 classes from the LeafSnap dataset.

Figure 4. Image samples of different classes removed from the LeafSnap dataset, each
image belongs to a different class.
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3.1.2. MEW 2014 Dataset. TheMEW2012 dataset was first introduced in [21] for

the recognition of woody species in Central Europe. The dataset consisted of leaf samples

from 151 unique species collected from the Czech Republic. Since then, the dataset has

been expanded to incorporate 50 more species and is now calledMEW2014. This dataset is

available at the following website upon request: http://zoi.utia.cas.cz/node/662.

No modifications were made to this dataset when combining, before combining it with other

datasets.

3.1.3. Flavia Dataset. The Flavia dataset was first introduced in [22] due to a lack

of a standard plant leaf dataset and to create a classification benchmark. This dataset is

available at the following website: http://flavia.sourceforge.net/. The Flavia

dataset had all its images in a common directory, so we separated them into directories

named after their respective botanical name.

3.1.4. Swedish Dataset. The Swedish leaf dataset was first introduced in [23] to

create a computer vision algorithm for leaf identification for the SwedishMuseum ofNatural

History. The dataset is available at the following website: https://www.cvl.isy.li

u.se/en/research/datasets/swedish-leaf/. Before combining the datasets, we

removed four classes from the Swedish dataset due to a lack of a proper scientific name.

3.1.5. Folio Dataset. Folio dataset has pictures taken from the farm of the Univer-

sity of Mauritius [24]. The dataset consists of 20 image samples for each of the 32 species

represented. This dataset is available on the UCI Machine Learning Repository website at

the following URL: https://archive.ics.uci.edu/ml/datasets/Folio#. This

dataset was left unaltered before combining it with other datasets.

We combined these five datasets into one dataset with 374 classes, naming it the

F2LSM dataset. The size of images was primarily unaltered when combining the dataset,

except for when cropping was performed in LeafSnap dataset. Table 2 summarizes the

range of image sizes in each dataset.
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Table 2. Range of image sizes in different datasets. All numbers indicate number of pixels.

Dataset Minimum
width

Maximum
width

Minimum
height

Maximum
height

Smallest
image/s

Largest
image/s

Swedish 364 2550 652 4125 465 × 652 2412 × 4125
Folio 1141 4160 1726 4160 1152 × 1726 4160 × 3120
Flavia 1600 1600 1200 1200 1600 × 1200 1600 × 1200

MEW 2014 162 3504 115 4956 309 × 133 3504 × 4956
LeafSnap 210 800 194 800 512 × 194 800 × 800
F2LSM 162 4160 115 4956 309 × 133 3504 × 4956

3.2. OVERSAMPLING AND UNDERSAMPLING

The combined dataset was highly imbalanced due to the imbalanced nature of

LeafSnap and MEW 2014 datasets, overlapping classes, and some classes with a minimal

number of images. Some classes had fewer than ten images in the combined dataset, while

others had more than 300. The class distribution of the dataset was adjusted by randomly

oversampling the minority classes and undersampling the majority classes. This method

helps select more samples from one underrepresented class and creates a bias to select more

from that class than others. One of the basic ways to oversample a class is to randomly

select samples from the desired class and create copies of the data [25].

Instead of simply creating copies of the image samples in minority classes, we use

the following method to implement oversampling. If the minority class has N images, then

each of those images are each put through the following three transformations to create 3𝑁

new images:

3.2.1. Gaussian Blur. A Gaussian blur is implemented by convolving an image

with a 2D Gaussian kernel. The values of the kernel are from the Gaussian function (1),

where x and y denote the position of the pixel and𝜎 is a parameter that allows for adjustment

of the width of the blur. Each pixel’s new value would be the weighted average of pixel’s

old value and values of its neighboring pixels. The center pixel in the convolution operation
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would receive the highest weight from the Gaussian kernel, and the neighboring pixels will

receive smaller weights depending on how far they are from the center. This operation blurs

an image by acting as a low pass filter.

𝐺 (𝑥, 𝑦, 𝜎) = 1
√
2𝜋𝜎2

𝑒
− 𝑥2+𝑦2
2𝜎2 (1)

3.2.2. Unsharp Masking. Unsharp masking is a linear image processing technique

that enhances the edges of an image. It is implemented by low pass filtering an image using

a Gaussian blur and comparing it to the original image. This difference is then scaled and

added to the original image. This operation is summarized in (2), where x and y denote

the position of the pixel, 𝑓𝑠ℎ𝑎𝑟 𝑝 (𝑥, 𝑦) is the unsharp masked image, 𝑓 (𝑥, 𝑦) is the original

image, 𝑓𝑠𝑚𝑜𝑜𝑡ℎ (𝑥, 𝑦) is the low pass filtered image, and k is the scaling constant.

𝑓𝑠ℎ𝑎𝑟 𝑝 (𝑥, 𝑦) = 𝑓 (𝑥, 𝑦) + 𝑘 ( 𝑓 (𝑥, 𝑦) − 𝑓𝑠𝑚𝑜𝑜𝑡ℎ (𝑥, 𝑦)) (2)

Figure 5. Different image transforms applied for oversampling classes with image samples
less than 10. From left to right is the original image, a Gaussian blurred image, a rank
filtered image, and an unsharp masked image.
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3.2.3. Rank Filter. A rank filter of rank-k is a non-linear operation that sorts the

pixel values in a kernel of M pixels and assigns the 𝑘 𝑡ℎ value to the center point in the

kernel. A rank filter with 𝑘 = 1 would be the min filter, 𝑘 = 𝑀 would be the max filter, and

𝑘 = 𝑀+1
2 would be the median filter. Random rank values between 1 and 9 were chosen for

a 3-by-3 kernel to implement rank filtering.
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Figure 6. Histogram with 35 bins of the number of image samples per class before and after
implementing oversampling and undersampling. The inset demonstrates that there were
nine classes with less than ten images before sampling, and after sampling there are zero
classes with less ten image samples.

Figure 5 demonstrates the effect of implementing these transforms. Undersampling

can be implemented by randomly removing image samples from the majority classes [26].

Since undersampling can potentially discard useful samples, we only applied it to classes

with more than 300 images. Figure 6 shows the datasets’ histogram before and after
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implementing oversampling and undersampling. The inset in Figure 6 shows that before

sampling, there were nine classes with number of image samples close to ten, and after

sampling, there is no class with number of image samples less than or equal to ten.

4. DEEP TRANSFER LEARNING

4.1. CONVOLUTIONAL NEURAL NETWORKS

Traditional computer vision algorithms require the designer to indicate which key

features need to be extracted and how they can be extracted, whereas a CNN does not require

humans to identify features in the image. A CNN architecture consists of multiple layers,

including an input layer, an output layer, convolutional layers, rectified linear unit (ReLU)

layers, pooling layers, and fully connected layers, as shown in Figure 7. When processing the

information in the forward direction, the convolutional layers convolve multiple filters with

the input volume to generate an activation map for each filter. The convolution operation

is followed by some non-linear activation function to increase non-linear properties of the

network e.g. ReLU: 𝑓 (𝑥) = 𝑚𝑎𝑥(0, 𝑥) [9]. The pooling layer reduces the number of

parameters in the network by non-linearly downsampling the activation maps or an image,

thus reducing the number of computations in the network. After multiple convolutional

and pooling layers, a classification decision is made by fully connected layers. Once the

feed-forward part is done, the CNN optimizes each layer’s filters through a backpropagation

mechanism. These filters, once optimized, extract important features representing the input

image.
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Pooling Convolution Pooling Fully	connectedConvolution

Figure 7. A typical CNN Architecture with multiple convolutional and pooling layers
followed by fully connected layers for multi-class classification.

4.2. TRANSFER LEARNING

The combined dataset is imbalanced, has a large number of classes, and some of

the classes have insufficient data required to train a CNN. We use transfer learning to

initialize the CNN to help overcome the problem of insufficient and imbalanced data to

a certain extent, as it relaxes the hypothesis that the training data must be i.i.d. with the

test data. Therefore, the knowledge gathered while training a CNN on a diverse dataset

like ImageNet [29] can be used while training a CNN for other classification tasks. To

implement TL, the most commonly used method is to remove the last fully connected layer

of the pre-trained CNN and replace it with a fully connected layer appropriate for the new

number of classes. In this paper different CNN architectures–EffcientNet [15] architectures

B0 to B6, VGG19 [12], InceptionV3 [30], ResNet50V2 [13], DenseNet121 [31], Xception

[32], and MobileNetV2 [33]–trained on the ImageNet dataset are used for TL. We fine-tune

the last few layers of the trained CNN architectures to classify 374 classes of leaves, as

shown in Figure 8. This technique helps significantly reduce the training time and achieve

higher accuracies, including on imbalanced datasets. Table 5 in the Experiments section

demonstrates this improvement.
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Figure 8. Transfer learning implemented on the F2LSM dataset. A’ parameters learned for
task A (𝑇𝐴) are transferred to task B (𝑇𝐵), and B parameters are fine-tuned.

5. EXPERIMENTS, RESULTS, AND ANALYSIS

5.1. STRATIFIED K-FOLD CROSS VALIDATION

In order to perform robust validation, we implemented stratified 5-fold cross-

validation. Firstly, 10% of the dataset was set aside as a hold-out test set. We used

stratification to ensure that the test set had a population that best represented the population

Table 3. Image augmentation types with their respective ranges.

Augmentation type Range
Random flip horizontal and vertical
Random rotation [-0.5𝜋, 0.5𝜋]
Random contrast [0.7, 1.3]
Random zoom [0.1, 0.3]
Random translation [0.2,0.2]
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of the entire dataset. Then the remaining 90% of the dataset was split into five equal folds

by using stratified sampling to avoid sampling bias [41]. Finally, we use four folds for

training and the fifth fold for validation to train and validate the networks. We repeated this

process five times, using each fold for validation once. Input image size was altered based

on the recommended image size for each respective model. Before training the models, data

augmentations were performed on the dataset to regularize and prevent overfitting. Table 3

summarizes types of augmentations and their respective ranges.
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Figure 9. Loss trend while training EfficientNet B0, before and after fine-tuning the last
few layers of the model.

We trained added layers added to models for transfer learning until the validation

loss did not improve for ten epochs. Once the validation loss plateaued, we unfroze the last

few layers and fine-tuned them until the validation loss plateaued again, Figure 9. It can

also be noted that training loss leads to the validation loss before fine-tuning begins and

then rapidly drops below the validation loss after fine-tuning starts. This is due to the high

regularization implemented in the added layers.
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5.2. METRICS

The combined dataset is imbalanced, as shown in Figure 6 and hence a commonly

usedmetric like accuracymay not be the best indicator of overall classification performance.

This is a commonly usedmetric for the current task inmost approachesmentioned in [section

II]. A brief description of the metrics used and the method used to calculate them are listed

below.

Top-k accuracy is one of the metrics used to evaluate model performance. It is

the number of times the correct class has occurred in the top 𝑘 predicted classes based on

their probability scores. We also use macro-averaged variants of precision (3) and recall

(5) to assess overall model performance across all classes. Macro-averaged precision is the

average of the precisions of each class taken individually as described in 4. The individual

class precision for class 𝑙 can be calculated as follows:

𝑃𝑟𝑒𝑐𝑙 =
𝑇𝑃𝑙

𝑇𝑃𝑙 + 𝐹𝑃𝑙
, (3)

where 𝑇𝑃 is the number of True Positives and 𝐹𝑃 is the number of False Positives. Then

the macro-averaged precision can then be calculated as

𝑃𝑟𝑒𝑐𝑚𝑎𝑐𝑟𝑜 = (1/𝑁𝑐) Σ
𝑁𝑐

𝑙=1𝑃𝑟𝑒𝑐𝑙 . (4)

Where 𝑁𝑐 is the total number of classes.

In a similar fashion the macro-averaged recall is calculated as well as described in

6.

𝑅𝑒𝑐𝑙 =
𝑇𝑃𝑙

𝑇𝑃𝑙 + 𝐹𝑁𝑙
(5)

𝑅𝑒𝑐𝑚𝑎𝑐𝑟𝑜 = (1/𝑁𝑐) Σ
𝑁𝑐

𝑙=1𝑅𝑒𝑐𝑙 , (6)

where 𝐹𝑁 is the number of False Negatives.
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Finally we also calculate the macro-averaged F-score. This is the average of the

individual class F-scores and is calculated using 7.

𝐹𝑚𝑎𝑐𝑟𝑜 = (1/𝑁𝑐) Σ
𝑁𝑐

𝑙=1
2 × 𝑃𝑟𝑒𝑐𝑙 × 𝑅𝑒𝑐𝑙
𝑃𝑟𝑒𝑐𝑙 + 𝑅𝑒𝑐𝑙

. (7)

All the metrics were calculated for each fold on the hold-out test set, and the results

were reported as 𝜇 ± 𝜎 (𝑚𝑒𝑎𝑛 ± 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛).

5.3. RESULTS AND DISCUSSION

This section provides the results obtained while testing the trained networks before

and after performing oversampling and undersampling.

5.3.1. Effect of Oversampling and Undersampling. Table 4 shows the effect of

oversampling and undersampling discussed in Section III in terms of the arithmetic means

Top-1 accuracy and F-score obtained from stratified 5-fold cross-validation. Comparisons

between all trained models show that balancing the dataset improves both Top-1 accuracy

and F-score; however, the improvement is much more significant in the Top-1 accuracy

metric than the F-score. For example, for EfficientNet B6, Top-1 accuracy improved by

1.66% after oversampling and undersampling, whereas F-score improved only by 0.2%.

This disparity demonstrates that the F-score is a better metric when dealing with this

imbalanced dataset.

5.3.2. Performance Analysis. The models used in this paper were trained on a

Dell Precision 7920 Tower with an 8-core Intel Xeon Silver 4208 CPU@ 2.10 GHz, 64 GiB

DIMM DDR4, and Nvidia Quadro RTX 4000 GPU. Table 5 summarizes the performance

of different models on the hold-out test set. It can be observed that EfficientNet B6 achieves

the highest Top-1 accuracy and F-score among other models. This superior performance

could be because EfficientNet B6 has 43.3𝑀 parameters, the largest input image size,

and the fact that EfficientNet models are carefully balanced in terms of height, width, and
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Table 4. Comparison of experimental results before and after performing oversampling and
undersampling on the dataset.

Network Before Balancing After Balancing
Top-1 Accuracy F-score Top-1 Accuracy F-score

MobileNetV2 [33] 0.9190 0.9400 0.9327 0.9416
DenseNet121 [31] 0.9455 0.9586 0.9618 0.9663
Xceptoin [32] 0.9475 0.9657 0.9731 0.9753
Inception V3 [30] 0.9599 0.9642 0.9696 0.9719
ResNet50V2 [13] 0.9377 0.9537 0.9591 0.9624
VGG19 [12] 0.9312 0.9388 0.9458 0.9495

EfficientNet B0 [15] 0.9335 0.9601 0.9590 0.9639
EfficientNet B1 [15] 0.9433 0.9618 0.9646 0.9697
EfficientNet B2 [15] 0.9462 0.9651 0.9683 0.9727
EfficientNet B3 [15] 0.9480 0.9681 0.9751 0.9778
EfficientNet B4 [15] 0.9506 0.9698 0.9771 0.9787
EfficientNet B5 [15] 0.9540 0.9728 0.9796 0.9811
EfficientNet B6 [15] 0.9593 0.9759 0.9841 0.9861

resolution of the networks, which can lead to a better performance [15]. EfficientNet B6 took

approximately 600 hours to train, which was roughly five times more when compared to the

training time required for relatively smaller models such as MobileNet V2 and EfficientNet

B0. Even when considering models with similar input image sizes and a similar number of

parameters, EfficientNet models generally perform better than other models on the F2LSM

dataset. For example, EfficientNet B3 achieves slightly better performance when compared

to Xception and Inception V3 models while using 10.6𝑀 and 11.6𝑀 fewer parameters,

respectively. Also, Efficient B0 performs comparably to ResNet50 V2 with the same input

image size while using approximately one-fifth of ResNet50 V2’s parameters. Due to

limited computing power, we could not train the B7 model of EffientNet. If computational

complexity is a concern, then models such as MobileNet and EfficientNet B0 can be trained

to use considerably fewer parameters and still provide high accuracy and F-scores. Figure 10

summarizes the number of parameters versus the F-score efficiency.
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Table 5. Performance of different CNN architectures on the F2LSM dataset.

Network Parameters Input image size Top-1 Accuracy Precision Recall F-score

MobileNetV2 [33] 3.5M 224×224 0.9327±0.0011 0.9445±0.0013 0.9387±0.0017 0.9416±0.0018

DenseNet121 [31] 8.1M 224×224 0.9618±0.0018 0.9657±0.0018 0.9669±0.0011 0.9663±0.0015

Xception [32] 22.9M 299×299 0.9731±0.0015 0.9763±0.0012 0.9743±0.0009 0.9753±0.0017

Inception V3 [30] 23.9M 299×299 0.9696±0.0009 0.9723±0.0014 0.9715±0.0011 0.9719±0.0020

ResNet50V2 [13] 25.6M 224×224 0.9591±0.0012 0.9636±0.0011 0.9612±0.0016 0.9624±0.0020

VGG19 [12] 143.7M 224×224 0.9458±0.0012 0.9479±0.0011 0.9511±0.0018 0.9495±0.0014

EfficientNet B0 [15] 5.3M 224×224 0.9590±0.0007 0.9659±0.0012 0.9621±0.0013 0.9639±0.0011

EfficientNet B1 [15] 7.9M 240×240 0.9646±0.0018 0.9716±0.0019 0.9678±0.0021 0.9697±0.0017

EfficientNet B2 [15] 9.2M 260×260 0.9683±0.0011 0.9749±0.0020 0.9707±0.0013 0.9727±0.0016

EfficientNet B3 [15] 12.3M 300×300 0.9751±0.0020 0.9790±0.0013 0.9767±0.0014 0.9778±0.0010

EfficientNet B4 [15] 19.5M 380×380 0.9771±0.0011 0.9796±0.0015 0.9780±0.0013 0.9787±0.0019

EfficientNet B5 [15] 30.6M 456×456 0.9796±0.0007 0.9817±0.0008 0.9806±0.0011 0.9811±0.0011

EfficientNet B6 [15] 43.3M 528×528 0.9841±0.0014 0.9863±0.0009 0.9859±0.0010 0.9861±0.0009
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Figure 10. Number of model parameters vs. mean F-score. The plot shows that EfficientNet
family of models perform better than other models for leaf identification in F2LSM dataset.



43

5.3.3. Grad-CAM Visualization. In order to obtain gradient-weighted class ac-

tivation mapping (Grad-CAM) visualization for any given class of image, the image is

forward propagated through the CNN part of the model to obtain a raw score (without soft-

max activation) for the class. The gradient of the desired class is set to 1, and the remaining

classes are set to 0. This signal is then backpropagated through the CNN to compute a heat

map, which shows where the model had to look before making a decision. This heat-map

then can be superimposed on the original image to create a Grad-CAM visualization [42].

Figure 11 shows Grad-CAM visualizations for a leaf using the following four models from

left to the right: MobileNet V2, EfficientNet B0, Xception, and EfficientNet B6. It can

be observed from the Grad-CAM visualizations that as either the number of parameters

or the input image size increases, models look at more details in an image before making

a decision. The MobileNetV2 model primarily looks at the vein structure close to the

midrib in the middle portion of the leaf, whereas EfficientNet B6 looks at significantly more

detailed features such as detailed vein structure and the edge of the leaf before making a

decision. This detailed feature extraction by the EfficientNet B6 model somewhat explains

its superior performance compared to other models used in this paper.

Figure 11. Grad-Cam visualizations of a leaf image for different networks. From left to
right, MobileNetV2, EfficientNet B0, Xception, and EfficientNet B6, networks examine
more detailed features as the number of parameters increase.

5.3.4. Comparisons and Benchmarks. The performance of theCNNarchitectures

on the F2LSM dataset was bench-marked by comparing its performance with the accuracy

obtained on the individual datasets used to create the new dataset, as shown in Table 6. It
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Table 6. State-of-the art accuracies on different datasets.

Dataset Number of classes Model Top-1 accuracy (%)
Swedish [23] 15 Dual deep learning architecture [19] 99.41 [19]
Folio [24] 32 GoogleNet [11] 99.42 [43]
Flavia [22] 32 Extreme learning machines [44] 99.10 [44]

MEW 2012 [21] 153 SVM [45] 96.54 [46]
LeafSnap [20] 185 Siamese CNN [47] 96.00 [47]
F2LSM 374 EfficientNet B6 [15] 98.41

can be observed from the table that the Top-1 accuracy generally drops as the number of

classes increases. Even though F2LSM is a combined dataset with 374 classes (more than

twice of LeafSnap), EfficientNet B6 achieves comparable accuracy compared to the models

trained on the individual datasets.

5.4. DATA AND CODE AVAILABILITY

The resulting F2LSM dataset is available for download at https://scholars

mine.mst.edu/research_data/8/. The dataset includes individual links to each of

the 374 folders for respective classes. The python code used to implement stratified k-fold

cross-validation is also available on the website as a zipped file named kFold.zip. The

python code takes ’.csv’ file with image addresses as an input for classification. The python

code uses Pandas [48], Tensorflow [49], and Keras [50] libraries for implementation of

stratified k-fold cross-validation of CNN architectures.

6. CONCLUSION

This paper combines five publicly available leaf datasets into one F2LSM dataset.

The combined dataset is highly imbalanced due to some of the individual datasets’ imbal-

anced nature, some classes having very few image samples, and certain classes overlapping

across different datasets while combining. We used oversampling and undersampling to

mitigate the imbalance in the dataset. We then used TL to train several CNN architectures
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for plant species identification using leaf images in the F2LSM dataset and tested their

performance using metrics such as precision, recall, and F-score, considering the imbal-

anced nature of the combined dataset. EfficientNet B6 achieved comparable accuracy on

the F2LSM dataset compared to the state-of-the-art accuracy on the individual datasets.

F2LSM dataset, and the python code to obtain the results presented in this paper, are avail-

able at the following website: https://scholarsmine.mst.edu/research_data/8/.

Future work may include further expanding this dataset by including more plant species

and using leaf images for other applications such as weed identification, plant phenotyping,

and identification of leaf diseases and pests. Also, plant identification for occluded leaves

in a field would be an interesting problem.
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ABSTRACT

We propose using machine learning to estimate channel state information (CSI) for

MIMOcommunication links. The goal is to use information such as atmospheric conditions,

amount of path loss, and Doppler shift to improve the accuracy of CSI estimates. We start

by designing an algorithm which estimates the CSI based on previously mentioned factors.

Using this algorithm, we simulate a dataset of CSI over varying atmospheric conditions,

receiver position, and receiver velocity. We then use this dataset to train an artificial neural

network, which is able to estimate the CSI by using the current atmospheric condition,

receiver position, and velocity.

Keywords: channel state information, artificial neural network, mimo systems

1. INTRODUCTION

In wireless communications, CSI describes how a signal propagates through the

medium. Accuracy of the CSI estimates is one of the major factors which limits bit-error-

rate (BER) and choice of modulation schemes. Techniques that can accurately estimate CSI

are essential for many high-performance systems. CSI incorporates the effects of large-scale

path loss, small-scale fading, and multipath [1], which on more fundamental level, depends

on factors such as the distance between the transmitter and the receiver, weather conditions,
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velocity of the transmitter and receiver, carrier frequency, size of the scattering objects, type

of reflecting surfaces. This paper investigates how a function can be obtained, that maps

the factors affecting the wireless channel and the CSI using machine learning tools.

The recent growth in computational power has provided an opportunity to process

large amounts of data, and learn complex relations from it, using machine learning (ML)

algorithms. A class ofML algorithms known as supervised learning have the ability to learn

a function that maps an input to the output based on available data, which consists of input-

output pairs [2]. This method has been applied in the wireless communications to estimate

channel noise statistics in multiple-inputmultiple-output (MIMO) wireless networks [3].

In another application, it learned a mobile terminal’s usage pattern in a cellular system to

provide optimal handover solutions [4]. Other applications include improvement in pilot

contamination in cellular massive MIMO by learning channel parameters of the desired

link in the target cell and undesired link in the adjacent cell [5], and to estimate CSI

for 5G cellular communications using convolutional neural networks [6]. Artificial neural

networks (ANNs) [7] are useful in solving problems related to function fitting, classification,

time series prediction, and clustering. In regards to function fitting problems, ANNs have

the ability to approximate any continuous function under certain assumptions [8]. Thus,

machine learning (ML) techniques such as ANNs offer a possibility to find a complex

function that can map the factors affecting the wireless channel to its CSI.

This paper presents an ANN based CSI estimation technique which uses simulated

data to train an ANN for CSI estimation. Specifically, CSI data is simulated for a MIMO

network across varying atmospheric conditions, and varying receiver position and velocity.

Approximately two-thirds of the simulated data is used to train an ANN, which uses

the distance between the transmitter and the receiver, velocity of the receiver, and the

atmospheric conditions as features. The remainder of the data is used to test and validate

the efficiency of the trained network.
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2. THE DATASET

For simulating the dataset, certain parameters that affect the propagation of a signal

were considered, and are as follows:

2.1. FREE SPACE PATH LOSS

Free space path loss (PL) represents signal attenuation in dB for line-of-sight com-

munications, and can be calculated using the following equation [1]:

𝑃𝐿 (𝑑𝐵) = −10𝑙𝑜𝑔
[
𝐺 𝑡𝐺𝑟𝜆

2

(4𝜋)2𝑑2

]
, (1)

where 𝐺 𝑡 and 𝐺𝑟 are the transmitter and the receiver antenna gain respectively, 𝜆 is the

wavelength of the signal, and 𝑑 is the distance between the transmitting and receiving

antenna.

2.2. DOPPLER SHIFT

When the receiver is moving with respect to the transmitter, there will be an apparent

change in frequency receiver known as Doppler shift 𝑓𝑑 .The Doppler shift can be calculated

using the following equation [1]:

𝑓𝑑 =
𝑣

𝜆
𝑐𝑜𝑠𝜃, (2)

where 𝑣 is the velocity of the receiver, 𝜆 is the wavelength, and 𝜃 is the angle of elevation

from the receiver to the source. The Doppler shift is positive if the receiver is moving

towards the transmitter and it is negative if the receiver is moving away from the transmitter.
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2.3. RAINFALL ATTENUATION

The attenuation of electromagnetic signals due to rain for frequencies up to 1,000

GHz can be approximated using the following equation [9]:

𝛾𝑟 = 𝑘𝑅
𝛼, (3)

where 𝛾𝑟 (𝑑𝐵/𝑘𝑚) is the specific attenuation based on rain-rate 𝑅(𝑚𝑚/ℎ𝑟), and coefficients

𝑘 and 𝛼 depend on the frequency, the polarization state, and the elevation angle of the of

the signal path.

2.4. ATMOSPHERIC GAS ATTENUATION

The attenuation of signal at frequencies up to 1,000 GHz due to dry air and water

vapor, can be evaluated for given pressure, temperature and humidity using the following

model [10]:

𝛾 = 𝛾𝑜 + 𝛾𝑤 = 0.1820 𝑓 𝑁′′( 𝑓 ), (4)

where 𝛾(𝑑𝐵/𝑘𝑚) is the attenuation due to gases, 𝛾𝑜 and 𝛾𝑤 are the specific attenuations

in (𝑑𝐵/𝑘𝑚) due to dry air (oxygen, pressure-induced nitrogen, and non-resonant Debye

attenuation) and water vapor, respectively, 𝑓 (𝐺𝐻𝑧) is the frequency, and 𝑁′′( 𝑓 ) is the

imaginary part of the complex atmospheric refractivity [10].

2.5. FOG AND CLOUD ATTENUATION

Attenuation within a cloud or fog is given as [11]:

𝛾𝑐 ( 𝑓 , 𝑇) = 𝐾𝑙 ( 𝑓 , 𝑇)𝑀, (5)
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where 𝛾𝑐 (𝑑𝐵/𝑘𝑚) is the attenuation within the cloud, 𝑘 𝑙 ((𝑑𝐵/𝑘𝑚)/(𝑔/𝑚3)) cloud liquid

water attenuation coefficient,𝑀 (𝑔/𝑚3) is the liquid water density, 𝑓 (𝐺𝐻𝑧) is the frequency,

and 𝑇 (𝐾) is the cloud liquid water temperature.

2.6. DATASET GENERATION

Adataset of 1.5million samples was generated considering these attenuationmodels

for a 2-by-2 MIMO system as shown in Figure 1, using the following equation:


𝑦1

𝑦2

 =

ℎ11 ℎ21

ℎ12 ℎ22



𝑝1

𝑝2

 (6)

where 𝑝1 and 𝑝2 are the pilot signals transmitted from transmitter-1 and transmitter-2

respectively; ℎ𝑖 𝑗 is the channel coefficient from 𝑖𝑡ℎ transmitter to 𝑗 𝑡ℎ receiver, where 𝑖 = 1, 2,

and 𝑗 = 1, 2; 𝑦1 and 𝑦2 are the received signals at receiver-1 and receiver-2 respectively

after being subjected to the attenuation models discussed earlier. In order to cover a range

of possibilities, the parameters that affect the CSI were varied as stated in Table 1.

Figure 1. A 2-by-2 MIMO system for simulating the dataset.
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Table 1. Dataset parameter range.

Parameter Range
Distance between transmitter

and receiver 1 km to 3 km

Velocity of the receivers -10 (m/s) to 10 (m/s)
Temperature −30◦ C to 30◦ C

Carrier frequency 1 MHz to 30 MHz
Rain-rate 0 (mm/hr) to 50 (mm/hr)

Fog 0.05 (g/m3) to 0.5 (g/m3)

Humidity changed with respect to
the temperature [12]

3. ARTIFICIAL NEURAL NETWORK

The dataset consists of two matrices, an input feature matrix and an output CSI

matrix. The input feature matrix consists of 1.5 million samples of the eight following

features: carrier frequency, the distance between the transmitter and receiver, velocity of

receiver, angle of elevation/depression from transmitting antenna to the receiving antenna,

temperature, rain-rate, fog-density, and humidity. The output CSI matrix also has 1.5

million samples of CSI, where the four channel coefficients of each sample are split into

their respective real and imaginary parts; therefore, each sample in the CSI matrix is a

vector of length eight. Thus, the neural network should have eight neurons at the input

which takes a vector of features as input, and eight neurons at the output which estimates

real and imaginary part of four channel coefficients.

Before training the ANN, the input feature matrix is normalized, and both the input

and the output datasets are divided into a training set, a validation set, and a test set. The

output dataset was scaled up by a factor of 104, as the values of the channel coefficients were

in the range of 10−2 − 10−10. Approximately 70% samples of the entire dataset and is used
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to train the ANN. The validation set forms 15% of the dataset, and is used to provide an

unbiased evaluation of the training data fit while tuning model parameters. The remaining

15% of the dataset is the test set, which is used to evaluate the final model.

Figure 2. ANN with an input layer, three hidden layers, and an output layer.

The overall architecture of the ANN trained is shown in Figure 2. The network

consists of five layers - the input layer and the output layer with eight neurons each, and

three hidden layers with 17 neurons each including one bias neuron.

All the weights (connections between each neuron) are randomly initialized before

the training process starts. The training process starts by feeding a feature vector to the

input layer and based on this input the activations of the next layer are calculated. The
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network calculates the activations of each subsequent layer using the following equation:

𝐴(1) = 𝜎(𝑊𝐴(0) + 𝑏) (7)

where 𝐴(1) and 𝐴(0) are activations of the output layer and the input layer respectively, 𝑊

is the matrix of weights connecting the input and the subsequent layer, 𝑏 is the bias vector,

and 𝜎 is the activation function. (8) and (9) are the activation functions used for the hidden

layers and the output layer respectively. The linear function (9) at the output layer is better

at fitting a function compared to the tan-sigmoid function (8).

After calculating the activations of each neuron, the cost function of the entire

network is calculated by comparing the network outputs and actual outputs. This cost

function is then used to calculate the gradient using Levenberg-Marquardt backpropagation

[13], then the calculated gradient is used to perform gradient descent to update the weights.

The network iterates through the entire dataset several times until either expected accuracy

is achieved or the performance plateaus.

𝑓 (𝑥) = 2
1 + 𝑒−2𝑥

− 1 (8)

𝑓 (𝑥) = 𝑥 (9)

4. RESULTS AND DISCUSSION

The ANN was trained for more than 8,000 epochs, and then the network was tested

on the test set which consisted of completely new samples which the network wasn’t exposed

to during the training stage. Before analyzing the performance of the algorithm, it should be

noted that the outputs range in the order of 102 to 10−6. Figure 3 shows the Mean Squared

Error (MSE) of the entire training set over several epochs.
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Figure 3. MSE of the test set plotted against the number of epochs.

Before the training starts, the performance of the network is poor with the MSE

being approximately 3,650. But once the network starts training the performance improves

rapidly till 1,000 epochs, and the MSE drops to approximately 0.09.

However, the improvement in the performance isn’t substantial after 1,000 epochs,

and it only drops by roughly 0.06 over 6,000 iterations. After that point, the improvement

in the performance is negligible. The final performance of approximately 0.02 over the

entire test set shows the ANN was able to closely fit a function that is able to map the input

features to the CSI.

Figure 4 shows the error histogram with 20 bins, and illustrates how far the outputs

deviate from the target values. As the histogram suggests, the majority of the samples

are close to the zero error for all the training, validation and test sets. The spread of the

histogram, just like MSE, narrowed rapidly till 1,000 epochs, but then the error decreased

gradually for the next 6,000 iterations.
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Figure 4. Error histogram.

Figure 5. MSE with a small dataset demonstrates the effect of overfitting.
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The amount of data used to train the ANN considerably affected the performance

of the algorithm. The accuracy of the system increased with the size of the dataset till one

million samples, but after that, there was only a marginal improvement in the performance.

With smaller datasets the performance of the network was perfect for the training set, but

the network struggled to perform on the test dataset. This meant the network did not have

enough data to train, and was overfitting. Figure 5 demonstrates the effect of overfitting, as

it can be seen that the neural network is able to fit a function across the test set, but as the

function is specific to the training samples it fails to recognize test and validation samples.

The ANN was successful in learning a function that mapped the features to CSI.

This was expected for a simulated dataset as the CSI was generated using several functions

defining the amount of path loss, weather conditions, and the amount of Doppler shift.

Therefore, the ANN was able to come up with a function that incorporated the effect of all

the functions used to generate the dataset.

5. CONCLUSIONS

Our simulations suggest that the relation between theCSI of aMIMOcommunication

link and the parameters affecting it can be exploited using machine learning tools. We

demonstrated that an ANN was able to fit a function that mapped features affecting CSI -

atmospheric conditions, the distance between the transmitters and receivers, the amount of

Doppler shift - to its estimates. Although the ANNwas only tested on the simulated dataset,

with sufficient data and a deep enough network, this method may be useful for real-world

applications.
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ABSTRACT

This paper proposes a machine learning algorithm to estimate the peak of a signal

generated as a sum of modulated signals. Each signal in the sum may have different

modulation format, carrier frequency, data rate, and power level. A dataset of summed

signals with varying parameters of individual signals was simulated to train an artificial

neural network. The neural network estimates the peak voltage, central moments, variance,

skewness, and kurtosis of the summed signal. Once trained, the neural network can rapidly

and accurately predict the peak voltage, and statistics of the summed signal, based on the

individual signal parameters, and does not have to generate or observe the signal itself.

This can be used in an automatic gain control system, to prevent clipping when multiple

modulators share a digital to analog converter or amplifier chain.

Keywords: software defined radio, digital to analog converter, gain estimation, statistical

moments, artificial neural networks

1. INTRODUCTION

A software defined radio (SDR) can be used to generate multiple signals with

varying modulation formats, data rates, power levels, and carrier frequency [1]. The

multiple baseband modulated signals can be added in the SDR, and the summed signal sent
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to a digital-to-analog converter (DAC) for transmission. To minimize quantization noise,

the summed signal needs to be as large as possible. However, exceeding the range of DAC

will cause distortion due to clipping. It is possible to look for the peak voltage during

transmission, and then adjust the gain based on the peak voltage. But using such a system

may lead to distortion in first part of the transmission, and the problem gets worse if the

number of transmitters allotted to the SDR changes. This paper proposes a way to estimate

gain based on signal parameters such as modulation formats, data rates, power levels, and

carrier frequencies of the summed signals and the number of signals added; without having

to look at the summed signal.

Estimating statistics of the summed signal such as mean, variance, and standardized

moments [2] can help determine how frequently any particular peak voltage occurs in the

summed signal. If the peak is an outlier, then the system may consider clipping it for better

efficiency, and adjust the gain based on some smaller peak which occurs more frequently.

Estimating the peak voltage and the statistics of the summed signal based solely on the

signal parameters can be considered as a function approximation problem.

A class of machine learning algorithms, supervised learning, can learn function

that maps an input to the output based on available data, which consists of input-output

pairs [3]. Supervised learning has been used in applications such as estimating the channel

state information for a MIMO communication link based on atmospheric conditions [4],

to estimate channel noise statistics in MIMO wireless network [5], to provide optimal

handover solutions by learning a mobile terminal’s usage pattern [6], and to improve pilot

contamination inmassiveMIMOby learning channel parameters of the desired link in target

cell and undesired link in the adjacent cells [7]. Supervised machine learning algorithms

such as artificial neural networks (ANN) can solve function fitting problems, and can

approximate nearly any continuous function under certain assumptions [8, 9].
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This paper demonstrates a way to use ANN for estimating peak voltage and statistics

of a signal for gain estimation using simulated data. Specifically, multiple signals with

varying modulation formats, power levels, data rates, and carrier frequency are summed,

and the peak voltage and the statistics of this summed signal are measured. The parameters

of the signals summed, and the number of signals, form the input of the ANN, and the

peak voltage and the statistics form the output. A dataset using 125,000 summed signals

is generated, of which 70% of the data is used to train, and the remaining 30% is used to

validate and test the efficiency of the trained ANN.

2. THE DATASET

The summed signal is generated by adding multiple signals with varying modulation

formats, data rates, power levels, and carrier frequencies. Table 1 shows the range of

parameters used to generate the summed signals for the dataset.

Table 1. Dataset parameter range

Parameter Range

Modulation technique BPSK, QPSK, 8-QAM, 16-QAM, 32-QAM,
64-QAM, 128-QAM, and 256-QAM [10]

Bit rate 1000 bps to 10000 bps
Power level -30 dBm to 0 dBm

Normalized carrier frequency -60 kHz to 60 kHz

Figure 1 shows the power spectrum of the summed signal, where ten signals are

added. To generate a summed signal, multiple signals are generated by randomly varying the

parameters within the range of each parametermentioned in Table 1. The following statistics

of the summed signal were considered for simulating the dataset and for estimation: mean,

variance, skewness (third standardized moment), kurtosis (fourth standardized moment),

fifth standardized moment, and sixth standardized moment. Standardized moments can be
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found using (1).

𝜁𝑘 =
𝜇𝑘

𝜎𝑘
=

𝐸 [(𝑋 − 𝜇)𝑘 ](√︁
𝐸 [(𝑋 − 𝜇)2]

) 𝑘 (1)

where, 𝜁 is the 𝑘 𝑡ℎ standardized moment, 𝜇𝑘 is the 𝑘 𝑡ℎ moment about the mean, 𝜎 is

the standard deviation, 𝑋 is a random variable, and 𝜇 is the mean. Figure 2 shows how

the statistics change as more samples of the summed signal are considered. The mean

converges more rapidly than any other statistic. As the order of the moments increase, more

samples of the signal are required for the statistic to converge. These statistics are calculated

for a summed signal with 10 modulated signals, which is the maximum number of signals

considered for dataset simulation. Figure 3 shows that peak voltage takes the largest number

of samples to converge when compared to the statistics.

Figure 1. Power spectrum of the summed signal.

A dataset is generated using 125000 summed signals, where each summed signal

is generated by randomly selecting parameters from Table 1. The number of modulated

signals used to generate a summed signal can vary between 2 and 10.
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Figure 2. Convergence of statistics as the number of samples increase.

Figure 3. Convergence of peak amplitude as the number of samples increase.
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3. ARTIFICIAL NEURAL NETWORK

The generated dataset consists of twomatrices, an input featurematrix, and an output

matrix of statistics and peak amplitudes. The input feature matrix consists of parameters:

modulation order, bitrate, power level, and carrier frequency. The parameters are specified

for each component signal used to generate the summed signal. The number of signals in the

sum is also part of the feature matrix. The output matrix consists of the six statistics and the

peak amplitude of the summed signal. Therefore, the input feature matrix is 125, 000-by-41,

where 125, 000 are the number of data samples and 41 represents the number features for

each data sample (4 features for each component signal for a maximum of 10 added signals,

and one feature for the number of signals added). If fewer than ten signals are summed,

the input features for unused signals are set to zero. Similarly, the output feature matrix is

125, 000-by-7, where 7 represents the peak amplitude and the six different statistics. Thus,

the neural network should have 41 neurons at the input which takes a vector of features as

input, and 7 neurons at the output which estimates the peak voltage and the statistics of the

summed signal.

Figure 4. ANN architecture.
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Before training the ANN, the input feature matrix is normalized, and both the input

and the output datasets are divided into a training set, a validation set, and a test set.

Approximately 70% of the samples of the dataset are used to train the ANN. The validation

set forms 15% of the dataset, and are used to provide an unbiased evaluation of the training

data fit while tuning model parameters. The remaining 15% of the dataset is the test set,

which is used to evaluate the final model.

The overall architecture of the ANN trained is shown in Figure 4. The network

consists of five layers, the input layer with 41 neurons for the input features, three hidden

layers with 21, 15, and 10 neurons respectively, and an output layer with 7 neurons for

the peak voltage and statistics. All the weights (connections between each neuron) are

randomly initialized before the training process starts. The training process starts by

feeding a feature vector to the input layer and based on this input the activations of the next

layer are calculated. The network calculates the activations of each subsequent layer using

the following equation:

𝐴(1) = 𝜎(𝑊𝐴(0) + 𝑏) (2)

where 𝐴(1) and 𝐴(0) are activations of the output layer and the input layer respectively, 𝑊

is the matrix of weights connecting the input and the subsequent layer, 𝑏 is the bias vector,

and 𝜎 is the activation function. (3) and (4) are the activation functions used for the hidden

layers and the output layer respectively. The linear function (4) at the output layer is better

at fitting a function compared to the tan-sigmoid function (3).

After calculating the activations of each neuron, the cost function of the entire

network is calculated by comparing the network outputs and actual outputs. This cost

function is then used to calculate the gradient usingBayesian regularization backpropagation

[11, 12], then the calculated gradient is used to perform gradient descent to update the

weights. The network iterates through the entire dataset several times until either expected
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accuracy is achieved or the performance plateaus.

𝑓 (𝑥) = 2
1 + 𝑒−2𝑥

− 1 (3)

𝑓 (𝑥) = 𝑥 (4)

4. RESULTS AND DISCUSSION

The ANNwas trained for 500 epochs, and the performance of the network was tested

on the test set which included samples that the ANN was not exposed to during the training

stage. Figure 5 shows the performance of the network on the training set and the test set in

terms of mean squared error (MSE). It can be observed that the network starts with a high

MSE as the weights are randomly initialized for the first epoch. Once the network starts

training, the MSE drops rapidly. Over the first 100 epochs of training, the MSE drops from

50.29 to 0.1757. The performance of the ANN does not improve substantially after the first

100 epochs, and the drop in the MSE is 0.0238 over the next hundred epochs. After that

point, the drop in the MSE plateaus, and the improvement in performance is negligible over

the last 300 epochs. The finalMSE of 0.1384 over the entire training set shows that the ANN

was able to closely fit a function that is able to map the parameters of the input modulated

signals, to the peak amplitude and the statistics of the summed signal. The performance

plot shows the training set slightly outperforms the test set. This is expected, as the test

set consists of samples that the ANN has not seen and is using the trained weights and the

trained activations of the neurons to estimate the output.

Figure 6 shows the error histograms with 20 bins for errors after 1 epoch (left) and

for errors after 500 epochs (right). The error histogram illustrates how far the outputs of the

ANN deviate from the target values. When the ANN is trained for 1 epoch, the histogram is

spread out, compared to when the ANN is trained for 500 epochs. There are approximately
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Figure 5. MSE of the Train and Test set plotted against number of epochs.

105 error instances close to 1 when the neural network is trained only for 1 epoch, but when

the network is trained for 500 epochs the number of error instances close to 1 reduces to

20,000.

Figure 6. Error histograms after 1 epoch (left) and 500 epochs (right).
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The ANN was successfully able to learn a function that maps the parameters of the

added signals and the number of signals added to the statistics and the peak amplitude of

the summed signal. The trained ANN would be able to estimate the peak amplitude and

the statistics of the summed signal based on the parameters of the component signals. The

ANN would be able to do this without having to generate the summed signal.

5. CONCLUSIONS

This paper demonstrated a way to estimate gain of a summed signal before it goes

to a DAC, so that the full range of DAC is used. To accomplish this, a dataset of parameters

of the signals added to generate summed signal and corresponding statistics and the peak

amplitude of the summed signal was generated. This dataset was used to train an ANN

to fit a function that maps the parameters to the statistics and the peak amplitude. This

ANN was evaluated on a test set, and was able to closely estimate of the statistics and the

peak amplitude. These estimates can be used to decide the amount of gain required for the

SDR for optimal performance. Once trained, an ANN would be able to estimate gain based

just on the parameters of the signals summed, without having to look at the entire summed

signal.
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ABSTRACT

An aircraft often uses multiple communication links for aeronautical telecommu-

nications network. This paper investigates a method to estimate the statistical distribution

of the time-domain waveform created when multiple baseband signals are summed. This

problem arises when multiple communication signals are generated by a single software-

defined radio transmitter. The problem is formulated to optimally estimate digital to analog

converter’s (DAC) gain when shared by multiple modulators, to avoid clipping and to max-

imize transmitted power. A dataset of typical signals is generated, and multiple statistical

distributions are fitted on this summed signal. The generalized gamma distribution (GGD)

fits the data particularly well. The parameters of the GGD were then calculated for the

entire dataset of summed signals. A deep neural network (DNN) is then trained to estimate

the distribution parameters using the component signal’s features. The DNN was able to

estimate the GGD’s parameters without having to generate or observe the summed signal.

Keywords: software defined radio, digital to analog converter, gain estimation, neural

network
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1. INTRODUCTION

Future aerial communications requires the following connectivity applications for

an airplane: air traffic management, aircraft communication addressing and reporting,

single-pilot operations, and massive sensor-data transfer [1]. As shown in Fig. 1, these

applications can be facilitated through direct air-to-ground communications, satellite net-

works, high altitude platform networks, and aircraft to aircraft links [1]. The communication

links associated with these applications may require substantial cabling and hardware to

generate baseband waveforms. The cabling related costs for an aircraft have been estimated

at 2000 USD per kilogram, which leads to a cost ranging from 14 Million USD for an

aircraft like an Airbus A320 to 50 Million USD for one like a Boeing B787 [2]. It can be

challenging to modify, integrate, troubleshoot and maintain new applications on hardware-

based systems and cabling [3]. Using software to generate the baseband waveforms instead

of hardware can help address some of these concerns, since it may considerably reduce the

amount of hardware and cabling. A software-defined radio (SDR) can be an excellent fit

for this application since it can support multiple communication protocols with software

versatility. An SDR can either generate or record digital samples and represent them as

baseband signals, which can then be up-converted and transmitted using transceiver hard-

ware [4]. Amrhar et. al. demonstrated that an SDR-based integrated modular avionics

architecture could significantly reduce the size, weight, power, and cost in an aircraft [5].

SDR platforms on an aircraft would help improve fuel efficiency through reduced hardware

and provide flexibility in terms of design and troubleshooting.
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Figure 1. Typical communication links of an aircraft.
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Figure 2. SDR based implementation of an airplane’s communication links. Individual
hardware for each radio application is replaced by an SDR where all the baseband signals
are combined. The combined-digital signal is then passed through a DAC to produce an
analog signal, which is then up-converted and transmitted at desired carrier frequency.

Figure 2 demonstrates multiple radio waveform applications implemented using a

single SDR. The SDR can generate waveforms for each application then sums them into a

single digital waveform. Before up-converting and transmitting the composite waveform,

a digital-to-analog converter (DAC) produces an analog waveform. The peak amplitude of

the composite waveform would help determine the optimal gain for the DAC that minimizes



77

quantization noise while simultaneously using the full range of the DAC. In some cases, the

peak might occur so infrequently that the system might be able to tolerate clipping it, with

minimal impact on system performance. A DAC’s gain is relatively easy to estimate when

dealing with an individual waveform, even after the distortion induced by a pulse-shaping

filter. When multiple waveforms are combined, it can become difficult to estimate peak

amplitude and the voltage distribution of the composite waveform since each component

waveform could potentially have different waveform characteristics such as modulation

technique, power level, and bit rate. Some may find it preferable to estimate the statistical

distribution of the composite waveform to decide DAC’s optimal gain for different use cases.

Deep learning (DL) has grown in popularity in recent years due to dramatic increase

in availability of computing power [6, 7]. This success has led to an increased interest in the

application of DL in communications and signal processing [8, 9]. For instance DL has been

used for automatic modulation classification (AMC) [10, 11]. Peng et al. [10] use signal

constellation diagrams as images to train a convolutional neural network (CNN) for AMC.

Meng et al. [11] directly use received signals’ complex baseband representation to train a

CNN for AMC. Ye et al. [12] demonstrate a way to directly recover transmitted symbols in

an orthogonal frequency division multiplexing (OFDM) system using DL, without having

to explicitly estimate channel state information (CSI). [13] and [14] also show ways to

estimate CSI using DL.

A type of DL algorithm, deep neural network (DNN) regression, is a statistical pro-

cess for estimating relations between input and output variables. For a given D-dimensional

vector x of independent input variables, regression analysis predicts one ormore continuous-

valued estimation targets [15]. Regression analysis can be used to estimate a mobile ter-

minal’s specific usage pattern in diverse spatiotemporal and device contexts [16]. DNN

regression also has applications in channel state information estimation [17]. This prop-

erty of regression analysis to estimate continuous variables can be useful when estimating

parameters of a statistical distribution of composite signal’s voltage levels.
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This article is an extension of [18], where the authors demonstrate a method of

estimating gain for a DAC using statistical moments. This article demonstrates that a

composite signal generated by summing signalswith differentmodulation techniques, power

levels, data rate, and normalized carrier frequency has voltage levels that follow GGD [19].

A dataset of 100 000 composite signals is created, and their respective GGD parameters

are calculated. The dataset is then used to train a DNN for regression, where the inputs

are modulation technique, power level, data rate, the carrier frequency of each component

signal, and the number of signals added. The output targets of the DNN are the parameter

values of the respective GGD of the summed signal.

The rest of the article is structured as follows: Section II discusses how the composite

signals were generated and how their statistical distribution was determined. Section III

demonstrates how DNN regression was used to estimate the summed signal’s statistical

distribution parameters. Section IV provides simulation results for the proposed multi-

output DNN regression technique, and compares these results with other multi-output

regression techniques. Finally, Section V provides a conclusion for the paper.

2. COMPOSITE SIGNAL’S DISTRIBUTION AND THE DATASET

This section describes how a composite signal is generated using multiple M-ary

quadrature amplitude modulated (M-QAM) signals. Then residual sum of squares (RSS)

[20], and Kullback-Leibler (KL) divergence [21], are used to determine a theoretical dis-

tribution that closely fits the voltage distribution of the summed signal. This theoretical

distribution is then used to generate a dataset for training a DNN for estimating the distri-

bution’s parameters.
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Figure 3. Frequency domain representation of a combined signal generated by adding ten
signals. The features of the component signals were randomly selected from Table 1.

2.1. THE COMPOSITE SIGNAL

The composite signal is generated by adding multiple component signals with vary-

ing modulation orders, data rates, power levels, and normalized carrier frequencies, where

number of component signals are chosen randomly between two and ten. The component

M-QAM signal has the following form [22]:

𝑠𝑚 (𝑡) = 𝐴𝑚,𝐼𝑔𝑇 (𝑡)𝑐𝑜𝑠2𝜋 𝑓𝑐𝑡 + 𝐴𝑚,𝑄𝑔𝑇 (𝑡)𝑠𝑖𝑛2𝜋 𝑓𝑐𝑡, (1)

where 𝑠𝑚 (𝑡) is theM-QAM signal, 𝐴𝑚,𝐼 and 𝐴𝑚,𝑄 are the in-phase and quadrature amplitude

levels, 𝑔𝑇 (𝑡) is the pulse shaping filter, 𝑓𝑐 is the baseband carrier frequency, and 𝑚 =

1, 2, 3, ...𝑀 is the modulation order of M-QAM signal. Therefore, a composite signal can

be represented as follows:

𝑐(𝑡) =
𝑁∑︁
𝑖=1

𝑝𝑖𝑠𝑚 (𝑡), (2)
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where, 𝑐(𝑡) is the composite signal, 𝑁 is the number of M-QAM signals added, and 𝑝𝑖 is

the power factor.

Table 1. Range of parameters used for generating a combined signal.

Parmeter Range

Modulation order (M) 2, 4, 8, 16, 32,
64, 128, and 256

Data rate
(bits per second) 1000 bps to 10000 bps

Power level (dBm) - 30 dBm to 0 dBm
Normalized carrier
frequency (kHz) -60 kHz to 60 kHz

The modulation order, M, of a M-QAM component signal is randomly selected

from the eight values listed in Table 1. The data rate, power level, and normalized carrier

frequency of the component signal are randomly sampled from the range listed in Table 1.

Figure 3 shows the power spectrumof a composite signal generated by adding ten component

signals.

2.2. DISTRIBUTION FITTING

RSS and KL-divergence were used to determine the statistical distributions that

accurately represent the voltage levels of the composite signals. A distribution was fit to

the composite signal by choosing optimal parameters that minimize 𝑅𝑆𝑆 where:

𝑅𝑆𝑆 =

𝑛∑︁
𝑘=1

(𝑦𝑘 − 𝑦𝑘 )2 (3)

where 𝑛 is the number of data samples, 𝑦𝑘 is the 𝑘 𝑡ℎ data sample, and 𝑦𝑘 is an estimate of

𝑦𝑘 from the fitted distribution.
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Table 2. RSS and KL-Divergence scores for the four distributions fitted to hundered
different combined signals. The scores are expressed as the mean of the scores plus/minus
their standard deviation.

Distribution 𝑅𝑆𝑆
(𝜇 ± 𝜎)

𝐷𝐾𝐿

(𝜇 ± 𝜎)
Beta 0.2637±0.3544 0.0020±0.0018
Chi 0.5200±0.6494 0.0065±0.0047

Generalized Gamma 0.0922±0.2189 0.0007±0.0009
Rice 0.2342±0.4192 0.0025±0.0031

Once the optimal parameters of the fitted distribution were determined, the distri-

bution was compared with the composite signal’s samples using the KL-divergence score,

also known as relative entropy. For the discrete probability distributions 𝑃 and 𝑄, the KL

divergence score from 𝑄 to 𝑃 is defined as:

𝐷𝐾𝐿 (𝑃 ∥ 𝑄) =
∑︁
𝑥∈Φ

𝑃(𝑥)𝑙𝑜𝑔
(
𝑃(𝑥)
𝑄(𝑥)

)
(4)

where 𝑃 represents the composite signal’s samples, and𝑄 represents theoretical distribution

with optimal estimated parameters, and Φ is the probability space. Table 2 lists four

commonly used distributions that reasonably approximate the composite signal, along with

the 𝑅𝑆𝑆 and 𝐷𝐾𝐿 for each distribution. 𝑅𝑆𝑆 and 𝐷𝐾𝐿 were calculated for 1000 composite

signals and are represented in terms of their mean (𝜇) and the standard deviation (𝜎).

Figure 4 shows four distributions with the least 𝑅𝑆𝑆 when fit to the composite signal with

ten signals added.

The distribution with the least 𝑅𝑆𝑆 and 𝐷𝐾𝐿 was the generalized gamma distribu-

tion (GGD). Therefore, we use GGD to represent the voltage distribution of composite

signals. For a non-negative voltage level, 𝑣, the probability density function (PDF) and

the cumulative distribution function (CDF) of 𝑣 are described in (5) and (6) respectively as
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Figure 4. Four common distributions that closely fit the voltage distribution of the combined
signal. The combined signal in this plot has ten signals added together.

follows:

𝑓 (𝑣; 𝑠, 𝑎, 𝑏) =

(
𝑏
𝑠𝑎

)
𝑣𝑎−1𝑒−( 𝑣

𝑠 )𝑏

Γ
(
𝑎
𝑏

) (5)

𝐹 (𝑣; 𝑠, 𝑎, 𝑏) =
𝛾

(
𝑎
𝑏
,
(
𝑣
𝑠

)𝑏)
Γ
(
𝑎
𝑏

) (6)

where 𝑠, 𝑎, and 𝑏 are the parameters of the GGD, Γ
(
𝑎
𝑏

)
is the gamma function, and

𝛾

(
𝑎
𝑏
,
(
𝑣
𝑠

)𝑏) is the lower incomplete gamma function. Estimating the three parameters of
the GGD can be used to calculate PDF and CDF the composite signal. This should allow a

user to make probability-based decisions for a DAC’s gain.
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2.3. THE DATASET

To train machine learning algorithms for multi-output regression, a dataset 𝐷 of 𝑁

samples was simulated, where 𝑁 = 105. To simulate 𝐷, first, 𝑁 combined signals were

generated by summing multiple component signals, where the features of the component

signals were selected from Table 1. A minimum of two and a maximum of ten signals

were added, and each signal had four features, modulation order, data rate, power level,

and normalized carrier frequency. Therefore, each combined signal can be described using

𝑝 = 41 features. 40 features for a maximum of ten signals added, and an extra feature

describing the number of signals added. When fewer than ten signals are added the empty

features were set to zero.

A GGD distribution was fit on each of the combined signal to calculate GGD’s 𝑞 = 3

parameters, shape parameters 𝑎 and 𝑏, and a scale parameter 𝑠. Each sample in 𝐷 has an

input vector of 𝑝 descriptive variables x(𝑟) = (𝑥 (𝑟)1 , ..., 𝑥
(𝑟)
𝑖
, ..., 𝑥

(𝑟)
𝑝 ), and an output vector

of 𝑞 target variables y(𝑟) = (𝑦 (𝑟)1 , ..., 𝑦
(𝑟)
𝑗
, ..., 𝑦

(𝑟)
𝑞 ), where 𝑖 ∈ {1, ..., 𝑝}, 𝑗 ∈ {1, ..., 𝑞}, and

𝑟 ∈ {1, ..., 𝑁}. Overall, the simulated dataset can be described by 𝑁 samples of of pairs of

input and output vectors, i.e., 𝐷 = {(x(1) , y(1)), ..., (x(𝑁) , y(𝑁))}.

3. DNN REGRESSION

The task is to estimate GGD’s parameters by learning a multi-output regression

model from 𝐷. Learning a multi-target regression model consists of finding a function Ψ

that assigns 𝑞 output targets y for each given input vector x of length 𝑝 [23], as described

in (7).

Ψ : 𝑆𝑋1 × ... × 𝑆𝑋𝑝
→ 𝑆𝑌1 × ... × 𝑆𝑌𝑞

x = (𝑥1, ..., 𝑥𝑝) ↦→ y = (𝑦1, ..., 𝑦𝑞),
(7)

where 𝑆𝑋𝑖 denotes the sample space of 𝑋𝑖, ∀𝑖 ∈ {1, ..., 𝑝} and 𝑆𝑌 𝑗
denotes the sample space

of 𝑌 𝑗 , ∀ 𝑗 ∈ {1, ..., 𝑞}.
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Figure 5. DNN used to estimate voltage distribution of the combined signal. Features of
the combined signal are fed to the input layer and the output layer measures the parameters
of the GGD.

A DNN was used as a multi-output regression technique for GGD’s parameter

estimation. As shown in Fig. 5, the DNN has an input dimension of 𝑝 = 41 for input feature

vector x. The input layer is followed by five dense/hidden layers with 224, 128, 128, 448,

and 64 units respectively. The number of units used in these layers were determined by

using a hyperparameteric search. The final dense layer is followed by an output layer with

𝑞 = 3 neurons for estimating target vector y, the estimates are denoted as ŷ.

All the dense layers, the input layer, and the output layer were preceded by a batch-

normalization layer to standardize inputs to a layer for each mini-batch. Mini-batch size

was set to 1000, and an exponentially decaying learning rate was used with an initial

learning rate of 0.01. The drop-out rate of the neurons in the network was set to 0.5 to help

mitigate overfitting to the training data. The dense layers had ReLU activation function that

thresholds the raw scores 𝑜𝑖 by 0, i.e. 𝑓 (𝑜) = 𝑚𝑎𝑥(0, 𝑜𝑖), and the output layer had a linear

activation function that does not alter the raw scores, i.e. 𝑓 (𝑜) = 𝑜𝑖.
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Figure 6. MAE training and validation loss trends. Minimum validation loss is reached on
350𝑡ℎ epoch.

The dataset was split into three parts to train and test the DNN, 80% for training,

10% for validation, and 10% for testing. Mean Absolute Error (MAE) was used to find

errors between the target values and the predictions at the output layer. The error values

were then used to perform gradient descent to update the network’s weights. Early stopping

with the patience of 100 and precision of 10−4 was used to stop the training based on the

validation set’s MAE, as shown in Fig. 6.

We noticed that the MAE decreases rapidly in the first few epochs, followed by a

more gradual descent until 200 epochs had elapsed. After 200 epochs, the loss plateaus

and a minimum validation MAE of 0.0478 on the validation set was reached on the 350𝑡ℎ

epoch. After the training was completed, the model weights corresponding to minimum

validation MAE were used for testing the DNN performance on the test set.
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4. RESULTS AND ANALYSIS

4.1. PERFORMANCE OF THE DNN

The following metrics were used to assess GGD’s parameters’ estimates obtained

using a DNN: 𝑅2 value, explained variance, mean-squared error (MSE), and MAE. Table 3

summarizes the metric scores for each distribution parameter, along with the overall scores

on all three parameters. The DNN is able to fit the shape parameter 𝑠 the best, with

𝑅2 = 0.9941 and 𝑀𝐴𝐸 = 0.0241 obtained on the test set. It can also be observed that the

𝑅2 and explained variances scores are similar, indicating that the mean of the error is close

to zero. This suggests the estimation of the distribution parameters by the DNN is largely

unbiased, which implies that the DNN is less prone to overestimation or underestimation.

Figure 7 shows the 𝑅2 plot for each of the estimated parameters. It can be observed that

the DNN has a difficult time estimating values of parameter 𝑎 which are larger than 0.8.

Also, the 𝑅2 plots of shape parameters 𝑎 and 𝑏 are more scattered than the scale parameter

𝑠. Parameter 𝑏 contributes the most to the overall MAE and MSE, which could be caused

by the larger target values of the parameter that leads to larger error values.

Table 3. 𝑅2, explained variance, MAE, and MSE performance scores obtained by the
proposed DNN for each parameter, and for all three parameters combined.

Parameter 𝑅2
Explained
Variance MAE MSE

a 0.8546 0.8547 0.0256 0.0019
b 0.9338 0.9348 0.0919 0.0275
s 0.9941 0.9943 0.0241 0.0011

All
parameters 0.9275 0.9279 0.0472 0.0102

Figure 8 demonstrates how the amount of data used for training affects the accuracy

of the DNN on the hold-out test set. The MAE rapidly improves as the amount of data used

for training increases. The improvement in the MAE becomes less significant as more than
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Figure 7. 𝑅2 plot for each of the individual parameters of the GGD, estimated using the
DNN. 𝑎 and 𝑏 are the shape parameters of the distribution, and 𝑠 is the scale parameter.

80% of the data is used for training. However, this is a minor improvement as the remaining

20% of the data is used for training. This implies that the system’s accuracy can potentially

be improved with more training data.
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0.06

0.08

0.10

0.12

0.14

M
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Figure 8. Trend in MAE on the hold-out test set as the amount of data used for training in
the DNN is altered.
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4.2. COMPARISON WITH OTHER TECHNIQUES

Table 4 shows the comparison of 𝑅2 scores of five other multi-output regression

techniques with the DNNmodel proposed in this paper. The five techniques, along with the

one used in this paper, are listed as follows:

1. Linear Regression (LR) [24]

2. K-Neighbors Regression (K-NR) [25]

3. Support Vector Regression (SVR) [26]

4. Decision Tree Regression (DTR) [27]

5. Shallow Neural Network (SNN) Regression

6. DNN Regression

Table 4. Comparison of 𝑅2 obtained using different multiple-regression techniques.

Parameter Linear
Regression

K-Neighbors
Regression

Support Vector
Regression

Decision Tree
Regression

SNN
Regression

DNN
Regression

a 0.4608 0.4672 0.5406 0.4783 0.6023 0.8546
b 0.3928 0.4734 0.5027 0.6676 0.6719 0.9338
s 0.6817 0.6310 0.9379 0.8773 0.9843 0.9941

All
parameters 0.5118 0.5239 0.6604 0.6744 0.7528 0.9275

The DNN proposed in this paper compares favorably with the competing methods.

Considering the first four techniques, LR has the least overall 𝑅2 score but has a comparable

𝑅2 for parameter 𝑎 and a better 𝑅2 for parameter 𝑠 compared to K-NR. Overall, both neural

networks outperform other multi-output regression techniques.

The DNN implemented with 998 neurons, and five hidden layers would be compu-

tationally expensive to train, so its performance was compared with SNN. The SNN only

had 100 neurons and three hidden layers, 50 neurons in the first, 30 neurons in the second,

and 20 neurons in the third hidden layer. The SNN obtains an overall 𝑅2 = 0.7528 by
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using only one-tenth of the number of neurons used in the DNN, which is 18.83% less

than 𝑅2 obtained using the DNN. The performance of the SNN is significantly lower when

estimating shape parameters of the distribution, 𝑎, and 𝑏. All the regression techniques

have a harder time estimating the shape parameters of the distribution when compared to

the scale parameter 𝑠. Therefore, a deeper network is required to estimate the shape of a

distribution accurately.

4.3. A TYPICAL EXAMPLE

To demonstrate an example of a normative scenario, consider a composite signal

generated by adding the signals described in Table 5. Figure 9 shows the cumulative

distribution function (CDF) of the composite signal’s voltage levels, estimated using the

DNN. Three different scenarios are listed in Fig. 9 about the probability of exceeding a

certain voltage level. For instance, 1% of the voltage levels in the composite signal are

above 2.29 volts. This information can be used while estimation the gain of a DAC. For

example, if the range of a DAC is 𝛼 volts and 𝐺 is the gain, then for 𝐺 = 𝛼
2.29 the DAC will

clip 1% of the signal samples.

Table 5. Features of four component signals used to generate a combined signal.

Modulation
Order

Data rate
(bps)

Power level
(dBm)

Carrier frequency
(kHz)

4 1544 -7.59 17
128 3906 -0.05 23
32 1707 -17.39 31
4 7670 -9.25 -33
256 2846 -11.29 34
128 2639 -23.92 6
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Figure 9. CDF of the combined signal estimated using the DNN. The features of the
component signals summed to form the combined signal are listed in Table 5.

5. CONCLUSION

Aiming to estimate the optimal gain of a DAC when an SDR is used to implement

multiple baseband signals in an aircraft, a deep learning based approach to estimate the

voltage distribution of the summed signal to be transmitted is proposed. An analytical

distribution that accurately describes the voltage distribution of the composite signal is

found based on the RSS fitting method. It appears that the composite signal closely follows

a GGD. A DNNwas trained to estimate GGD’s parameters using simulated data of summed

signals. Once a DNN is trained, the estimated distribution should allow a user to estimate

DAC’s gain based on the requirement.
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SECTION

2. CONCLUSIONS AND FUTURE DIRECTIONS

In this dissertation, applications of ML in the fields of computer vision and digital

communication are presented. Plant identification systems are developed using two ap-

proaches: HC features extracted from leaf images to train an SVM classifier and end-to-end

CNNs for leaf classification. An ANN-based system was developed to estimate CSI for a

MIMO by using atmospheric conditions as features. Finally, ANN-based gain estimation

techniques were presented for aeronautical multi-user SDR applications.

2.1. CONCLUSIONS

The first two papers developed ML-based plant identification systems by classifying

leaf images. Simulation results of the first paper show that the proposed HC feature

extraction technique can achieve state-of-the-art accuracies of 97.91% and 99.56% on

two publicly available leaf datasets, Flavia and Swedish, respectively. The second paper

proposed the F2LSM leaf dataset formed by combining five publicly available leaf datasets.

The F2LSM dataset is available for download at https://scholarsmine.mst.edu

/research_data/8/. The best performing CNN model in the second paper, Efficient

B6, achieved a classification accuracy of 95.93% before oversampling and undersampling

were performed to mitigate class imbalance and classification accuracy of 98.41% after

oversampling and undersampling.

The third paper’s simulation results show that an ANN can successfully learn a

function that can map the parameters affecting the CSI of a MIMO communication link to

CSI coefficients. Although the ANN was only tested on the simulated dataset, sufficient

data and a deeper network can make this technique viable for real-world applications.
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The fourth and fifth papers proposed DL-based approaches to estimate the voltage

distribution of a summed signal generated by an SDR for multiple aircraft applications.

The fourth paper’s simulation results suggest that an ANN can learn a function that maps

the features of the component signals in the combined signal to the statistics and the peak

of the combined signal. In the fifth paper, it was demonstrated that the combined signal

follows GGD. Simulation results showed that ANN was able to estimate GGD’s shape and

scale parameters with an overall 𝑅2 = 0.93 and that ANN outperforms other multi-output

regression techniques for this particular case.

2.2. FUTURE DIRECTIONS

The F2LSM dataset proposed for plant identification can be further expanded by

including more species. The CNNs trained for classification in the F2LSM dataset were

tested on test images sampled from the F2LSM dataset itself. Future work may include

training ML algorithms on the F2LSM dataset and then testing them on a test set not

sampled from F2LSM dataset. For CSI and gain estimation, it should be noted that the

ANNmodels were trained on simulated data generated under static conditions. In the future,

the effectiveness of the techniques proposed should be dynamically tested in a real-world

environment.
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