
21 December 2022

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Augmentation Invariance and Adaptive Sampling in Semantic Segmentation of Agricultural Aerial Images / Tavera,
Antonio; Arnaudo, Edoardo; Masone, Carlo; Caputo, Barbara. - Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR) Workshops:(2022), pp. 1656-1665. ((Intervento presentato al convegno
Conference on Computer Vision and Pattern Recognition (CVPR 2022) tenutosi a New Orleans nel 19-24 June 2022.

Original

Augmentation Invariance and Adaptive Sampling in Semantic Segmentation of Agricultural Aerial
Images

Publisher:

Published
DOI:

Terms of use:
openAccess

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2970187 since: 2022-07-19T15:46:17Z

IEEE



Augmentation Invariance and Adaptive Sampling in
Semantic Segmentation of Agricultural Aerial Images

Antonio Tavera*1, Edoardo Arnaudo*1,2, Carlo Masone3, Barbara Caputo1

1Politecnico di Torino, Turin, Italy
2LINKS Foundation, Turin, Italy

3 Consorzio Interuniversitario Nazionale per l’Informatica, Rome, Italy
1{first.last}@polito.it

2{first.last}@linksfoundation.com

Abstract

In this paper, we investigate the problem of Semantic
Segmentation for agricultural aerial imagery. We observe
that the existing methods used for this task are designed
without considering two characteristics of the aerial data:
(i) the top-down perspective implies that the model cannot
rely on a fixed semantic structure of the scene, because the
same scene may be experienced with different rotations of
the sensor; (ii) there can be a strong imbalance in the dis-
tribution of semantic classes because the relevant objects of
the scene may appear at extremely different scales (e.g., a
field of crops and a small vehicle). We propose a solution
to these problems based on two ideas: (i) we use together
a set of suitable augmentation and a consistency loss to
guide the model to learn semantic representations that are
invariant to the photometric and geometric shifts typical of
the top-down perspective (Augmentation Invariance); (ii)
we use a sampling method (Adaptive Sampling) that selects
the training images based on a measure of pixel-wise dis-
tribution of classes and actual network confidence. With an
extensive set of experiments conducted on the Agriculture-
Vision dataset, we demonstrate that our proposed strate-
gies improve the performance of the current state-of-the-art
method. 1.

1. Introduction
Semantic segmentation, i.e., the task of classifying each

pixel of an image into a preset taxonomy of semantic cate-
gories, is a fundamental research problem in computer vi-
sion and a key technology in many real-world applications.
Among these applications, the environmental monitoring
from remote aerial images has grown considerably in re-

*Equal contribution
1Code can be found at: https://github.com/taveraantonio/AIAS.
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Figure 1. A semantic segmentation model that is not designed to
expect changes in points of view, may produce different output
features for the same image when seen from different angles. Our
technique, on the other hand, makes the model invariant to these
viewpoint shifts, encouraging the model to learn more robust rep-
resentations.

cent years, with examples of categorization of land cover
[14, 32], delineation of wildfire [17], and identification of
deforested regions [2]. In this task, as in other computer
vision problems, deep learning models have demonstrated
promising results, thanks also to an increasing availability
of open datasets and large scale collections of aerial im-
ages [6, 32]. However, the majority of these deep learning
models were originally designed for other use-cases, such
as self-driving vehicles [23] and medical imaging [27], and
then transferred to the aerial domain without considering its
specific characteristics. In particular, we find two peculiar-
ities that set the task of aerial segmentation apart from its
autonomous driving counterpart:

Top-down perspective: In remote sensing the images are
collected with a top-down perspective, i.e., from a cam-
era mounted on an aircraft and pointed towards the ground.
This remote perspective implies not only a lack of depth
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and reference points in the pictures, but it also allows to
capture the same scene with arbitrary rotations around the
vertical axis (see Fig. 1). Thus, whereas in autonomous
driving datasets [1, 13] the model is bound to experience a
well structured organization in the semantic elements of the
scene (e.g., the road is expected at the bottom of the image,
the sky on the top), this is not true in aerial imagery.

Extreme class imbalance Although the problem of class
imbalance in class-wise pixel distributions is typical of se-
mantic segmentation [30], in aerial images this is brought to
an extreme because the entities to be recognized range from
small vehicles to large natural biomes.

We argue that a semantic segmentation model that is de-
signed to account for these characteristics of the aerial set-
ting can be more effective at the task. Thus, we propose a
solution based on two ideas: Augmentation Invariance (AI)
and Adaptive Sampling (AS). The first one uses augmen-
tations to guide the model to learn representations that are
invariant to shifts in appearance and perspective (e.g., ro-
tations around the vertical axis, as shown in Fig. 1). The
second is intended to regularize the training of underrepre-
sented classes by adaptively sampling the training images
according to the distribution of pixels and the actual net-
work confidence. These two modules cooperate in an end-
to-end training stage.

Summarizing, the contributions of this paper are:

• An Augmentation Invariance technique that is tailored
to handle the specific challenges given by the perspec-
tive in the aerial data and to help the model to separate
semantic information from appearance.

• An Adaptive Sampling approach to address the prob-
lem of class imbalance, by dynamically sampling
training data based on the current network confidence
and the global, pixel-wise class distribution.

• An extensive set of experiments on the Agriculture Vi-
sion dataset [11], which is the only agricultural aerial
dataset with several semantic classes and complexity.
We show what happens when only RGB images are
used for training, as well as when NIR data is ex-
ploited. Furthermore, an exhaustive ablation study ex-
amines the impact of all the solutions introduced. The
code will be made available in order to encourage re-
search.

2. Related Work
2.1. Semantic Segmentation

There is a flourishing literature on semantic segmenta-
tion, mostly pertaining different network architectures and
techniques to capture the global context of a scene. Meth-
ods such as FCN [20] include only convolutional layers

and use skip connections to incorporate semantic and ap-
pearance information from deep and shallow layers, respec-
tively. Most common segmentation models, such as U-
Net [27], HRNet [29] and HRNetV2 [31], use an encoder-
decoder structure to extract objects and image context at
different scales. Multi-scale approaches are also used in so-
lutions such as FPN [19], UperNet [34] and PSPNet [40]
to better condition the global context of a scene. DeepLab
V2 [7] and V3 [8] use the dilation parameter of convolu-
tional layers and present the ASPP to robustly segment ob-
jects throughout many scales. DeepLab V3+ [9] boosts the
DeepLab family by adopting an encoder-decoder structure.
More recent methods, such as OCR [38] in conjunction with
HRNetV2 [31] or SegFormer [35], have demonstrated the
effectiveness of Transformers for Semantic Segmentation.
All of the above approaches seek to acquire semantics and
global context at numerous scales, or in an encoder-decoder
fashion, focusing mostly on autonomous driving scenarios.
However, agricultural aerial imagery poses challenges that
are not addressed by such architectures. With respect to
these prior works, to better process the aerial data we guide
the network to learn semantic representations that are in-
variant to the visual distortion and changes of orientation
typical in the top-down perspective.

2.2. Aerial Semantic Segmentation

In aerial and remote sensing, the target environment of
the semantic segmentation may vary greatly, from urban ar-
eas [4, 15, 24] to land cover [6, 14, 32] and agricultural sce-
narios [11, 22, 36]. These various target environments are
generally linked to different applications, each with some
specific challenges or requirements. For example, in urban
monitoring semantic segmentation is mainly used to iden-
tify infrastructures, such as roads [39] and buildings [10].
This requires using high-resolution imagery as input and
sometimes also to consider changes in time [21]. In land
cover tasks, the main challenges are the extreme difference
in the size of different semantic categories and the stark vi-
sual differences across different domains. Recent solutions
address the first problem using multi-level or multi-scale
feature aggregation [37], and the latter resorting to Domain
Adaptation approaches [5, 32]. When it comes to agricul-
tural scenarios, classical segmentation solutions are mostly
based on vegetation indices such as the NDVI [33], but the
current trend is to move away from these handcrafted in-
dices and towards more robust computer vision techniques,
such as automated fusion of multi-spectral data [28] and
precise crop segmentation [18]. Indeed, agricultural aerial
images are rarely limited to the visible spectrum and fre-
quently include other bands, such as Near-Infrared (NIR).
In deep learning literature, the most common solutions to
jointly exploit RGB and NIR images are the duplication
of input weights [11, 25] or multi-modal approaches based

1657



on late or early fusion [36, 37]. Another peculiarity of the
aerial data is the fact that the orientation of the camera is
arbitrary and uncertain. Although this problem has been
addressed in incremental learning [3] and in classification
tasks [26], none of the current solutions in Semantic Seg-
mentation consider this issue.

3. Method

Our approach, depicted in Fig. 2, expands the SegFormer
architecture [35] with two ideas. Firstly, by minimizing
a loss that aligns the pixel embeddings generated by the
Transformer network for the original image and for its aug-
mented version, we promote the invariance of the learned
semantic representations to photometric distortions and per-
spective changes that are typical in the aerial setting. Sec-
ondly, we introduce an adaptive sampling mechanism to ac-
tively select the training samples using prior knowledge on
class distribution and actual network confidence. In the rest
of this section we first introduce the problem setting and
then we detail these two mechanisms.

3.1. Problem Setting

We consider the problem of supervised semantic seg-
mentation of agricultural aerial imagery, where during train-
ing we are provided with a collection of tuple X = {(x ∈
X , y ∈ Y, z ∈ Z)}, with X being the set of RGB images,
Z the set of Near-Infrared (NIR) images and Y the set of
semantic masks that associate to each pixel a class c from a
predefined set of semantic classes C. Additionally, we de-
note as I the set of pixels in each image and mask, and we
define as x̂ ∈ X̂ the four-channel RGB-NIR image obtained
by concatenating channel-wise x and z.

Our goal is to find a map fθ : X̂ → R|I|×|C|, depending
on a set of learnable parameters θ, that assigns to each pixel
of the RGB-NIR images an individual probability to belong
to each semantic category in C. As a baseline, the parame-
ters θ are optimized to minimize the standard cross-entropy
loss Lseg:

Lseg(x̂, y) = − 1

|I|
∑
i∈I

∑
c∈C

yci log(p
c
i (x̂)), (1)

where pci (x̂) = fθ(x̂)[i, c] is the output of the model at a
pixel i for the class c, and yci represents the expected result
for the same pixel and class.

3.2. Augmentation Invariance

Current state-of-the-art frameworks are developed for
the autonomous driving task and they suffer from perfor-
mance degradation when applied to aerial data. We iden-
tify a few factors that have a significant contribution to this
degradation:

• aerial images are not constrained to view the environ-
ment from a fixed perspective and, in particular, the
camera orientation around the vertical axis is free;

• aerial images can display severe distortions due to the
angle of the camera;

• there can be significant photometric shifts across dif-
ferent fields.

We propose a mechanism, called Augmentation Invari-
ance (AI), which uses augmentations to guide the model
to learn a mapping that is invariant to these shifts in per-
spective and appearance. This mechanism works as fol-
lows. Given an input image x̂, we extract the pixel-wise fea-
tures fi(x̂) originating from the second-to-last layer of the
SegFormer architecture at each iteration, explicitly skipping
the last layer used for pixel-wise segmentation. Simultane-
ously, we transform a copy of x̂ using both a random se-
lection of geometric augmentations Ag (horizontal flipping,
vertical flipping, random rotation), and a random photomet-
ric augmentation Ap (color jitter). Hereinafter, to simplify
the notation, we denote the combination of both augmenta-
tions as Ap ◦Ag = A. The transformed image A(x̂) is also
passed through the model to extract the features fi(A(x̂)).
Finally, to make the model invariant to shifts in perspec-
tive and appearance we impose that the features extracted
from the original image x̂ are coincident with the features
extracted from the transformed image A(x), after reversing
the geometric augmentation. We achieve this with a pixel-
wise mean squared error loss LAI, which is defined as

LAI(x̂, A(x̂)) =
1

I
∑
i∈I

(fi(x̂)−A−1
g (fi(A(x̂))))2 (2)

In (2), A−1
g indicates the inversion of the geometric aug-

mentations performed on x̂, which is critical to ensure that
we compare the original and augmented features corre-
sponding to the same pixel.

We also maintain the ground truth annotations of the
augmented images, so that the same segmentation loss can
also be applied to them. The total training loss, denoted by
Ltot, can be summarised as follows:

Ltot = Lseg(x̂, y) + Lseg(A(x̂), Ag(y)) + λLAI(x̂, A(x̂)),
(3)

where Ag(y) denotes the same geometric transformation
applied to the ground truth annotation y, and λ is a mod-
ulating factor.

We remark that the mechanism of augmentation invari-
ance used here is different from a classical data augmen-
tation, because we do not use photometric and geometric
transformations just to extend the training dataset with ex-
amples not in the original data distribution. Rather, through
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Figure 2. Illustration of the overall framework. The Adaptive Sampling picks a sample, and then an augmented version is generated. Both
images are forwarded to the segmentation model, which computes the segmentation loss Lseg , whereas the LAI loss forces the model to
extract the same features from both the original image and its transformed counterpart.

the loss LAI we also use the original and the transformed
images paired together, to give a stronger guidance to the
training process.

3.3. Adaptive Sampling

Despite the difficulty of avoiding learning bias from
data, one of the primary issues in semantic aerial data is
the strong distribution imbalance of semantic classes, with
some that appear rarely and others that are extremely fre-
quent. To address this issue, we use an Adaptive Sampling
(AS) approach that works together with the Augmentation
Invariance. At each iteration, the current sample of images
required to train the network is selected according to two
pieces of information: the global, pixel-wise class distri-
bution, and the class-wise network confidence. In doing so,
the data sampler will dynamically choose images giving pri-
ority to those whose categories appear with low frequency
and for which the network has the least confidence. For-
mally, the AS samples a class c with an adaptive probability
ASc defined as:

ASc = σ((1− dist ∗ conf)γ), (4)

where dist is an array that represent the classes distribution,
conf represents the actual class-wise network confidence,
σ is a min-max normalization function and γ is a relax-
ation parameter. Once a semantic category c has been cho-
sen given this dynamically updated probability, an image is
picked randomly from a subset of data Xc that contains this
class c. To compute (4) we use the following definitions of
dist and conf :

Class Distribution dist. Given that we are working in a
supervised environment, we can compute a fixed, static dis-

tribution estimate as the amount of pixels for each semantic
class c ∈ C only once, as a preprocessing step. This array,
which reflects the distribution of the classes, is normalized
in the range [0, 1] and termed dist. As a normalization step,
we maintain the min-max normalization function. In addi-
tion, for each class c, we keep track of the subset of images
Xc in which that category is represented.

Network Confidence conf. We compute the network con-
fidence for each class during training and store the result in
an array with size |C|, named conf . At each iteration step
t, the pixel-wise Softmax probabilities are computed on the
current batch of prediction logits. The mean confidence
value for each class c is then derived from the available
ground truth labels, by averaging pixels belonging to such
category. Lastly, the actual network confidence is computed
as the exponential moving average of the prior confidence
at step t− 1:

conft = αconft−1 + (1− α)conft, (5)

where α represents a smoothing factor.

4. Experiments
4.1. Dataset and Metric

We assess the performance of our approach consider-
ing the evaluation protocol described in Agriculture-Vision
[11]. Due to the unavailability of the test set, we measure
performances on the provided validation set. We conduct
two sets of experiments: the first uses only RGB images for
training and testing, while the second exploits NIR data in
conjunction with the RGB images.
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Method Semantic Classes IoU mIoUBackground Double Plant Drydown Endrow Nutrient Deficiency Planter Skip Water Waterways Weed Cluster
FCN 69.99 16.91 45.55 0.18 13.66 6.62 42.27 0.52 8.50 22.91
DeepLab V3 66.27 17.01 40.64 9.46 16.40 10.04 17.06 12.29 9.97 22.13
DeepLab V3+ 68.55 16.31 46.36 6.46 16.05 4.56 16.61 19.10 13.89 23.10
UperNet 65.84 15.79 38.03 10.12 17.31 11.09 4.47 15.45 16.94 21.67
SFPN 69.65 10.61 49.49 2.70 11.46 4.80 35.68 9.89 11.16 22.83
PSPNet 68.11 16.93 45.77 4.89 18.99 8.54 11.31 17.64 17.20 23.26
HRNetV2 71.21 16.81 55.10 5.22 18.63 13.26 13.03 21.23 14.07 25.39
HRNetV2+OCR 72.42 19.46 56.79 12.31 17.30 21.31 28.36 24.62 18.05 30.07
SegFormer 74.93 33.19 59.65 18.28 31.64 39.20 77.97 41.45 28.31 44.96
Ours 75.47 36.97 58.49 22.69 31.29 41.39 80.23 40.07 30.42 46.41

Table 1. Experiments using RGB images for training and testing on the Agriculture Vision dataset.

Method Semantic Classes IoU mIoUBackground Double Plant Drydown Endrow Nutrient Deficiency Planter Skip Water Waterways Weed Cluster
FCN 68.35 9.40 47.57 0.54 15.16 9.97 53.74 0.47 10.17 23.93
DeepLab V3 69.03 19.97 43.94 5.85 23.98 17.86 46.74 29.03 11.36 29.75
DeepLab V3+ 68.29 17.18 48.07 7.48 24.17 19.57 19.43 24.58 13.22 26.89
UperNet 67.43 15.63 36.40 10.73 20.37 14.57 34.21 25.28 14.54 26.57
SFPN 68.69 5.99 48.71 0.18 22.74 17.21 44.50 18.30 12.79 26.57
PSPNet 66.92 17.73 29.87 10.24 28.01 18.66 13.90 29.83 11.99 25.24
HRNetV2 71.28 16.99 54.30 4.52 27.90 15.74 21.66 25.47 17.88 28.42
HRNetV2+OCR 72.60 17.98 56.69 11.97 27.91 23.79 48.99 27.73 22.06 34.42
SegFormer 76.17 33.63 58.96 18.92 40.57 38.93 80.56 42.85 27.88 46.50
Ours 76.19 37.32 61.75 24.57 42.75 42.01 81.32 43.71 31.75 49.04

Table 2. Experiments using the combination of NIR data and RGB images for training and testing on the Agriculture Vision dataset.

Dataset. Agriculture-Vision is a large-scale aerial farmland
imagery collection for semantic segmentation of agricul-
tural patterns. The dataset is made up of images collected
from 3432 farmlands around the United States. It consists
of 56944 RGB training images, which have been seman-
tically labeled with 9 different categories. The validation
set comprises instead 18334 images. In addition, for each
training and validation sample, the NIR channel is also pro-
vided. Images are already provided in tiled format, 512 ×
512 pixels each.

Metric. Following previous works, we adopt the standard
average Intersection over Union metric (mIoU) [16] to mea-
sure the performance in all the experiments presented in the
following sections.

4.2. Implementation Details

Architecture. The segmentation module at the base of our
method is the SegFormer architecture [35], using a MiT-B5
encoder pretrained on ImageNet-1k as backbone.

Baselines. We compare our method against multiple base-
lines, taking into account the majority of state-of-the-art se-
mantic segmentation techniques reported in the literature.
The first model we examine is the FCN [20]. We con-
duct experiments using the DeepLab V3 [8] and DeepLab
V3+ [9] models from the DeepLab family. To compare with
multi-scale techniques, we consider the FPN [19], UperNet
[34], and PSPNet [40]. All of these models are trained us-
ing ResNet-50 pretrained on ImageNet as the backbone. We

then report results for the HRNetV2 method [31] and its ex-
tension with transformer HRNetV2+OCR [38]. HRNetV2-
W18 pretrained on ImageNet serves as the backbone for
both of them. Lastly, we examine the SegFormer architec-
ture [35], exploiting the standard pretrained encoder MiT-
B5 with ImageNet weights, as it represents the baseline for
our approach.

Training. To develop our framework and reproduce all
the baselines, we leverage the mmsegmentation [12] frame-
work, which is based on PyTorch. We train every configura-
tion on two NVIDIA Tesla v100 GPUs with 16GB of RAM
each. In terms of dataset augmentation, we employ random
resizing with ratio in range (1.0, 2.0), random horizontal
and vertical flipping, and random crops resized to 512x512
during training. Considering the evaluation pipeline, we
perform inferences on raw data with no further preprocess-
ing. We train all of the baselines and our model for 80k
iterations using the AdamW optimizer. The learning rate
is set to 6 × 10−5, the weight decay to 0.01 and the betas
are set to (0.9, 0.999). We use a poly learning rate decay
with a factor of 1.0 and an initial linear warm-up for 1500
iterations. We do not use class-balanced loss or OHEM ap-
proaches as in SegFormer [35]. When training using NIR
data, we expand the network input to four channels by dou-
bling the input weights of the red channel.

For the Augmentation Invariance (AI) variants, we fur-
ther alter the available images using horizontal and vertical
flipping, random rotation from 0° to 360° with a step of
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90°, photometric and perspective distortion with a strength
of 0.1. The probability for each transform is set to 0.5. We
set the value of λ in Eq. (2) to 0.75 (see Sec. 5.2 for addi-
tional details).

Considering a hyperparameters search that compared
the following values for γ = {1, 2, 4, 6} and for α =
{0.75, 0.85, 0.90, 0.968, 0.99} on both settings, we set γ =
4 on Eq. (4), and α = 0.968 on Eq. (5).

4.3. Results

RGB. The results for this set of experiments are reported
in Tab. 1. The results confirm the difficulty of the task, as
the averaged mIoU reaches 23.03% when all the baseline
approaches minus Transformer-based architectures are con-
sidered, while it increases to an average value of 32.68%
when OCR and SegFormer are added. With a mIoU of
21.67%, UperNet is the least performing approach. Despite
this, it is one of the best in segmenting underrepresented
classes, such as double plant, waterways or weed cluster,
as it is meant to capture multi-scale information. When
using Transformer architectures, far better results can be
observed, with a 30.07% mIoU using the HRNetV2+OCR
technique and even 44.96% when using SegFormer; the im-
provement over UperNet is +8.4% and +23.29%, respec-
tively.

The majority of these strategies is designed for the au-
tonomous driving domain, without considering the specific
challenges intrinsic in aerial data. The introduction of our
Augmentation Invariance and Adaptive Sampling results in
a substantial boost in performance among almost all the se-
mantic classes, especially on the underrepresented ones like
double plant or endrow, yielding a total mIoU of 46.41%,
and an improvement of +24.74% over the least performing
UperNet and of +1.45% over the SegFormer architecture.

NIR-RGB. As expected, when using the additional Near-
Infrared data provided by the Agriculture-Vision dataset,
we observe performance improvements on all the base-
lines. The results are summarized in Tab. 2. The aver-
age performance obtained from all baselines without con-
sidering transformers is 26.76% in terms of mIoU, while
it reaches 35.85% on average when the Transformer-based
architectures are also considered. Compared to the setting
with RGB images only, the measured improvement reaches
+3.73% and +3.17%, respectively. This demonstrates how
NIR infrared data enhances the whole training method by
adding value and knowledge, in agreement with the litera-
ture [36]. With a mIoU of 23.93%, the FCN architecture
achieves the lowest score, while the SegFormer architecture
represents again the best performing approach among the
baselines with a mIoU of 46.50%. The overall improve-
ment in comparison to FCN is +22.57%.

In this set of experiments, our solution appears to be

successful, achieving the best performance among all con-
sidered approaches, with a mIoU of 49.04%. AI and AS
improve the performance in all the semantic classes, with
some outliers in underrepresented ones, such as double
plant, which gains a +27.92%, endrow, which gains a
+24.03%, planter skip, which gains a +32.04% and wa-
terways, which gains a +43.24 w.r.t. the least performant
FCN. The overall improvement in comparison to FCN that
AI and AS allow to reach is of +25.11%. These results and
the qualitatives in Fig. 3 confirm the validity and effective-
ness of our solution in dealing with the primary challenges
raised by this task.

5. Ablation study

5.1. Contribution of each component

In this section, we assess how each proposed component
contributes to the overall performance of our method. We
investigate four distinct cases: (a) the SegFormer frame-
work, (b) the introduction of our Augmentation Invariance
(AI), (c) the introduction of our Adaptive Sampling (AS)
technique, and lastly (d) the entire framework, which in-
cludes both AI and AS. We report the results in Tab. 3.
This table shows how the Augmentation Invariance is crit-
ical for providing a boost to the overall framework, thus
confirming our conjecture about the specific challenges in
agricultural aerial imagery. The achieved boost is +2.32%
in comparison to the baseline architecture. The addition of
AS boosts the simple SegFormer design, delivering state-
of-the-art results and highlighting the need to address the
semantic class imbalance. The combination of AI and AS
provides a further improvement, particularly on underrep-
resented classes, e.g. double plant rise of +3.69% and
endrow rise of +5.65% w.r.t. SegFormer, and of +2.06%
and +3.83% w.r.t. AI, respectively.

5.2. Ablation on λ

The λ hyperparameter is required to determine the inten-
sity of the Augmentation Invariance (AI) loss. The follow-
ing values of λ are being compared: 0.1, 0.25, 0.5, 0.75,
and 1.0. We run the experiments using the NIR-RGB pro-
tocol, without applying the Adaptive Sampling, and we re-
port the outcomes in Tab. 4. The best results are obtained
when λ = 0.75. Even though λ = 0.1 yields the lowest
performance, with a difference of 1.13% when compared to
λ = 0.75, the achieved score can still be considered state
of the art on its own. In conclusion, even when using sub-
optimal hyperparameters, our AI outperforms all the base-
lines, highlighting the effectiveness of the approach.
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Components Semantic Classes IoU mIoUBackground Double Plant Drydown Endrow Nutrient Deficiency Planter Skip Water Waterways Weed Cluster
SegFormer 76.17 33.63 58.96 18.92 40.57 38.93 80.56 42.85 27.88 46.50
SegFormer + AI 76.62 35.26 61.24 20.74 43.45 43.49 80.41 45.10 33.12 48.82
SegFormer + AS 75.89 35.86 59.23 22.5 41.25 40.72 77.98 40.85 30.99 47.25
SegFormer + AI + AS 76.19 37.32 61.75 24.57 42.75 42.01 81.32 43.71 31.75 49.04

Table 3. Ablation study showing the effectiveness of the AI and AS components on the NIR-RGB setting.

λ
Semantic Classes IoU mIoUBackground Double Plant Drydown Endrow Nutrient Deficiency Planter Skip Water Waterways Weed Cluster

0.1 76.60 33.92 60.24 18.84 41.92 41.28 82.23 42.45 31.70 47.69
0.25 76.54 35.26 60.70 20.55 42.22 43.84 80.60 43.16 33.25 48.46
0.5 76.48 35.79 59.71 20.34 42.65 40.03 81.12 44.52 32.00 48.07
0.75 76.62 35.26 61.24 20.74 43.45 43.49 80.41 45.10 33.12 48.82
1 76.57 34.42 60.25 20.32 41.95 40.03 82.14 43.51 32.22 47.93

Table 4. Ablation study on the influence of λ on the NIR-RGB setting.

6. Conclusions

Limitations. When we apply Adaptive Sampling to the
Agriculture-Vision dataset, we see a modest drop in per-
formance on some categories, such as planter skip or wa-
terways. This is because the difference in absolute pixel
counts between these categories (excluding the background
class) does not appear to be extremely significant, limit-
ing the influence of the AS technique on the final outcome.
Moreover, we note that the adopted training configuration
might not be optimal for this setting, therefore hyperparam-
eter changes, such as a higher iteration count, may limit or
completely solve these issues.

Conclusion. In this paper we address the problem of Se-
mantic Segmentation for agricultural aerial images. Aside
from the standard issues in semantic segmentation, delin-
eating patterns in aerial imagery poses additional challenges
such as how to leverage the additional multi-modal data that
comes with the visible spectrum, the imbalance in class-
wise pixel distribution, and the changes in point of view. We
offer two approaches to address these challenges in an end-
to-end trainable framework: an Augmentation Invariance
solution that forces the model to learn semantic representa-
tions that are invariant to the point-of-view shifts typical in
aerial imagery, and an Adaptive Sampling solution that ad-
dresses the problem of class imbalance by actively sampling
the training images based on their class-wise pixel distribu-
tion and the current network confidence.

We propose a comprehensive series of experiments and
ablation studies on the Agriculture-Vision dataset and we
prove how our methods considerably increase the perfor-
mance of the actual state-of-the-art models, especially on
underrepresented classes.

Future research will look into the feasibility of devel-
oping a plug-and-play technique for bringing Augmenta-
tion Invariance and Adaptive Sampling to any segmentation

backbone. Furthermore, we will examine the influence of
various types of augmentations employed to force the model
to be agnostic. We also intend to evaluate our method in a
variety of contexts, including Domain Adaptation and Do-
main Generalization.
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