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ABSTRACT The paper proposes and metrologically characterizes a gap and flushness optical measurement
system based on machine vision. The system is developed for an operator-free application as a plug-
and-play feature for articulated robotic arms. The system is designed for use in Stop-and-Go quality
control point of vehicle assembly process. Non-contact measurement system that consists of an ultraviolet
line laser with a sensitive camera and complemented with an advanced machine vision measurement
algorithm is developed. The system is directly calibrated according to state-of-the-art literature and the
measurement uncertainty within the laboratory conditions is derived according to Guide to the Expression
of Uncertainty in Measurement. Measurements on the real vehicle body is done to elicit the difference. The
expanded uncertainty achieved by the system is 0.221 mm and 0.177 mm for gap and flushness respectively,
significantly smaller than the sole resolution of the most adopted manual feeler gauge verification method.

INDEX TERMS Gap and flushness, non-contact measurement, line laser system, camera calibration,
machine vision, body-in-white.

I. INTRODUCTION
The importance of vehicle body structure is a crucial factor
influencing the automobile body exploitation [1]. Structural
frame of an automobile body must be designed in the way
that the dimensional variability of the assembled parts should
not create criticalities related to wind noise, water leakage,
door closing effort, gap and flushness variations. Henceforth,
ensuring good mating and adequate quality control, to keep
within tolerances interfaces and related geometrical dimen-
sions, e.g., gap and flushness, is essential for high comfort,
noise-vibration-harshness (NVH) performances, low aero-
dynamic drag and respect some core voice of customer
requirements, e.g., low noise and effort in closing doors. The
quality of vehicles body in industry is controlled through a
time-consuming methodology of measurements during the
production process [2], [3]. The measurement of the gap and
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flushness in vehicle assembly is one of the key points of
body exterior quality control process. The gap is the hori-
zontal difference between two surfaces on the body of the
automobile, while the flushness is the vertical height that is
perpendicular to those surfaces, as shown in Figure 1. The
gap and flushness are the main points of interest for many
customers as they give a first impression on the quality of
the vehicle produced. Hence, they directly influence percep-
tion of the vehicle by customers and therefore the sales [4].
Today, automotive design focuses on optimizing the trade-off
between the aesthetic look and reducing the aerodynamic
resistance with free-form shapes on the gaps. Manual meth-
ods of gap and flushness measurements often does not have
adequate metrological performances to verify the designed
tolerances [5]. Furthermore, as in many vehicles’ assembly
points, the measurements are performed manually, and it is
almost impossible to gather continuous data. Typically, the
gap and flushness measurement data are collected only if
the result are beyond the admissible variability tolerance of
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the factory, or in the quality control points where randomly
chosen vehicles are fully analyzed. Conventional gap and
flushness measurements also have a number of different dis-
advantages, for they are based on mechanical contact with the
surface of the vehicle and may deform the gaps.

The measurement is highly dependent on the positioning
of the mechanical measurement devices and the qualification
of the operators using the tools. As shown in the Figure 1, the
gap and flushness are measured with feeler gauges that have,
in the best-case scenario, a resolution of 0.25 mm at Body
Shop quality check point of the car body.

FIGURE 1. Manual method of gap and flushness measurement
a) flushness measurement b) gap measurement.

A number of different approaches have been defined to
measure the clearance between the surfaces on the auto-
mobile by automatic or semi-automated measurement meth-
ods. Laser reflection [6], [7] and ultrasonic methods [8] are
non-contact measurement methods that have been developed,
alternative to gauge-based approaches. Laser and ultrasonic
reflection methods differ in the nature of the emitted source,
i.e., the first uses the laser whilst the ultrasonic approach
the sound [9]. These methods rely on the knowledge of
the travel speed of the wave in air and the reflection of
the wave from the object surface to calculate the distance,
known the time-of-flight. However, both methods have high
uncertainty, which increases as the distance to the measurand
object surface increases. A more recent approach is a laser
vision-based technique that provides better precision and is
less dependent on the reflection of the object. Laser-vision
systems mainly exploit laser-triangulation method [10], [11],
[12]. Also, a stereo camera-based approach has been devel-
oped to solve the issues with color dependency of other alter-
natives [13]. Semi-automated techniques are used to enable
operators to use simpler available tools, like smartphones.
The first attempt was the Samsung Galaxy Beam R© that
features a small projector connected on top of the smartphone
that projects a pattern on the measurand [14]. Unfortunately,
the system is suitable only for this type of smartphone that
is now out of production. An update and generalization of
the technology has been conceived by the GOOD MAN

FIGURE 2. Feeler gauges used in the production process for
measurement of car body.

project [15], which developed smartphone-based gap and
flushness measurement system based on Raspberry Pi and
Pi-Cam camera. Today commercial market is also rich of
diverse products like GapGun [16], LMI company Laser
Gauge [17] and Calipri by Hexagon [18]. However, man-
ual commercially available tools results in time consuming
measurements, whilst available automated systems are too
expensive to be used in quality control of each car in mass
production vehicle assembly processes, while they can be
used in premium car production lines. Therefore, in mass
production, manual gauge measurement system that only
enables a GO/NO GO test is adopted to verify the product
with respect to factory specifications. Accordingly, the cur-
rent measurement procedure in the production process by
an operator consists in putting feeler gauges or dial gauges,
shown in Figure 2, with resolution of 0.25 mm at painted
car body quality control point. The measurement is taken
based on the vertical insertion inside the gap and on the visual
feedback of the operator. The latter tries to insert the gauge
and measure as much vertical as possible in order to obtain
correct orientation.

This paper proposes an innovative a high-speed non-
contact measurement system that is integrated into a robotic
arm. The system consists of the laser light source with the
complementary metal-oxide semiconductor (CMOS) cam-
era. The line laser is mounted as end effector of the articu-
lated robot, on which a frame is attached to. The frame is
exploited to mount the camera to allow the vision system
to be moved and acquire data with a fixed relative position
with respect to the line laser. The system is completed by an
automated machine vision image processing algorithm, run
on the remote PCwith the USB 3.0 connection to camera. The
system is designed for measurement of gap and flushness of
the painted car body, i.e. the assembly featuring the Body In
White (BIW) and the doors, after the painting operation. The
system is proposed as the moving platform for Stop-and-Go
system.

The proposed gap and flushness measurement system aims
at providing a cheap, accurate and precise automated mea-
surement of the car body, that is also capable of significantly
reducing the operators’ error.
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FIGURE 3. The designed system in operation, notice the purple laser line.
The system is represented in a R&D laboratory; for confidentiality the
image of the system in the production plant cannot be shown.

Hence, the main contribution of the system is the inte-
gration of gap and flushness measurement methodology to
the robotic arm systems. The system is designed in the most
simplified form with just a camera and mono-line laser [19],
[20] and complemented by a machine-vision algorithm. The
system is calibrated and validated to ensure traceability and
metrological performances of the measurement system.

The rest of the paper is organized as follows. Section 2 dis-
cusses the hardware design. Section 3 analyzes the software
and image processing algorithms. Section 4 describes the cal-
ibration methodology of the developed system. Section 5 dis-
cusses the metrological characterization and validation of the
system. Finally, Section 6 presents the conclusions and future
perspectives.

II. MEASUREMENT SYSTEM HARDWARE DESIGN
The system consists of a line laser end effector comple-
mented by a camera system for machine vision mounted
on a frame attached to the articulated robot, as shown in
Figure 3. Laser line projected onto the surface and the camera
image processing is a commonly known technique for 3D
scanners. Typically, laser triangulation method is used to
calculate the distance to the object by the help of precise
measurement of the angle between the camera and laser
light. However, the accurate knowledge of relative position
is necessary for 3D scan of components, which is not the
considered scope. In fact, considering that the proposed sys-
tem features a fixed relative position between the camera and
the line laser, and that these two are moved rigidly, it is only
required to calibrate the camera pixel coordinates with respect
to the horizontal gap and vertical axis parallel to normal of
the surface.

In the present work, the target surface is the painted car
body. The measurements are carried out in the laboratory
Stop-and-Go point inside the room where no light is allowed.
This particular environmental condition aims to decrease the
signal to noise ratio and the noise from the factory light
sources. Additionally, this particular set-up minimizes any
possible influence of the paint color. In order to be able
to see the points where the laser light is emitted, first the
robotic arm is programmed inside the factory light. During
the measurements, the door gap and flushness are considered.

The laser system is aimed at measuring painted car after
the paint shop where the plastic feeler gauges practically used
have a resolution of 0.25 mm. The surface is crucial factor
influencing the reflectance of the laser light. The body of the
vehicle that has to be measured is a smooth surface with a
small roughness, typically assessed in terms of Ra. However,
Ra values that are close to the light source wavelength can
influence substantially the laser light scattering [21]. Also,
the laser should be visible to enable easy programming of
the robot and detection by the machine vision system camera.
Accordingly, the choice of the laser light source falls on the
shorter wavelength in the visible spectrum. Visible ultraviolet
laser is a convenient choice, for it meets all the previous
requirements and, with respect to other possible alternatives,
i.e., dominated by green or red components, it presents a
lower scatter. Accordingly, the laser light source was chosen
with a wavelength of 405 nm and 5 mW power.

This laser source should enable the camera sensor and
lenses to acquire in ultraviolet spectral region between
200 nm to 400 nm. The camera used in this research is Basler
ace acA2500-14uc with 1/2.5 CMOS progressive scan sensor
and resolution of 2590 × 1942 pixels with good spectral
response in violet region (Quantum efficiency of 35% at
405 nm). Camera uses Basler lens, a fixed focal length of
8.0 mm, F-stop settings from F1.8-F22 and resolution of
5 megapixels. In order to assess the scale factor, i.e. the
physical pixel-to-millimeters ratio, within the working range
of camera, the camera resolution pixel-per-mm analysis will
be calibrated, and methodology and results of the calibration
are addressed in Section 4. As mentioned, the system features
a frame attached to the articulated robot to allow mounting of
the camera.

The system is designed to operate in the distance of about
60-100 mm from the object and about 100-150 mm from the
camera inclined with respect to the laser emitter axis. The
laser fan angle is 55◦.
The relative position between the line laser and the camera

is critical, for it determines possible alignment errors in the
measurement of the gap and flushness. Two alternatives are
available according to the literature, and as depicted in Fig-
ure 4: i) camera orthogonal to the surface and inclined laser
(as per Figure 4.a and Figure 4.a-a) or ii) line laser orthogonal
to the surface and inclined camera (as per Figure 4.b and
Figure 4.b-b).

If the system is based on the solution as in Figure 4.a
and Figure 4.a-a, problem arises in obtaining the correct
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data on the gap and flushness. In fact, because the laser is
inclined with respect to the object, the gap and flushness will
be obtained on the inclined planes. Therefore, projection on
the orthogonal plane is required to estimate correct dimen-
sion. This requires additional system characterization and
calibration, data analysis steps, and contribute non-negligibly
to measurement uncertainty. Additionally, with this setup,
the amount of light on the camera sensor due to highly
reflective objects, as is the painted car body, would be small,
thus decreasing signal-to-noise ratio. Conversely, in the case
of laser fan is projected orthogonal to the object surface,
as in Figure 4.b and Figure 4.b-b, these issues are inherently
solved, at the cost of a loss of camera sensitivity in the vertical
direction. Also, the second solution is consistent with indus-
trial best practices and conventional use of feeler gauges.
In fact, measurement with the gauges is typically performed
with a vertical application of the gauges and a side inspection.
According to this discussion, the camera and laser orientation
are based on the second methodology, shown in Figure 4.b,
which mimics up to a certain extent the best practices applied
to measure the gap and flushness in the production facilities.

FIGURE 4. The laser and camera orientation a) camera is perpendicular,
b) camera inclined with respect to laser, a-a) and (b-b) cross-section on
the line laser plane.

The relative orientation of the camera with respect to the
plane, i.e., the angle ϑ in Figure 5, is critical to optimize
the imaging to allow a fast and robust measurement of the
gap and flushness. The more the camera is aligned with the
laser plane, i.e., the smaller the angle ϑ , the less sensitive
the camera is in along the zO coordinate axis of Figure 5.
Accordingly, the ideal scenario to measure the flushness
would feature a camera oriented at ϑ = 90◦ with respect to
the line laser plane. However, such design is not compatible
with the general accessibility of the automobile body. Con-
sequently, the angle has to be significantly reduced. Addi-
tionally, for the considered surface application, the literature
[21] reports that the inclination angle affects the sensitivity to
light scatter of the camera acquired images. These are mini-
mized for angles in intermediate position. Moreover, working
distances of the camera and the laser represents two major

FIGURE 5. Laser-camera frame.

FIGURE 6. Algorithm of proposed gap and flushness measurement
system.

constructive constraints to the system design. Additionally,
a desirable feature is to have a highly focused laser line which
occupies the largest portion possible of the camera field of
view. Accordingly, preliminary experiments were conducted
testing different orientations with the angle ranging from 20◦

to 60◦. The optimal condition resulted the solution featuring
a relative orientation ϑ = 60◦ with respect to the laser line
plane.

III. MEASUREMENT SYSTEM
The aim of the gap and flushness measurement system here
proposed is to extract the laser light from the image, based on
image processing algorithms, whose workflow is reported in
Figure 6.

The camera feed is run through Python algorithm in a
general-purpose PC (i5 Processor) with plugin feature of the
Basler camera. Every process step is controlled by the PC.
The camera sensor feature adjustment plays a key role in
acquiring low noise image. The exposure time is set to 805µs
and Gamma adjustment to 3.99998 in order to obtain an
image only showing the laser light. The acquired image is
a pixel matrix of I columns and J rows.

A. ULTRAVIOLET LIGHT EXTRACTION AND RGB
CONVERSION
The picture is first converted into the gray scale. Amongst the
several methods to convert an image into grayscale [22]. Stan-
dard conversion from RGB to grayscale image exploits the
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luminance as conversion parameter to match human bright-
ness perception by using a weighted combination of RGB
channels with a sum of weights to equal to unity [23]:

GLuminance = 0.3R+ 0.59G+ 0.11B (1)

This value is used throughout a number of image process-
ing tools based on the perception of the human eye. However,
in the case at hand, the laser is in the region of ultraviolet
light, featuring a dominant blue component. Conversely, the
luminance method of conversion of RGB image, in Eq. (1),
gives more weight to the green and red color than blue, as can
be seen from the values 0.59, 0.3 and 0.11, respectively, in Eq.
(1), resulting in poor detection of the laser line, as depicted in
Figure 6a.

The gray scale conversion aims at optimizing the identifi-
cation of the intensity regions for the laser light. Therefore,
to give more weight to the blue light spectrum, which is nec-
essary to better detect ultraviolet laser source, a combination
of the weight parameters of standard luminance algorithm on
the conversion was proposed.

Maximum weight parameter according to the (1) in lumi-
nance algorithm is given to green spectrum with the value of
almost 0.6, that is used instead for blue spectrum in (2) and
equally dividing the rest 0.4weight to red and green spectrum.
The other way was to take the minimum parameter from (1)
that is 0.11 and use them for both green and red spectrum to
leave 0.78 to the blue spectrum, as it is done in (3).

GRedandGreen = 0.2R+ 0.2G+ 0.6B (2)

GUltraviolet = 0.11R+ 0.11G+ 0.78B (3)

The Equation (2) and (3) applied to the RGB image can
be seen in Figure 7.b and Figure 7.c, respectively, showing
a decisive improvement in the detection of the laser, with
respect to the standard conversion of (1), shown in Figure 7.a.
In fact, assigning higher weight to the blue content optimizes
the ultraviolet spectrum detection.

FIGURE 7. 5 Gray scale conversion algorithm application
(a)- G_Luminance (b)- G_(Red and Green) (c)- G_Ultraviolet.

In order to have better view, we could look closer in
Figure 7 at the region of interest, i.e. where the gap and flush-
ness are, in Figure 8. Region of interest of the grayscale con-
verted pictures in Figure 8.a represents standard luminance
algorithm and Figure 8.b, Figure 8.c for ‘‘red and green’’
and blue, i.e., ultraviolet, equations respectively. As can be
seen from Figure 8.c with the largest weight on the blue, the
ultraviolet can be extracted with better resolution. Therefore,
the (3) will be used to work with grayscale image.

FIGURE 8. Region of interest zoomed view for grayscale (a)-
G_Luminance (b)- G_(Red and Green) (c)- G_Ultraviolet.

B. CENTER OF MASS ALGORITHM
The center of mass (CoM) algorithm is applied to the system
in order to extract the peak intensity of the laser light from
the grayscale image. In this system, where the measurement
accuracy plays an important role, the scope of the system
relies on the location of particular point on the picture. The
location of the peak intensity is determined according to the
max intensity of each i-th column:

CoM i =

∑Ubound
j=Lbound I (j, i) ∗ j∑Ubound
j=Lbound I (j, i)

, (4.1)

Lbound = max {I (·, i)} − k1 · sdifference (4.2)

Ubound = max {I (·, i)} + k1 · sdifference (4.3)

where, I(j,i) is the intensity of the pixel at the j-th row and
i-th column. sdifference controls the scanning integral based on
the Gaussian distribution of the laser intensity, which ranges
from several pixels to tens of pixels. The laser dispersion
differs from column to column. The factor k1 · sdifference aims
at reducing the computational effort by focusing on a tight
neighborhood of themaximum. The sdifference was experimen-
tally taken as half of the maximum range of dispersion on the
different columns. The coefficient k1 is set to 2, to focus on
a neighborhood of the laser intensity covering about 95% of
the laser scatter. Results of the CoM algorithm is shown in
Figure 9. However, as it can be noticed, noise and sparse data
can affect the results. Therefore, outlier management method
is applied in order to detect and remove the outlier and the
additional contours on the picture [24], [25].

FIGURE 9. Center of mass algorithm application on the threshold
intensity.

Accordingly, outermost region of the imaged laser line,
which are irrelevant to the gap and flushness measurement,
are cropped. Cropping is performed by a statistical
approach to focus on the region with the higher prob-
ability of signal-bearing pixels. The mean and the stan-
dard deviation of the CoM i set, i.e. including the CoM of
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the different columns, are:

m =

∑
CoM i

N
(5.1)

s =

√∑
(CoM i − µ)2

N − 1
(5.2)

Consequently, outermost region of the imaged laser line
can be identified exploiting a confidence interval to highlight
values outside it, with boundaries:

Uoutlierlimit = m+ devmax · s (6.1)

Loutlierlimit = m− devmax · s (6.2)

where the devmax allows setting the confidence level covered
by the confidence interval. The choice here exploited, accord-
ing to common practices, seek for a 95% confidence level by
setting the devmax to 2.

The result of data obtained applying the CoM algorithm
on the intensity and applying the outlier detection is shown
in Figure 10.

FIGURE 10. Mean value with upper and lower threshold.

C. k-MEANS CLUSTERING
Once the data have been filtered from noise and peak intensity
has been identified, the data should be organized into two
groups, representing the two facing metal sheet, to analyze
and apply circle fitting algorithm separately on the two facing
end. To perform this operation clustering algorithm is imple-
mented [26]. In particular, k-means method is applied [27],
[28]. It is one of the most widely used clustering technique
that seeks to minimize the average squared distances between
points in the same cluster. The main reason of applying the
k-means algorithm for clustering is the simplicity and speed
of execution. The basic algorithm for k-means clustering is
as follows:
1. Randomly choose the k initial centers C = {c1,

c2 . . . .., ck}
2. Populate any cluster Ci i = {1, . . . k}, to be the set Ci of

points of the dataset X that are closer to ci than they are to
cj for all i6=j

3. For any i = {1, . . . k}, set ci to be the center of mass of all
points in Ci:

ci =
1
|Ci|

∑
x∈Ci

x

4. Iteration of the step 2 and 3 until C no longer sensibly
changes in value
It is standard practice to choose the initial centers randomly

from X. Then, Step 2 and 3 both guarantee the decrease of

distance until the distance between former and newly iden-
tified centers does not decrease sensibly anymore; however,
the method is liable to find local minima.

In the considered case for gap and flushness measurement,
based on image processing aimed at the laser line extraction,
an improvement of the conventional k-means algorithm is
proposed to have faster and more robust response to the clus-
tering of the data. Because the laser line is almost centered
with respect to the field of view and it is inherently split in two
groups, the initialization can be performed exploiting those a-
priori information.

Accordingly, the initialization of the first initial centroid is
performed by finding the center of mass for our filtered data
and accordingly splitting the dataset by column coordinates
to half. In order to find the center of the coordinates, the CoM
algorithm for column and row coordinates is implemented:

colcenter =

∑
filtered_data[col]

N
(7.1)

rowcenter =

∑
filtered_data[row]

N
(7.2)

The data obtained from the colcenter and rowcenter can be
seen as the green star in Figure 11.

FIGURE 11. Center of mass algorithm application on the threshold
intensity.

The center of mass computed thanks to (8) is almost in
the middle of two data clusters. From this point onwards,
the initial centroid can be computed for the data, by the
CoM algorithm applied to the two cluster of columns, to fast
initialize the clustering algorithm.

The next step defines the initial centroid for future 2 clus-
ters of data. The algorithm that is used to find the centroid fol-
lows the simple rule shown in Figure 12, where the CoMg is
the global CoM, computed by (8), whilst CoMi is calculated
for values smaller and greater than CoMg shown in Figure 11.

Application of this technique results in fast response of a
clustering system as can be seen by comparing Figure 13 and
Figure 14.

The proposed approach, that non-randomly initializes the
centroids, allows a significant reduction of computational
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FIGURE 12. Algorithm for new k-means clustering.

FIGURE 13. The classic k-means clustering with initial centroid randomly
chosen a) 1st initialization b) 2nd iteration c) 3rd iteration d) 4th iteration.

effort. Also, it provides benefits over the classical k-means
in terms of time, which is important when the system needs
to compare and cluster a large number of images and a large
number of filtered data. Figure 13, Figure 14 and Figure 15
report the comparison analysis between the classical algo-
rithms and new method to define the initial centroids.

The random initialization of centroid in Figure 13.a already
gave a result that is quite near to the data for one of the two
cluseters. However, the random number initialization is quite
unpredictable that could take a big number of iterations.

As one can see, the proposed method for k-means clus-
tering for gap and flushness extraction need smaller num-
ber of iterations for calculation of centroids, thanks to the
information-rich initialization.

FIGURE 14. The proposed method a) Initialization b) 2nd (and last)
iteration.

FIGURE 15. Center of mass algorithm application on the threshold
intensity.

In particular, the algorithm is tested on 30 samplemeasured
points, where gap and flushness could be measured. The
algorithm with the new k-means clustering is faster than the
standard k-means as shown in the Figure 15. Only for mea-
sured points 24 and 25 the values are higher that might be a
reason of additional computation effort due to other processes
in the machine. The average difference of computation with
the Intel R© CoreTM i5-7200U Processor (3M Cache, up to
3.10 GHz) is enough to deduce that new k-means consumes
less amount of time. The standard clock() operator is used
to calculate computation time necessary for process to be
executed in Python.

It is relevant to mention that, because k-means clustering
depends on the available points, the cropping operation, intro-
duced in Section 3.2, is essential to avoid that the tails far
from the measured clearance bias the clustering results In
that matter, different points on the automobile may impact
on the measurement robustness, for, depending on the points
position, the gap and flushness visibility is slightly different.

D. GAP EXTRACTION
Based on the clustering algorithm k-means, all the necessary
data that could be used to apply the gap extraction algorithm
were identified. The gap is measured based on the classical
method of circle fitting [29].
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A slightly different approach with respect to classical
method of circle fitting is here proposed. After clustering the
data into the left and right clusters on the body of the vehicle,
it is important to get the minimum possible points that are
needed to be extracted to reduce the computational effort of
the fitting, without affecting the robustness. The solution here
implemented focuses on the last 150 points per each cluster
to improve the contouring in the neighborhood of the gap
points.

Then, the following algorithm is applied to the obtained
points from the k-means clustering algorithm. Two circles are
fitted, one per each cluster. Starting from the innermost three
points, a least-square circle is fitted. Then, iteratively, points
are added one by one, and the fit is evaluated again. Even-
tually, a set of least-square fitted circles are available, and
the one associated with the minimum RMSE is chosen. This
condition maximizes the number of measured and clustered
points within a 95% confidence level in the neighborhood of
the average fit, as depicted by Figure 16.

FIGURE 16. View of the circle fitting algorithm at different increasing
magnification.

E. GAP AND FLUSHNESS MEASUREMENT
Gap and flushness measurement point GF, as in Figure 17,
is defined relative to the radius to the center of the best-fitted
circle, by summing the radius. The gap is evaluated as the
difference along the x-axis between the left and right GF
points. The flushness is defined as the minimum of the pair of
distances computed between each GF point and the reference
surface identified by the opposing metal sheet. The refer-
ence surface is evaluated by linear least-square fit of the
data that are in relevant the k-means cluster, as depicted in
Figure18. The reference surface is predefined factory specifi-
cation that changes from measurement point to measurement
point, so algorithm requires an a-priori knowledge of those
reference surfaces.

IV. SYSTEM CALIBRATION
The gap and flushness evaluated according to the methodol-
ogy described in Section 3.5, are still in pixel coordinates.
A calibration of the non-contact machine vision system is
necessary to provide a scale factor to convert pixel to metric
units.

Direct calibration method is used to map the lateral and
vertical variation onto the pixel coordinates [30], [31]. The
laser cut of the metal sheet is designed as in Figure 19Gap
and Flushness measurement point GF in order to calibrate the
camera. The stripes are 4 mm thick with a variable distance
between each other with minimum 0.1 mm and 10 mm,
respectively.

FIGURE 17. Gap and flushness measurement point GF.

FIGURE 18. Gap and flushness measurement point GF.

FIGURE 19. Gap and flushness measurement point GF.

The steel plate is measured with the Hexagon DEA CMM
with the accuracy of 2.5 µm. The uncertainty in vertical
direction is estimated by fixing on the axis a caliper with a
resolution of 0.01 mm.

Gap and flushness system calibration is performed with
the laser line orthogonal to the flat steel plate artefact
surface and taking the pictures while increasing their dis-
tance. The calibration methodology has been described by
Minetti et al. [21], and it is here summarized. With the con-
sidered hardware set-up, as per Section 2, increasing the
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FIGURE 20. 2nd order polynomial fit derived from data on the pixels and
real measurement.

distance between the camera and the surface produces a shift
of the location of the laser within the field of view (FOV) of
the camera. Accordingly, taking several pictures at different
known distances, thanks to the calibrated scale on the vertical
distance axis, allows establishing a relationship between the
line laser position in the FOV, i.e. (x,y) pixels pairs, to the
vertical axis position. Such relationship allows estimating
distances on the vertical axis, when the images at different
distances are taken, from the relative position of the line laser
lines in the relevant FOVs. This enables the calibration of
the scale factor on the vertical axis, that is required for the
flushness measurement. In fact, as the laser line is always in
the FOV of the camera and the camera is positioned always in
the same orientation with respect to laser, the laser line points
in the image enable the calibration of the vertical scale.

As far as the lateral dimension calibration is concerned, it is
relevant remembering that the FOV has a constant dimension
of (2590 × 1942) pixel, whilst the pixel dimension increases
by increasing the distance between the camera and the sur-
face. The steel plate artefact is measured by taking images
at different distances between the camera and the surface.
This yields images where the calibrated artefact dimensions
change at different distances. Specifically, the greater the
distance, the smaller the pixel dimension of the artefact fea-
tures. By establishing a relationship between the calibrated
feature dimension and the measured pixel dimension, the
horizontal axes scale conversion factor can be calibrated.
It is worth mentioning that the procedure can be carried
out with a single set of measurements and that the vertical
axis calibration allows inferring an intertwined relationship
between the location of the laser line in the FOV, the vertical
position and the lateral axes scale factor, by means of a least-
square regression. Accordingly. the data are collected, and
polynomial fit of 2nd order is created as in Figure 20.

The standard uncertainty of calibration is computed based
on the residuals of the experimental data and polyno-
mial fit function, which have a root mean square error of

ucal,G = 0.0494 mm and ucal,F = 0.0688 mm for gap and
flushness surfaces, respectively. Ultimately, there are the
standard uncertainties to be composed with the traceability
contribution, according to:

uTr =
√
u2cal + u

2
trac. (8)

The traceability contribution for the two axes (ver-
tical and horizontal) calibration may be well repre-
sented by the resolution contribution of caliper and
the accuracy of the CMM. These are, respectively,
utrac,F = 0.00289 mm and utrac,G = 0.0025 mm, estimated
associating a uniform distribution to the resolution, according
to Guide to the Expression of Uncertainty in Measurement
(GUM) [32].

Therefore, the total standard uncertainty associated with
calibration procedure for gap is uTr,G = 0.0495 mm, while
the flushness accounted for uTr,F = 0.0689 mm. In terms of
this sole scale conversion factor calibration contribution the
system is apt for the measurement task at hand, for it they
have a standard uncertainty smaller than the one associated
to the resolution of conventionally used feeler gauges, i.e.,
a resolution of 0.25 mm yielding a standard uncertainty of
0.072 mm.

V. SYSTEM METROLOGICAL CHARACTERIZATION AND
VALIDATION
A. EVALUATION OF MEASUREMENT UNCERTAINTY
The expanded measurement uncertainty has to be evaluated
to metrologically characterize the system and to enable the
comparison with the conventional measurement methods cur-
rently adopted in production and to verify adequacy of the
proposed method to measure within specification tolerances.
The method used is the practical tool of Measurement Sys-
tems Analysis (MSA) to obtain the measuring process uncer-
tainty according to theGuide to the Expression of Uncertainty
in Measurement (GUM) [32]. The combined uncertainty is
calculated based on calibration uncertainty, repeatability and
reproducibility. The total calibration uncertainty is evaluated
in Section IV. Repeatability and reproducibility are evaluated
by means of one set of test via the Gauge Repeatability
and Reproducibility (Gauge R&R) study [33], which exploits
Analysis of Variance (ANOVA) [30].

The factors considered in the performed gauge R&R exper-
iments [30], are the robot path in measuring the sequence
of the considered measurement points and the measurement
points. Respectively, 3 different paths were considered and
programmed for the robotic arm, and 15 measurement points
were considered, shown in Figure 21. Per each measured
point, 3 replicated measurements per each path were per-
formed. Accordingly, in total, 9 measurements per each of the
15 measurement points were performed, yielding an overall
dataset size of 135 measurements.

The following influence factors should be considered:
• The total traceability contribution, from calibration
σ 2
Tr = u2Tr ;
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• Measurement system variability σ 2
measurementerror .

These are combined as:

σ 2
Tot = σ

2
Tr + σ

2
measurementerror , (9)

having σ 2
Tot is the total variance of the system, while the gauge

R&R focuses on σ 2
measurement error that is equal to the sum of

reproducibility and repeatability components:

σ 2
Measurement Error = σ

2
Gauge

= σ 2
Repeatability + σ

2
Reproducibility (10)

The gauge R&R analysis is performed on the commercial
software MINITAB 17. The expanded measurement uncer-
tainty of the system is evaluated considering the coverage
factor k , according to GUM, assuming that the squared
root of the total variance estimates the combined standard
uncertainty:

U = k · uTot = k · σTot . (11)

As far as the gap measurement is concerned, the
uncertainty contributions are the gauge R&R, σGauge,G =
0.0990 mm and the calibration standard uncertainty σTr,G =
0.04946 mm. These yield a combined standard uncertainty
of uTot,G,N−C = 0.1107 mm. With a coverage factor k = 2,
i.e., 95% confidence level, it results UN−C,G = 0.2214 mm
expanded uncertainty for the proposed non-contact system.

As far as the measurement uncertainty of flushness mea-
surement is concerned, the total gauge R&R contribution
is σGauge,F = 0.0056 mm, with a calibration contribution
σTr,F = 0.069 mm. Thus, the combined standard uncertainty
results of uTot,F,N−C = 0.0887 mm. Provided a conventional
confidence level of 95%, the flushness expanded uncertainty
is UN−C,F = 0.177 mm.
The gauge R&R analysis ANOVA identifies, as expected,

as the only significant factor introducing differences on the
measurement averages the points, whilst the tool path and
their interaction are not significant with a risk of error of
5%. Figure 22 and Figure 23 show details of the gauge
R&R analysis for the gap and the flushness, respectively.
According to the previous discussion, the greater contribution
to overall variability is ascribed to the measured points. Con-
trol charts the average value (x) and the range (R) provide
insights on the metrological properties of the system. The
x chart shows that for both the gap and the flushness all
the points are outside the specification limits of the chart,
computed according to the repeatability and reproducibility
of the system [33]. Thus, the system is capable of identifying
different measured points as diverse entities, as expected.
The R-chart shows that all points, but for few exceptions fall
inside the specification limits, i.e., it is in control. Therefore,
the system is capable of managing the random variability of
the measurand [33].

The evaluated expanded measurement uncertainty allows
the verification of the proposed non-contact measurement
system with respect the required factory specification lim-
its. Table 1 reports the specification limits of the surface

FIGURE 21. Measured car body: a) Front part with measurement points
from 1 to 8 b), middle points from 9 to 11, c) back of the body with points
from 12 to 15.

characteristics to be measured based on the factory standard
tolerance specifications. As it can be noticed, tolerances are in
the most stringent case of±0.25 mm for both the gap and the
flushness. Uncertainty and tolerance specification limits are
compared according to ISO 14253-1:2017 [34], and metro-
logical performances of the designed system compliance with
tolerance specification limit to enable adequate conformity
verification is satisfied for all the points. In particular, the
specification zonewidth, T, when deduced of a bilateral guard
band, GB, proportional to the standard combined uncertainty,
uTot , by a guard band factor, g, must still be positive to allow
a non-null acceptance zone width, A, i.e.:

A = T − GB = (USL − LSL)− 2g · uTot> 0 (12)

where USL and LSL are the upper and lower specification
limit, respectively.

The guard band factor is inversely dependent on the
T/
uTot ratio, so that for the T/

uTot< 4, g ∼ 2 and for
T/
uTot> 5, g ∼ 1.65 [34]. Since uTot is fixed for gap and

flushness, it is sufficient to verify condition of (12) only
for the narrowest specification zone, i.e., for the smallest T.
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FIGURE 22. Details of gauge R&R analysis for gap measurement.

FIGURE 23. Details of gauge R&R analysis for flushness measurement.

Table 2 reports the results of such verification, which, as it
can be seen, is satisfied, thus demonstrating the suitability for
the consideredmeasurement task of the proposed non-contact
measurement system.

B. SYSTEM VALIDATION
In order to validate the measurement system, a comparison
of obtained results by the designed non-contact inspection
system with reference values is addressed.

The same aforementioned 15 measurement points were
measured, again, by the non-contact system considering only
1 robot path and 10 replications. The reference measurement
is provided by 10 replicated measurements of each performed
by a highly experienced operator by the use of a caliper with
0.01 mm resolution. It is relevant to stress that the mea-
surement procedure to gather the reference values is highly
impractical, although highly precise, and therefore it is not
used in production. Other alternative measurement methods,
actually used, e.g. feeler gauges, would result, on the other
hand, too uncertain.

The comparison is performed by means of a hypothesis
test on the difference of the samples set averages [30], [35].
Let, p ∈ {1, . . . , 15} ⊆ N the subscript indicating the p-th
measurement point. According to the experimental proce-
dure described above, per each measurement point’s gap and

TABLE 1. Factory standard tolerance specification limits for gap and
flushness of the 15 measured points.

TABLE 2. Verification of measurement system conformity with tolerance
specification.

flushness, two sets of 10 data are collected, dN−C,p and dC,p,
respectively with the non-contact measurement system and
the caliper. Empirical means of the two data sets, dN−C,p and
dC,p can be computed and the average difference results:

δp = dN−C,p − dC,p. (13)

The hypothesis test is based on the t-Student distribution
with null (H0) and alternative (H1) hypotheses:

H0 : dN−C,p = dC,p ⇔ δp = 0 (14.1)

H1 : dN−C,p 6= dC,p ⇔ δp 6= 0 (14.2)

The hypothesis test is performed at a confidence level of
95%, accordingly, the hull hypothesis is rejected if the test
statistic δp does not belong to the confidence interval, i.e.

if δp /∈ C .I . =
{
t18,0.025s1p

, t18,0.975s1p

}
⇒ reject H0 (15.1)

s1p
=

√
u2Tot,N−C + u

2
Tot,C

√
10

(15.2)

with s1p
the pooled standard deviation of the average

difference.
Applying the gauge R&R methodology for caliper mea-

surements, considering 3 operators and 3 replications per
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FIGURE 24. Validation of gap measurement: t-test graphical
representation at 95% confidence level.

FIGURE 25. Validation of flushness measurement: t-test graphical
representation at 95% confidence.

measured point, it was obtained the standard combined uncer-
tainty of uTot,G,C = 0.0704mm and uTot,F,C = 0.1033mm for
gap and flushness, respectively.

The qualitative test results are shown in Figure 24 and
Figure 25 for gap and flushness, respectively.

One can see from Figure 24 and Figure 25 that in real
production environment some of the values are outside the
confidence interval, meaning that in few cases a systematic
error can be appreciated between the proposed measurement
system and the reference measurement based on caliper.
However, this is marginal, as it happens in 2 points out of
15 and 1 out of 15 for gap and flushness, respectively, and it
could be a result of operator’s error, electromagnetic noises
and others.

The system accuracy is evaluated averaging the 15 mea-
sured differences. It results in AccG = −0.0100 mm and
AccF = 0.0107 mm, for gap and flushness, respectively.

VI. CONCLUSION
This paper presents an innovative non-contact measure-
ment system complemented by an improved machine-vision

inspection approach that can be integrated on robotic arm for
the measurement of gap and flushness in automobile assem-
bly process. The system uses sensitive camera and 405 nm
line laser projected onto the body of the vehicle. The system
is aimed to eliminate the human interaction into the quality
control system of the production process, while providing a
robust, accurate and precise measurement system that can be
available at higher competitiveness with respect to other non-
contact available solutions. The methodology is based on an
image processing algorithm that firstly captures the images,
finds the center of the laser line and afterwards defines the
extremities for gap and flushness measurement points. Then,
calibration techniques enable to convert the pixel data into the
real dimensions.

The proposed methodology is demonstrated to measure
the car body, after the painting, inside a black room with
elimination of the light source inside. In this way, we can
decrease the influence of the vehicle color on the image, still
preserving the amount of reflection needed for capturing the
image.

The system design allows flexible deployment for different
production lines, for just devoted robot programming might
be required to match different size, location and paths of the
points to be measured on a different vehicle model.

The system was metrologically characterized resulting in
expanded uncertainty of 0.221 mm and 0.177 mm and accu-
racy of 0.01 mm and 0.011 mm, for gap and flushness
respectively. The system measurement capability to satisfy
common standard tolerance specification was tested and it
was validated in real production environment, demonstrating
in both cases adequate performances. An important aspect of
the laser system integration into the robotic arm is the capabil-
ity to cope with the stringent time scheduling requirement in
the production process, while enabling full automation of the
inspection process with high metrological performances. The
system, despite the different light response behavior of differ-
ent measured points on the car body, proved to be robust and
capable of performing the measurements with satisfactory
metrological and quality performances. However, the system
requires an a-priori knowledge of the physical appearance of
the matching sheet metal to define reference surfaces. The
system will allow to product and quality engineers to collect
quantitative information about the gap and flushness to help
improve specification and production quality. Additionally,
the gathered quantitative information might be beneficial in
the case an out-of-specification point is detected. In fact, this
critical condition requires strategic decision to be deployed.
Typically, re-working and adjustment of the assembly are
performed, where possible, e.g., adjusting the doorsmounting
on the BIW. In such a scenario, the availability of quantitative
information might speed up the process.

Future works will achieve full automation and training of
the inspection system by investigating artificial intelligence
approaches to automatically detect the position on the car
body portion of the measurand point and infer the type of
matching elements to determine the reference surfaces.
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Furthermore, the economic aspects of application of the
proposed plug-and-play camera system could be significantly
more attractive than other commercially available tools with
an order of magnitude savings, at least. Indeed, the price
difference comes along with a relevant better precision of
commercially available systems. However, the metrological
characterization and validation of the proposed measurement
system showed adequacy in common industrial relevant envi-
ronment. Moreover, it would represent a significative metro-
logical improvement at a reasonable cost for the systems
that are now used in the production, i.e., manual measure-
ments with feeler gauges, which do not allow neither precise
measurement nor to perform robust statistical analysis of the
operator’s measurements.
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