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Abstract—The aim of this work is to provide insight and
guidelines for engineers and researchers when developing hybrid
powertrain models to be employed in a dynamic programming
optimal control algorithm. In particular, we focus on the advan-
tages and disadvantages of the various control sets that can be
used to characterize the power flow (e.g. the engine torque or a
torque-split coefficient).

Dynamic programming is the reference optimal control tech-
nique for hybrid electric vehicles. However, its practical im-
plementation is not exempt from numerical issues which may
hamper its accuracy. Amongst these, some are directly related to
the different modeling choices that can be made when defining
the system dynamics of the powertrain.

To treat these issues, we first define four relevant evaluation
criteria: control bounds definition, numerical efficiency, model
complexity and interpretability. Then, we introduce eight dif-
ferent control sets and we discuss and compare them in light
of these criteria. This discussion is supported by an extensive
set of numerical experiments on a p2 parallel hybrid. Finally,
we revisit our analysis and simulation results to draw modeling
recommendations.

Index Terms—Dynamic programming, optimal control, energy
management strategy, Hybrid Electric Vehicles (HEV)

I. INTRODUCTION

Dynamic programming is the most prominent technique
used for off-line optimal control of hybrid-electric vehicles [1],
[2]. Its applications range from benchmarking against sub-
optimal control strategies [3], [4], optimal design and effi-
ciency analysis of HEV powertrains [5], rule extraction for
heuristic control strategies [6], [7], and generating datasets for
training machine-learning based control strategies [8].

For all these applications, it is of utmost importance to en-
sure that dynamic programming is correctly applied to ensure
accuracy of the obtained solution. Unfortunately, the technique
suffers from potential implementation issues which must be
accounted for. While some of these issues can be handled by
improving the algorithm design [9], other issues require careful
consideration in preparing the system dynamical model and
defining the optimal control problem of interest.

Furthermore, some of the applications listed at the beginning
of this section also require fast computation of a large number
of optimal control problems, making numerical efficiency
another relevant issue. Once again, while computational ef-
ficiency can be improved by algorithm design [10], modeling
choices also have a big impact.

In this paper, we focus on the impact of several modeling
choices for a parallel hybrid vehicle on the accuracy and

numerical efficiency of the optimal EMS (Energy Management
Strategy) obtained with dynamic programming. The goal of
optimal EMS design is to minimize an objective functional;
typically, either fuel consumption or a trade-off between this
and some other cost such as pollutants emissions [11] or
battery degradation [12].

In general, a parallel hybrid modeled with a quasi-static
approach has two main quantities to be controlled by the
EMS: the gear number engaged by the gearbox (which may
possibly be defined by a fixed gear schedule, therefore not
taking part in the optimal control problem definition) and the
power flow between the thermal engine and the electrical part
of the powertrain. While the definition of a control variable
for the gear number is straightforward, the power flow can be
characterized in many different ways.

Indeed, various different models can be found in the liter-
ature for this type of architecture. The most popular choices
appear to be the engine torque [11], [13]–[16] or power [17],
the e-machine torque [18], the e-machine power [3], [19],
the battery power [20], an engine torque-split factor, or an
e-machine torque-split factor [21].

In this work, we develop eight different models for the
same p2 architecture corresponding to eight different control
sets and we analyze their advantages and disadvantages.
The main relevant parameters of the analyzed powertrain
are reported in Table I. We then test our hypotheses with
numerical experiments, and we conclude this paper with a set
of recommendations that can be drawn from the evidence.

II. THE SIMULATION MODELS

The scope of this comparison is to compare different
modeling choices that can be adopted to describe the power
flow in a parallel hybrid.

The eight models characterize the power flow with the
following control variables:

A) The engine torque Teng.
B) The e-machine torque Tem.
C) The battery current ib.
D) The normalized engine torque τeng.
E) The normalized e-machine torque τem.
F) The normalized battery current ιb.
G) The engine torque-split factor αeng.
H) The e-machine torque-split factor αem.



TABLE I
MAIN VEHICLE DATA.

Component Parameter Value

Vehicle Mass 1175 kg
First coast-down coefficient 150 N
Second coast-down coefficient 2.24 N/(m · s)
Third coast-down coefficient 0.44 N/(m · s)2

Tyre radius 0.3 m
Engine Displacement 1.1 l

Rated power 68 kW
Maximum torque 130 Nm

E-machine Rated power 30 kW
Maximum torque 150 Nm

Battery Type Li-ion
Nominal capacity 5.4 Ah
Nominal voltage 204 V

Choosing one of these control sets in turn introduces
changes in the powertrain model. First, all of these models
require different constraints on the powertrain components.
Second, models based on the battery current, i.e. models C
and F, use different equations for the battery model.

All models, however, share a common sub-model to evaluate
a tractive effort.

A. Common path

All models use a longitudinal vehicle model to evaluate a
tractive effort Fveh as a function of the vehicle speed vveh and
a quasi-static powertrain model [22] to consequently evaluate
a torque demand. This torque demand is then split between
the engine and the e-machine based on the power flow control
variable.

Omitting the various driveling efficiencies for ease of nota-
tion, the torque demand is evaluated as:

Td =
Fveh(vveh)rwh

τfdτgb(γ)
, (1)

where rwh is the wheels’ radius, τfd and τgb are the final drive
and gearbox speed ratios, and γ is the gear number.

The battery model is an internal resistance equivalent circuit
model, where the relationship between the battery power Pb

and the battery current ib depends on the open-circuit voltage
and internal resistance characteristics voc(σ) and R0(σ) as
follows:

Pb = vbib = (voc(σ) +R0(σ)ib) ib. (2)

The battery SOC (σ) is the only state variable for all models.

III. CONTROL SETS

In this section, we define the control sets and we discuss
their individual advantages and disadvantages.

The normalized control sets, i.e. sets D to F, are different
from models A to C in that the control variables are normalized
by their maximum values, as imposed by the operational limits
of the corresponding components. The torque-split factors G
and H are defined as the ratio between the engine or e-machine
torque and the torque demand given by (1).

A. Engine torque
This model has no particular advantages, if not for the fact

that no derived quantity needs to be defined.
This control set obviously has a lower bound at Teng = 0,

and an upper bound at the engine maximum torque. However,
the maximum torque is strongly speed-dependent; therefore,
the upper bound for the control set must be set to the absolute
maximum engine torque, which is available at some speed
ω∗
eng.
Then, a constraint must be set on the engine torque, i.e.

Teng ≤ Teng,max(ωeng). At all times where the engine speed
is different from this ω∗

eng, we are wasting computations on
unfeasible controls.

After setting the engine torque, the e-machine torque and
power and, subsequently, the battery power can be computed.
The battery current must then be evaluated by solving (2),
which is quadratic in ib:

ib =
voc +

√
v2oc − 4R0Pb

2R0
. (3)

This is the most computationally expensive equation in the
whole powertrain model.

Let us now consider regenerative braking. With this model,
there is no way to directly control the amount of torque
demand that gets absorbed by the e-machine to charge the
battery. This operating mode is implicitly defined by setting
Teng to zero and then letting all of the torque demand be
absorbed by the e-machine, up to its generator mode torque
limit Tem,min(ωem).

B. E-machine torque
This model is analogous to the previous one, and it shares

a similar issue in that the limit torque is speed-dependent;
but since the e-machine has two limit torque curves (for
generator and motor mode), the issue affects both the lower
and the upper bound for the control set. Regenerative braking
is similarly handled by saturating the e-machine torque to its
generator mode torque limit.

C. Battery current
This model is different from the previous two in that it

essentially inverts the dependent and independent variables
in the battery model. In particular, directly controlling the
current means that the battery model no longer requires solving
a quadratic equation; rather, the battery power is directly
computed from (2) and then translated into the e-machine
torque which in turn determines the engine torque. Thus,
the most expensive computation of the powertrain model is
avoided, possibly resulting in a faster-running model.

On the other hand, handling regenerative braking is more
troublesome. In order to use a similar logic as the previous
models without using (3) inside the optimization algorithm,
we pre-calculated a minimum current ĩb,min that incorporates
the e-machine torque limits:

ĩb,min = max

ib,min,
voc −

√
v2oc − 4R0P̃b

2R0

 , (4)



where

P̃b = ηem (ωem, Tem,min(ωem))ωemTem,min(ωem), (5)

and used this to saturate the battery current. Note that this
ĩb,min is a function of both σ and ωem.

D. Normalized engine torque

The normalized engine torque is defined as

τeng =
Teng

Teng,max(ωeng)
. (6)

This model prevents discarding controls because the engine
torque exceeds its limit torque and the corresponding con-
straint Teng ≤ Teng,max(ωeng) is therefore not needed. The
bounds of the control set are naturally set to αeng ∈ [0, 1].

E. Normalized e-machine torque

The normalized e-machine torque is defined as

αem =

{
Tem

Tem,max(ωem) if Tem ≥ 0,
Tem

Tem,min(ωem) if Tem < 0,
(7)

where Tem,max and Tem,min are the maximum e-machine
torque in motor and generator mode respectively.

This model prevents discarding controls because the em-
machine torque exceeds its operating torque range and the cor-
responding constraint Tem,min(ωem) ≤ Tem ≤ Tem,max(ωem)
is therefore not needed. The bounds of the control set are
naturally set to αem ∈ [−1, 1].

F. Normalized battery current

The normalized battery current is defined as

ιb =

{
ib

ib,max
if ib ≥ 0,

ib
ib,min

if ib < 0,
(8)

where ib,max and ib,min are the maximum charge and dis-
charge battery current respectively.

In some cases, the limit current may be determined by
thermal or aging aspects, and can generally be set as a
constant. In some other cases, the limiting factor may be
the battery voltage limits. Then, if the open-circuit voltage
and internal resistance are SOC-dependent, so are the limit
currents:

ib,max(σ) =
voc(σ)− vb,min

R0(σ)
, (9)

ib,min(σ) =
voc(σ)− vb,max

R0(σ)
. (10)

In these cases, this normalized version of model C prevents
discarding controls because the battery current exceeds the
allowable current and the corresponding constraint ib,min ≤
ib ≤ ib,max is therefore not needed. The bounds of the control
set are naturally set to ιb ∈ [−1, 1].

The battery model is simplified for the same reason of the
battery current model C.

G. Engine torque-split factor

The engine torque-split factor is defined as the ratio between
the engine torque and the torque demand:

αeng =
Teng
Td

. (11)

The main advantage of the engine torque-split factor is in
its interpretability, in that any value for αeng can be attributed
to one of the HEV operating modes as shown in Table II.

One issue with this control set is while there is an obvious
lower bound for αeng (i.e. αeng = 0), there is no obvious
upper bound:

• at times when Td is small compared to Teng,max, a large
upper bound would be needed to enable using the engine
up to its full power to recharge the battery and a coarse
discretization would suffice;

• when Td is close to Teng,max, a small upper bound would
be enough but a finer discretization would be needed;

• if Td is larger than Teng,max, an even smaller upper bound
(smaller than 1) would suffice.

As a result, this control set generally leads to wasting com-
putations on unfeasible controls whenever the torque demand
is relatively high and to an arbitrarily restricted control set for
battery charging when the torque demand is relatively low.

TABLE II
ENGINE TORQUE-SPLIT FACTOR AND HEV OPERATING MODE.

value operating mode
αeng = 0 pure electric
0 < αeng < 1 torque-split
αeng = 1 pure thermal
αeng > 1 battery charging

H. E-machine torque-split factor

The e-machine torque-split factor is defined as the ratio
between the e-machine torque and the torque demand:

αem =
Tem
Td

. (12)

Similarly to the engine-torque split factor, this control set
has an unambiguous relation to the HEV operating modes, as
shown in Table III; furthermore, for similar reasons, there is
no obvious lower bound.

TABLE III
E-MACHINE TORQUE-SPLIT FACTOR AND HEV OPERATING MODE.

value operating mode
αem < 0 battery charging
αem = 0 pure thermal
0 < αem < 1 torque-split
αem = 1 pure electric



TABLE IV
ACCURACY AND SIMULATION TIME OF THE EXAMINED MODELS.

Model mPF = 11 mPF = 21 mPF = 41

∆mf ψ(σN ) tsim (s) ∆mf ψ(σN ) tsim (s) ∆mf ψ(σN ) tsim (s)

A Teng 1.94 % 9.2e-04 2.5 1.26 % 1.3e-03 2.6 0.74 % 1.4e-03 2.9
B Tem 13.15 % 1.0e-02 2.8 2.15 % 4.9e-03 2.8 1.48 % 5.7e-03 3.0
C ib 3.53 % 3.5e-03 2.8 1.99 % 3.2e-03 3.3 1.17 % 5.2e-03 3.3
D τeng 1.95 % 1.3e-03 2.6 1.25 % 1.2e-03 2.6 0.71 % 1.2e-03 2.9
E τem 2.28 % 4.3e-03 2.6 1.52 % 5.1e-03 2.6 0.95 % 4.7e-03 2.9
F ιb 3.53 % 4.4e-03 3.0 2.01 % 3.8e-03 3.1 1.09 % 3.2e-03 3.3
G αeng 1.07 % 4.3e-03 2.8 0.61 % 4.4e-03 2.6 0.32 % 3.2e-03 2.8
H αem 0.91 % 1.1e-03 2.5 0.45 % 1.0e-03 2.7 0.33 % 1.0e-03 2.8

IV. EVALUATION CRITERIA

We are now going to evaluate the advantages and disad-
vantages of the listed models with numerical experiments. In
particular, we are looking at four main characteristics.
Control set bounds definition. To apply dynamic program-

ming, we need to discretize the continuous control vari-
ables and we need to define a lower and an upper
bound. For some control sets, the bounds have an obvious
definition; for others, they do not. We can refer to the
former as well-posed control set bounds.

Numerical efficiency. For each simulation time interval, we
exclude all controls that violate the constraints that we
set on the powertrain components. These controls do not
contribute to the value function update. The more controls
we need to exclude because of our formulation of the
constraints, the less numerically efficient our model is.

Model complexity. The models which directly control the
battery current use simpler equations for the battery
model, which may translate into reduced simulation time.

Interpretability. As automotive engineers, we would like to
have a direct correspondence between the value taken by
our power flow control variable and the HEV operating
modes (i.e. pure electric, torque-split, pure thermal and
battery charging)1. This may also be very relevant if the
results are to be used by some rule-extraction algorithm to
obtain an heuristic strategy or to train a machine-learning
based strategy.

V. SIMULATION RESULTS

To test the ideas discussed in the previous section, we im-
plemented all the listed models and applied dynamic program-
ming with DynaProg2, a dedicated MATLAB toolbox [10]
in order to find the fuel-optimal EMS. We thus compared
the control sets in terms of accuracy (which is a product of
their numerical efficiency and of the well-posedness of their
bounds) and computational time (which is a product of the
model complexity).

1Pure electric includes regenerative braking, which is the only allowed
operating mode when the vehicle is braking.

2Source code is available at https://github.com/fmiretti/DynaProg, toolbox
package available at https://www.mathworks.com/matlabcentral/fileexchange/
84260-dynaprog.

For all simulations, the SOC grid was defined as ranging
from 0.4 to 0.7 with a discretization step of 0.0033. The
computational grid for power flow control variable was defined
by a number mPF of 11, 21 and 41 quantized values in
three sets of experiments. Therefore, all simulations had the
same number of function evaluation within each set. The gear
number was set by a simple gear shift schedule as a function
of the vehicle speed, to ensure that all models deal with the
same torque demand.

Model accuracy was measured in terms of the model’s
ability to achieve the true optimal4 fuel consumption while
reaching the terminal SOC of σ = 0.6. Therefore, it is reported
in Table IV and in Fig. 1 for all tested models in terms of two
quantities: the difference between the fuel consumption and
the true optimal fuel consumption ∆mf and the endpoint error
ψ(σN ) (i.e. the difference between the terminal SOC and the
desired value). A third column reports simulation time (tsim).

The simulation results shown in Table IV raise many points
which are worth discussing. Firstly, the torque-split models
appear to be the most robust in that they allowed to find a
feasible solution with accuracy within 1% even with a coarse
discretization grid.

Their good performance is probably explained by the fact
that they can accurately reproduce both pure thermal and pure
electric modes, thus allowing for stable operation.

Looking at accuracy, as the control set discretization is
refined all models tend to the same solution, both in terms
of fuel consumption and the state trajectory. Furthermore,
inspecting the optimal solution, we also note that it includes
some lengthy portions where the optimal operating mode is
pure thermal5 and shorter but frequent portions where the
optimal operating mode is pure electric.

However, as we saw earlier, the torque-split models are the
only two that can exactly match both these two operating
modes. The engine torque-based models cannot reproduce pure
thermal exactly. Consider for example the segment shown in
Fig. 2, which shows the engine, e-machine and battery power
as well as the power demand at the gearbox input for a time

3I.e. with nσ = 101 values.
4Obtained by running all models with extremely fine discretization grids

(nσ = 2001 and mPF = 2001) and selecting the best.
5Especially in the extra-high phase of the WLTC.



Fig. 1. Accuracy and simulation time of the examined models.

segment where the optimal solution involves going in pure
thermal6. When using an extremely fine discretization, the
engine torque model A is able to match this behavior almost
exactly; but as we reduce the discretization to mPF = 41,
we start seeing how the same model is unable to run in pure
thermal, although it attempts to do so by making the e-machine
torque as small as possible (given the control set quantization).
The same behavior was observed for model D.

A similar issue affects the e-machine- and battery current-
based models in that they cannot exactly reproduce pure
electric operation. This time, let us consider the segment
shown in Fig. 3 for model B, where the optimal solution in-
volves many pure electric portions. While a fine discretization
(mPF = 2001) is able to well approximate pure electric, a
coarse discretization (mPF = 41) cannot and the algorithm has
to use the engine to meet the torque demand. This operation
is very inefficient as an engine’s efficiency is typically low at
low load; to the point were it is sometimes more convenient
to just run in pure thermal.

In addition to that, the battery current-based models are less
effective at regenerative braking, as it is not possible to saturate
the e-machine torque to the torque demand. Hence, when the
limiting factor is the torque demand and not one of either the
e-machine limit torque or the maximum charge current, the
current-based models lose some energy with respect to the
other ones. This explains why they generally perform worse
than models B and E.

What is less expected is that they are also unable to provide
any reduction in computational time. On the contrary, they are
the worst performing models in this aspect.

6This was confirmed by looking at the behavior of the e-machine torque-
based models and the torque-split models.

Fig. 2. Pure thermal segment. The top plot shows model A with a fine
discretization (mPF = 2001). The bottom plot shows how the same model
fails to reproduce the same pure thermal segments accurately with mPF = 41.

Inspection of the code performance using a dedicated
tool (MATLAB’s profiler) revealed that the two most time-
consuming operations for these models were the interpolations
required to evaluate the e-machine efficiency and engine fuel
consumption.

While for all other models these two are only a function of
the exogenous inputs (the vehicle speed and acceleration) and
control variables, the fact that we saturate the battery current
using ĩb,min defined by (4), which is also SOC-dependent,
means that we have to do a significantly higher number
(precisely nσ times more) of interpolations on the two maps.
The corresponding increase in computational cost is enough
to overcome the saving induced by avoiding the computation
of the battery current with (3).

VI. CONCLUSION

Based on our simulation results, it appears that the most
robust models in terms of simulation accuracy are the torque-
split based models, and we attributed this to the fact that, in
contrast to the other models, they can exactly match both pure
electric and pure thermal operation regardless of the powerflow
control variable discretization. In terms of simulation time, all
models behave similarly except for the current-based models,
which are slightly worse. We attributed this to the need
to introduce additional and relatively complex operations to
enable fully exploiting regenerative braking.

When considering the results presented in this work, there
are many factors that should be taken into account. Firstly, for



Fig. 3. Pure electric segment. The top plot shows model B with a fine
discretization (mPF = 2001). The bottom plot shows how the same model
fails to reproduce the same pure electric segments accurately with mPF = 41.

simplicity, we did not consider the engine and e-machine’s
inertia. Secondly, we did not model any auxiliaries load. This
means, for example, that the vehicle can keep the state of
charge constant by simply switching off the e-machine, and
that the e-machine and the battery do not have to bear any
additional load when the engine is turned off. Finally, we only
considered one architecture with a hybridization ratio of 0.77

and one set of mass and road-load coefficients, corresponding
to a small-size passenger car.

All these assumptions and data may somewhat alter the
structure of the optimal solution, which may in turn stress
differently the strengths and weaknesses of each model. For
example, the optimal solution that we inspected in the sim-
ulation results makes very scarce use of the battery charging
operating mode; hence the most important weakness of the
torque-split models does not show.

There are numerous extensions to this work. The most obvi-
ous are reintroducing the engine inertia and/or accessory loads
as well as to test a wider range of vehicles and hybridization
ratios. Then, similar analysis may also be repeated for other
powertrain configurations, such as power-split hybrids and
series hybrids.
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