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Abstract

Inspection and maintenance operations are essential for the long-term operation
of current and future aircraft structures, ensuring health, safety, and optimal per-
formance. Structural Health Monitoring (SHM) systems have facilitated real-time
monitoring and condition-based maintenance solutions, resulting in improved inspec-
tion efficiency and safety, and lower cost and human effort. Despite widespread SHM
research, practical adoption has been limited due to the complexity of industrial
structures, influence of the operational environment, high sensor requirement, etc.
Developing advanced monitoring strategies to address these challenges forms the
central aim of the work done.

The developmental effort is centred on the inverse Finite Element Method (iFEM),
a variationally-based shape sensing approach that solves the inverse problem of
reconstructing structural displacements from measured surface strains. iFEM’s
inherent independence of the structure’s material properties and loading conditions,
combined with its accuracy and robustness in producing results using a sparse set
of sensors, makes it an appealing solution for the displacement, strain, or stress
monitoring of future aerospace vehicles. Both 1D iFEM, for beams and frames,
and 2D iFEM, for plates and shells, have been proposed in literature. The present
work focuses on further development of these existing formulations to bridge the
gap towards their practical adoption.

The formulation of novel 1D inverse beam elements for analysing complex
aerospace structures constitutes the primary part of the work done. The complexities
modelled include an accurate treatment of transverse shear and torsional deformation
for beams with any general cross-section. This is achieved by introducing certain
shear coefficients and functions that reconcile the cross-sectional variation of trans-
verse shear strain with classical 1D beam theories. Numerical and experimental
validation of these novel beam elements is also presented, where accuracy, robustness,
and practical feasibility are discussed. An additional novelty of the work done is the
experimental investigation of additively manufactured beam specimens, constituting
a first of its kind in shape sensing literature. The new beam elements developed
are further adapted to model thin-walled beams undergoing cross-sectional warping,
necessitating an update to the interpolation order of torsional rotation within an
element. The element so-developed is also validated numerically.
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This work also addresses certain key limitations of the 2D iFEM: the large number
of sensors required and their optimal locations to generate accurate shape-sensing
results. The proposed solution involves designing simple and easily reproducible
strain-sensor patterns that guarantee stable and accurate iFEM predictions. These
patterns are further coupled with virtual strain expansion strategies to reduce sensor
quantity. The lessons learned from the above two approaches are subsequently used to
develop an efficient iFEM-based damage detection strategy for SHM applications. As
both 1D and 2D iFEM have been demonstrated to be effective monitoring strategies,
work also focused on maximising their benefits and minimising their limitations
by developing a Multi-Resolution monitoring approach. This concept marries the
low cost (sensor and computational), low-fidelity results of the 1D iFEM with the
high cost and high fidelity results of 2D iFEM to create an optimised monitoring
framework. This new approach is demonstrated numerically for the damage detection
of a complex wing box structure, revealing the 1D iFEM as an effective tool for
damage detection and 2D iFEM for damage localisation.

The iFEM-based monitoring strategies developed in this work can also be in-
strumental for the operation of the next generation of shape morphing structures.
This work also lays the foundation for this research by developing an iFEM-based
closed-loop control architecture for monitoring and controlling morphing structures
instrumented with a limited number of actuators and under the effect of unknown
external loads.
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Chapter 1

Introduction

Over their operational life, aerospace structures can experience a depreciation in
structural health, leading to reduced performance and poor levels of safety. In the
case of aircraft, this loss of health can be due to component failure, wear, projectile
impacts, fatigue damage, corrosion, etc. The latter two phenomena are especially
relevant for ageing aircraft or those used beyond their design life. Hence, inspection
and maintenance operations gain importance as aircraft age increases and contribute
to a significant portion of its lifecycle cost (LCC) [1].

Existing aircraft inspections are primarily restricted to on-ground visual, eddy-
current or ultrasonic inspections, commonly referred to as non-destructive testing
(NDT). These inspections are performed periodically when the aircraft is removed
from service and subjected to inspection after certain flight hours. As no information
regarding the actual health condition of the structure is available prior to inspections,
these methods are highly conservative and inefficient, incurring high costs and human
effort. In contrast, strategies that prescribe maintenance operations based on the
real-time health of the structure can improve inspection efficiency, aircraft safety,
and reduce maintenance costs and efforts.

Recent developments in sensor technologies and data processing have facili-
tated integration between the health monitoring system and the structure. Sensors
instrumented on the structure can be used to provide a real-time assessment of the
structural integrity under various operational conditions. This approach, referred
to as Structural Health Monitoring (SHM), facilitates a shift from a scheduled to
a condition-based maintenance philosophy, reducing human effort and costs and
improving overall structural safety. SHM has been identified as a key technology for
developing advanced diagnostic and prognostic systems for the health management
of future aerospace (e.g., aircraft, reusable launch vehicles), civil (e.g., buildings,
bridges), and marine (e.g., offshore wind turbines) structures [2–4].
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A wide spectrum of SHM methodologies has been proposed in scientific literature
[5], with the primary approach to damage detection being a comparison between the
damaged and healthy state of the structure. This comparison involves certain damage-
sensitive mechanical features based on the structure’s modal parameters, strain,
stress, etc. Despite the immense quantity of research over the past few decades, the
technologies developed have found very limited applicability in industrial structures.
They are in direct contrast to condition-based monitoring (CBM) techniques that
have been widely used for rotorcraft monitoring. Some of the main challenges facing
the practical adoption of SHM are [6]:

• Complex structural geometries encountered in practical applications;
• A large number of sensors are required for monitoring large structural areas;
• Reliability of the method under environmental factors and measurement noise;
• Characterisation of damage detection and false alarm generation.

In the face of these challenges, shape sensing techniques offer a unique pathway to
developing robust and efficient monitoring strategies. Shape sensing is defined as the
inverse problem of reconstructing the deformed shape of the structure using surface
strain measurements. As this constitutes an inverse problem, uniqueness, existence,
and stability conditions are not necessarily satisfied. However, a wide array of
approaches based on strain integration, basis functions, variational formulation, and
neural networks have been developed to solve this problem [7]. As they can facilitate
the development of monitoring strategies independent of the material properties or
operational conditions of the structure, shape sensing has been identified to play a
key role in real-time displacement, strain, or stress monitoring of future aerospace
vehicles [8].

The application of shape sensing-based monitoring solutions is not limited to
SHM alone. Another key domain is that of morphing structures, where recent
advances have led to the development of structures whose form obeys its function [9].
Applications in the aerospace domain include morphing wing aircraft [10, 11], that
use integrated sensors and actuators (e.g., shape memory alloys (SMA), piezoelectric
sensors, etc.) to perform drastically different functions over a wide range of flight
conditions [12]. Despite these advances, the future adoption of morphing structures
is dependent on the development of certain key technologies [12, 13]:

• Small and efficient actuators for shape or state change;
• Monitoring and control algorithms to integrate sensors and actuators.

Shape sensing techniques present a unique solution to these problems. The recon-
structed displacement field can be used as feedback for developing efficient control
strategies that allow for real-time monitoring and control of structural shape.

Based on these discussions, the aim of the present work can be condensed into
the following statement: the development of advanced shape sensing methodologies
addressing the existing challenges and meeting the requirements of future SHM
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systems and shape morphing structures. These objectives are addressed in the present
work by focusing on the development of a particular shape sensing methodology: the
inverse Finite Element Method (iFEM) [14]. iFEM is a variationally-based approach
that solves for the displacement field by minimising an error functional defined as
the least-squares error between analytical and experimentally measured strains. As
it is based on the strain-displacement relations, it is inherently independent of the
material properties and loading conditions of the structure and can provide accurate
and robust results even using a sparse set of strain data [15]. These features make it
a favourable choice compared to other competing shape sensing approaches.

Within the context of the objectives outlined previously and the capability of exist-
ing iFEM formulations to meet these requirements, the areas for further development
can be deduced and are stated below:

• Development of advanced iFEM formulations for monitoring aerospace struc-
tures with complex geometries;

• Investigation of optimal sensor placement or identification of efficient sensor
patterns ensuring reliable iFEM predictions;

• Application of iFEM solutions for developing robust and accurate damage
detection and localisation strategies;

• Development of an iFEM-based control architecture for morphing structures.

Each chapter of this thesis is devoted to addressing one of these aims. For clarity,
the basic structure of the thesis is outlined below. It begins with a survey of existing
literature at the end of Chapter 1. The merits and limitations of the various shape
sensing methodologies are presented, and existing applications to relevant problems
in the aerospace sector are discussed. These discussions help outline the limitations
of existing iFEM formulations and serve as the basis for identifying the main aims of
the current work. A comprehensive discussion of the theory behind both 1D and 2D
iFEM formulations is given in Chapter 2. The main theoretical contributions of this
work are described in this chapter, where the limitations of existing inverse beam
elements are discussed, and subsequent reformulations to handle greater geometrical
complexity are presented.

Chapters 3 and 4 present the numerical validation of the new beam element
formulations and an application-oriented investigation of plate shape sensing, respec-
tively. The preliminary results of Chapter 3 are further corroborated in Chapter 5
using results from multiple experimental tests on beam specimens. Inspired from
previous discussions, Chapter 6 presents a novel iFEM-based framework for con-
trolling shape morphing structures, laying the foundation for future investigations
on the topic. Finally, Chapter 7 summarises the work done and elucidates the main
contributions and achievements.

The work discussed in this thesis has also resulted in the following journal and
international conference publications:
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• Roy, R., Gherlone, M., Surace, C.: Damage localisation in thin plates using the
inverse finite element method. In Proceedings of the 13th Int. Conference on
Damage Assessment of Structures, Lecture Notes in Mechanical Engineering;
Springer: Singapore, 2020 [16]

• Roy, R., Gherlone, M., Surace, C.: Shape sensing of beams with complex
cross sections using the inverse finite element method. In Proceeding of 12th

Int. Workshop on Structural Health Monitoring, Stanford, CA, 2019 [17]
• Roy, R., Tessler, A., Surace, C., Gherlone, M.: Shape Sensing of Plate Struc-

tures Using the Inverse Finite Element Method: Investigation of Efficient
Strain–Sensor Patterns. Sensors 2020, 20, 7049 [18]

• Roy, R., Gherlone, M, Surace, C.: A shape sensing methodology for beams
with generic cross-sections: Application to airfoil beams. Aer. Sci. and Tech.
2021, 110, 106484 [19]

• Roy, R., Gherlone, M., Surace, C., Tessler, A.: Full-Field Strain Reconstruction
Using Uniaxial Strain Measurements: Application to Damage Detection. Appl.
Sci. 2021, 11, 1681 [20]

These references are not cited any further in this thesis to avoid any disruptions to
the clear and organic discussion of the work done.

1.1 Literature Review

1.1.1 Structural Health Monitoring

The philosophy underlying SHM-based damage detection is a comparison between
the structure’s damaged and baseline healthy state. This is achieved by analysing data
from sensors instrumented on the structure to obtain mechanical features sensitive to
damage presence and location.

Among the SHM methodologies developed in literature, the majority are based on
analysing changes in the modal parameters of the structure [5]. These investigations
were pioneered by Cawley et al. [21, 22], where changes in the natural frequencies or
mode shapes are used to infer damage presence and location. As modal parameters
capture the health state of the entire structure, these methods can be categorised
as a global, rather than local, monitoring strategy. Modal parameters can also be
used as part of a numerical model updating problem to localise the precise damage
location [23]. A key limitation of this approach is the sensitivity of modal parameters
to the operational conditions of the structure and environmental factors such as
temperature, humidity, etc. Recent research has focused on filtering the operational
and environmental influences from changes produced by the damage using data-
normalization procedures based on look-up tables, regression models, machine
learning, etc. [24].
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Analysing changes in the structural mode shapes is also a powerful damage
predictor. Specifically, discontinuities in the corresponding rotation or curvature
fields (i.e., the first or second derivative of the displacements) are good indicators
of damage. Such techniques have also received wide attention and have been
developed for one-dimensional (1D) beams or frames [25, 26], and two-dimensional
(2D) plate [27, 28] structures. Additional limitations here are the large number of
sensors required for a refined prediction of the vibrational mode shapes and the
high sensitivity of displacement derivatives to the influence of measurement noise.
Optical-based techniques or Scanning Laser Doppler Vibrometers for measuring the
mode shapes can alleviate these problems to a certain extent.

Other measurable mechanical features that are sensitive to damage are the strains
or displacements of the structure. In contrast to approaches based on modal parame-
ters, these features assess the static behaviour of the structure and constitute a local,
rather than a global, monitoring approach. They can be categorised as direct, where
the measured strain or displacement field is analysed for any violations in the struc-
ture’s compatibility or governing differential equations [29, 30], or inverse, where an
objective function formulated in terms of the damage parameters is minimised and
solved using the measurements [31]. These methods often require a large number of
sensors and are capable of monitoring small, highly localised areas of the structure.

Advancements in fibre optics (like fibre Bragg gratings (FBG) or distributed
fibre optic strain sensors (FOSS)) have made them an ideal sensor choice for long-
term structural monitoring applications [32]. Features such as small size, resistance
to external influences (electromagnetic or environmental), reliability, and large
measurement density have meant that their adoption is only expected to increase
over the coming years. They have been widely applied to monitor bridges, tunnels
[33], and offshore wind turbine structures [34]. Applicability in the aerospace sector
is augmented by the possibility of embedding fibre cables within structures, as
illustrated by their use for monitoring inflatable space habitats [35] and composite
aircraft wing box structures [36, 37].

This section provided a brief review of some of the main developments and
approaches to SHM. For a more detailed introduction to the topic, interested readers
are encouraged to refer to Ref. [5, 24].

1.1.2 Morphing Structure Actuation & Control

The development of shape morphing structures has received wide attention over the
past few decades, with designs and control strategies often specific to the intended
application [9, 11, 12, 38]. In the case of aircraft, the shape change can be on a
large scale, where aircraft wing or planform area changes, or on a smaller scale, with
changes in the wing sweep or cross-section (e.g., airfoil camber) [12]. Common
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design and control approaches are discussed here to contrast existing work and
novelties presented in the current work.

Some of the most common approaches to aircraft wing morphing are related to
changes in wing camber. This shape change is often achieved using kinematic rigid
link mechanisms actuated by electromechanical actuators [39–41]. The popularity
of these designs is explained by the need to meet industrial standards and safety
requirements. Such designs have been demonstrated for the wing flap control
of civil aircraft, where the control scheme uses encoders to measure the relative
rotation between links to assess the wing shape [39]. Alternate control approaches
include using FBG-based strain measurements related to the bending and torsional
deformations of the wing using transfer functions obtained from a priori experimental
tests [40]. Morphing leading-edge wing designs for variable cruise and take-off or
landing performance have also been designed [41], and shape control can also be
achieved using surface instrumented accelerometer sensors coupled with a linear
aeroelastic model of the structure [42].

Other actuation alternatives include piezoelectric or shape memory alloy (SMA)
actuators that require more compliant wing designs due to the lower actuation
force generated. Such an SMA-based airfoil design relied on a fuzzy logic-based
proportional-integral-derivative (PID) controller (with pressure sensors as feedback)
for controlling flow separation over the airfoil surface [43]. Piezoelectric actuators
have also been used to develop a distributed trailing edge morphing concept for
load alleviation and flutter suppression [44]. The use of SMA wires has been
demonstrated to be effective in controlling the leading edge shape of an aircraft
chevron for achieving subsonic engine noise reduction [45].

With the growing popularity of machine learning in recent decades, reinforcement
learning has also emerged as a leading candidate for developing efficient control
systems for the next generation of morphing structures [46].

1.1.3 Shape Sensing

Shape sensing refers to the inverse problem of reconstructing the displacement field
of a structure using strain measurements from surface-mounted sensors. Depending
on their approach, existing shape sensing methodologies can be sorted into four
main categories as those based on [7]: integration of experimental strain measure-
ments, displacement field modelling using basis functions or mode shapes, neural
networks, and using a finite element-based variational principle. These approaches
are discussed separately below.

Ko et al. [47] developed a strain integration-based shape sensing strategy us-
ing the classical beam theory, where transverse deflection and bending rotations
are reconstructed at beam sections instrumented with sensors. The use of either
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one or multiple sensing lines facilitated the reconstruction of torsional rotation as
well, and the capabilities of this theory were demonstrated on a complex wing box
structure [48]. Xu et al. [49] proposed further development of these 1D theories to
analyse thin-walled beams undergoing cross-sectional warping. Integration-based
approaches have also been developed for plate structures [50] and applied for mon-
itoring shape morphing beams [51]. Their feasibility for future aeroelastic shape
control was studied experimentally using cantilevered beams and plates instrumented
with distributed fibre optic sensors [52]. As these approaches are based on the nu-
merical integration of measured strains, the large number of measurements required
for accurate predictions is an inherent limitation.

Methods modelling the strain or displacement fields as a weighted superposition
of an a priori choice of basis functions have also received a wide range of interest [53–
55]. The basis functions chosen can be a piecewise polynomial, with varying degrees
of continuity enforced [56], or the vibrational mode shapes of the structure [57–
59]. In the case of mode shapes, they can be estimated experimentally [57, 60, 61],
using an experimental modal analysis of the structure, or extracted from high-fidelity
numerical FEM models [58, 59]. They have found applications in monitoring rotating
machinery, like a wind turbine tower [62, 63], and for aeroelastic shape sensing
of an aircraft wing [64]. For an interesting comparison between integration and
basis function-based methods for the experimental shape sensing of a swept-wing
plate, refer Ref. [65]. A limitation of this approach is that the number and type
of basis functions used can influence the results. When using mode shapes, there
is the additional need for evaluating modal information a priori, requiring either
experimental data or an accurate numerical model of the structure.

The literature on the use of neural networks for shape sensing is limited. The
most prominent work is of Bruno et al. [66], where shape control of the backup truss
structure for space-borne telescopes or antennas was investigated. Neural networks
were used to relate strain measurements from an incomplete set of truss members
to the deformed shape of the whole structure. In this case, neural net training is
the most computationally intensive part of the method, with the amount and type of
training data influencing the final results obtained.

A final approach to shape sensing, and the one most relevant to the current work,
is based on a variational principle. Work on this topic was pioneered by Tessler and
Spangler [67, 15], who developed a variational formulation for the displacement
reconstruction of plates and shells. The method so developed, called the inverse
Finite Element Method (iFEM), is reviewed in more detail in the next section.
Interested readers are encouraged to refer to Gherlone et al. [7] for a performance
comparison between the various shape sensing methodologies described above.
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1.1.4 inverse Finite Element Method

iFEM is a variationally-based approach where the structural domain is discretised
using finite elements. The displacement field is reconstructed by minimising an error
functional described as the least-squares error between analytical and experimentally
measured strains [67, 15]. These analytical strains are computed by interpolating
the nodal degrees-of-freedom (DOF) using element shape functions, similar to the
direct FEM, and applying the linear strain-displacement relations. Minimization of
the error functional leads to a set of linear algebraic equations that can be solved
to obtain the reconstructed nodal displacements of the structure. Existing iFEM
formulations can broadly be classified into: 1D iFEM for beams or frames, and 2D
iFEM for plates or shells.

Initial research began with the development of 2D inverse elements, the first
being the three-node constant strain shell element, iMIN3, developed by Tessler
et al. [14]. The element is based on Mindlin theory [68] and uses C0-continuous
anisoparametric shape functions [69], leading to improved treatment of transverse
shear in the thin plate regime. Additional higher-order elements were subsequently
developed by Kefal et al. [70, 71], such as the four-node quadrilateral shell element
named iQS4 [70], featuring anisoparametric interpolations [72] and an additional
drilling degree-of-freedom, and the eight-node curved shell element named iCS8
[71].

Research on 1D iFEM also progressed in parallel, with Gherlone et al. [73]
leading the development of 1D inverse elements for the shape sensing of beam
and frame structures. The beam elements are based on Timoshenko beam theory,
with the error functional defined as the least-squares error between analytical and
experimental sectional strains of the beam. These sectional strains represent the axial,
bending, transverse shear, and torsional deformation of a beam section. The new
inverse beam elements developed were demonstrated to be effective for the static and
dynamic shape sensing of beams with simple cross-sections (e.g., circular). Later
adaptations involve using isogeometric analysis for modelling variable section beams
[74] and complex loading scenarios [75]. Beam elements based on Euler-Bernoulli
beam theory have also been proposed [76], including the enhanced formulation
of You et al. [77] guaranteeing robust non-singular solutions. Similarly, elements
have also been developed for monitoring composite beams based on refined zig-
zag theory (RZT) theory [78], curved beams [79], and beams undergoing material
non-linearities [80].

Another interesting development is for structures undergoing large non-linear
displacements. Paczkowski et al. [81] extended Tessler’s initial formulation to model
large displacement and non-linear strains using an error functional based on the
Green-Lagrange strain measures. An alternate strategy based on an incremental
iFEM approach was proposed by Tessler et al. [82] for plate or shell structures
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and is equally applicable for beams as well. Although the author contributed to
this work [82], it is not mentioned further in the present report to avoid diverting
attention from the main focus of the thesis. Other works in this area have also led to
the development of non-linear membrane finite elements for the shape sensing and
load-reconstruction of membrane wings [83, 84].

The 1D and 2D iFEM methods developed have been subject to various numerical
and experimental applications. Experimental investigations of the 1D iFEM include
the shape sensing of a circular beam [85] and the real-time monitoring of a radio
telescope reflector using FBG sensors [86].

A wider array of experimental investigations are available for the 2D iFEM,
including the shape sensing of a wing-shaped plate [7], deformation and internal
load monitoring of a test wing [87], shape sensing of a wing-shaped sandwich
structure using embedded and surface mounted strain sensors [88], stiffened panel
instrumented with fibre optic sensors [89], etc. Numerical investigations include
those on a composite stiffened panel [90], composite wing box [91], stress monitoring
of a Panamax container ship [92], and bulk carriers [93]. Numerical efforts have also
been made to quantify the effects of measurement and material uncertainties [94].

Recent focus has also been directed to the use of iFEM for SHM applications [95].
Notable works include crack detection in beams using fibre optic sensors [96, 97],
the definition of a load-adaptive baseline for structural damage identification in
thin plates [98], damage monitoring in offshore wind turbine structures [99, 100],
composite plates [101–103], and an unmanned aircraft fixed-wing [104]. Other
applications include iFEM coupled with convolutional neural networks [105] and
peridynamics for crack propagation monitoring [106].

Despite the vast research described above, gaps still exist in achieving the objec-
tives outlined at the beginning of this chapter. For the 1D iFEM, there is a lack of
inverse beam elements powerful enough to accurately model complex beam geome-
tries, particularly the transverse shear and torsional deformation. This serves as one
of the primary aims of the present work. In contrast with 2D iFEM, the shell inverse
elements developed have proven effective despite structural complexity. However,
questions remain regarding the number and optimal location of sensors used. Some
attempts made to offer a solution to this problem are described below.

Kefal et al. [107] investigated the effect of number, location and orientation of
strain sensors for the specific problem of shape sensing of a wing-shaped thick panel.
In contrast, Esposito et al. [108] adopted genetic algorithms for identifying optimal
sensor locations in plate structures. Other optimisation-based approaches include the
use of Particle Swarm Optimization (PSO) [109] and eigen value analysis [110] for a
wing frame. However, due to the lack of generalisability of solutions obtained from
optimization-based approaches, they are not determined to be a definite solution to
this problem. Hence, identifying ideal sensor locations or efficient patterns forms
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another facet of this work. The present work also aims to address this topic from the
perspective of applying it to a damage detection problem.

Attempts to reduce the number of sensors used have yielded reasonable success,
with major efforts relying on strain extrapolation using the Smoothing Element
Analysis (SEA) developed by Tessler et al. [111]. Kefal et al. [112] coupled the
iFEM and the SEA for the shape sensing of multi-layered composite and sandwich
structures, while Oboe et al. [113] compared SEA to polynomial fitting as a strain
extrapolation strategy for shape sensing of a composite plate.



Chapter 2

Theory of Beam and Plate Shape
Sensing using iFEM

This chapter introduces the underlying theory and formulation of the inverse beam
and plate or shell elements used for iFEM-based shape sensing. The chapter begins
with a discussion of the 1D iFEM, initially recounting existing beam elements and
subsequently describing novelties to their formulations, i.e., the accurate treatment
of transverse shear and torsional deformation developed as part of this work. The
chapter concludes with a description of the 2D iFEM. Although no new plate or shell
elements are introduced, existing formulations are recounted for interested readers,
considering their relevance for later discussions.

2.1 1D inverse Finite Element Method

Several inverse beam elements are available in literature [73, 74, 77, 79], differing in
the kind of beam geometry analysed, kinematic relations and element interpolation
functions used, etc. This section begins with a general description of the 1D iFEM
formulation, followed by a discussion on the development of individual elements.

Beam displacement reconstruction using the 1D iFEM from surface strain mea-
surements is based on matching a vector of so-called ’analytical’ sectional strains,
e(u), to a vector of ’experimental’ sectional strains, eε , in a least-squares sense [73].
This is accomplished using an error functional, Φ, defined as,

Φ(u) = ∥e(u)− eε∥2 (2.1)

where u is the vector of kinematic variables used to describe the kinematic field of
the beam and the superscript (•)ε represents experimentally estimated strains.
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The iFEM is based on a variational formulation that discretises the structural do-
main using a series of finite elements. For each element, an element error functional
corresponding to the kth sectional strain, ek, can be derived as,

Φ
e
k =

Le

N

N

∑
i=1

[ek(xi)− (eε
k)i]

2
, (k = 1, ...,ns) (2.2)

where Le is the element length, N is the total number of axial beam locations, xi,
where strains are measured, and ns is the total number of sectional strains in the
element formulation.

The total element error functional, Φe, can be evaluated from Eq. 2.2 as the
weighted sum of contributions from ns individual functionals,

Φ
e = w ·ΦΦΦ =

ns

∑
k=1

we
kΦ

e
k (2.3)

where ΦΦΦ is a vector of error functionals, and w is a vector of weighing coefficients
used for enforcing a stronger or weaker correlation between e(u) and eε .

The calculation of e(u) is governed by the kinematic relations used for describing
beam behaviour. As the methodology is based on a finite element discretisation of
the structural domain, the kinematic field is obtained by interpolating the nodal DOF
using suitable shape functions,

u(x) = N(x)ue (2.4)

where N(x) is the matrix of shape functions, ue is a vector of nodal DOF, and x
is the axial coordinate of the beam. Assuming the small-strain hypothesis, the
analytical sectional strains can be derived from Eq. 2.4 by applying the linear
strain-displacement relations,

e(u) = B(x)ue (2.5)

where B(x) is a matrix of shape function derivatives. The vector eε is calculated
from experimental strain measurements from sensors embedded on the structure.
Later sections provide more details on the calculation of eε for each element.

Substituting Eq. 2.5 in Eq. 2.3 and minimizing the element functional with
respect to the nodal DOF, ue, results in a set of linear of algebraic equations,

keue = fe (2.6)

where matrix ke and vector fe are analogous to the element stiffness matrix and
force vector in the direct FEM. They can be further defined as the weighted sum of
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contributions from each sectional strain term,

ke =
ns

∑
k=1

we
kke

k , fe =
ns

∑
k=1

we
kfe

k (2.7)

The system matrix ke is only a function of strain sensor positions within an
element, while the vector fe is a function of the sensor positions and the value of
experimental strain measurements. They can be described in terms of the shape
function derivatives as,

ke
k ≡

Le

N

N

∑
i=1

[
BT

k (xi)Bk(xi)
]

, fe
k ≡

Le

N

N

∑
i=1

[
BT

k (xi)(eε
k)i

]
(2.8)

Applying appropriate coordinate transformations and assembling all element
contributions, the global set of linear algebraic equations can be compiled,

KU = F (2.9)

Given that the requisite boundary conditions are applied to constrain the structure
against rigid-body motion and the system matrix, K, is ensured to be non-singular,
Eq 2.9 can be solved to obtain the iFEM reconstructed nodal displacements U.

The main steps of the 1D iFEM procedure is highlighted in the flow diagram
of Fig. 2.1. Interested readers can consult Gherlone et al. [73] for additional
explanations.

Minimize Փ𝑒

to obtain 
element equations:

𝐤𝑒𝐮𝑒 = 𝐟𝑒

inverse Finite 
Element mesh

In-situ experimental 
strain data:

𝛆∗

Analytical 
sectional strains:

𝐞(𝐮𝑒)

Formulate element 
functional: Փ𝑒(𝐮𝑒)

Assemble global 
matrices, 
𝐊𝐔 = 𝐅

Solve for 
𝐔

Experimental 
sectional strains:

𝐞ε

Fig. 2.1 Flow diagram of the 1D iFEM methodology highlighting the major steps involved

Although the present section described the general 1D iFEM framework, the
number and definition of sectional strains, {e(u),eε}, is specific to type of inverse
beam element used. These elements are discussed in the following sections, in
terms of the kinematic relations used and the corresponding sectional strains derived.
Additionally, the novelties in element formulation, which forms the main focus of
the current work, is also presented.
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2.1.1 Euler-Bernoulli Beam Element

Considering a slender prismatic beam with any arbitrary cross-section defined in the
three-dimensional Cartesian coordinates (x,y,z). The origin is assumed to located at
the root of the beam, with the x-axis passing through the shear center of the beam
cross-section and parallel to the beam axis, as shown in Fig. 2.2. The two transverse
axes, y and z, are the principal inertia axes of the beam cross-section, with second
area moments Iyy and Izz. The beam has a length L, cross-sectional area A, and the
beam material is assumed to be homogeneous and isotropic with Young’s modulus
E, shear modulus G, and Poisson’s ratio ν .

𝑥 𝑦

𝑧

𝑢

𝑣

𝑤

𝑤,𝑥

𝑣,𝑥

𝐿

Fig. 2.2 The reference coordinate system and kinematic variables used for defining a slender
prismatic airfoil beam

Kinematic Relations

Due to the slender nature of the beam, the transverse shear contribution to the beam
deformation can be considered negligible. Hence, the beam element (proposed in
Ref. [76]) is formulated based on the kinematic assumptions of Euler-Bernoulli beam
theory [114]. The Cartesian components of the displacement vector is represented in
terms of the kinematic variables u, v, w, v,x, and w,x (see Figure 2.2) as,

ux(x,y,z) = u(x)+ zw,x(x)− yv,x(x)
uy(x,y,z) = v(x)
uz(x,y,z) = w(x)

(2.10)
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where ux, uy, and uz are the displacements of any beam point along the x, y and z-axis,
respectively. The kinematic variables, u, v, and w represent the beam displacement
at the shear center along the x, y and z-axis, respectively, while v,x, and w,x are the
corresponding derivatives. These variables can be written in vector form,

u = {u,v,w, ,v,x,w,x}T (2.11)

Applying small-strain hypothesis, the axial and transverse shear components of
the strain field can be derived from Eq. 2.10 as,

εx(x,y,z)
γxz(x,y,z)
γxy(x,y,z)

=


ux,x

ux,z +uz,x
ux,y +uy,x

=


e1(x)+ ze2(x)+ ye3(x)

0
0

 (2.12)

where e1, e2 and e3 are the three sectional strains (ns = 3) defined along the beam axis
and represent the axial stretching, and bending curvatures of the beam, respectively.
In keeping with our assumption, the transverse shear strain components are seen to
vanish in Eq. 2.12. The vector of analytic sectional strains can be written as,

e(u) =


e1
e2
e3

=


u,x

w,xx
−v,xx

 . (2.13)

The weighing coefficient vector (see Eq. 2.3) for this element can be defined as,

w = {w1,w2(Iyy/A),w3(Izz/A)} (2.14)

The vector e(u) forms only one part of the error functional of Eq. 2.1. The calculation
of its experimental counterpart, eε , is discussed below.

Experimental Sectional Strains

Considering the beam surface instrumented with strain sensors, such as strain gauges
or fibre optic sensors, measuring strains at N discrete axial locations xi (i = 1, ...,N)
and oriented along the x-axis (see Fig. 2.3). Using Eq. 2.12, the experimental strain
measurements, ε∗, on the beam surface can be defined as,

ε
∗(xi,c) = εx(xi,c) = eε

1(xi)+ z(c)eε
2(xi)+ y(c)eε

3(xi) (2.15)

where the superscript (•)∗ represents the strain measured on the beam surface along
any local axis, ε∗ = εx in the present case as only axial strain measurements are used
to define the beam deformation, and eε

1, eε
2, and eε

3 are the experimental sectional
strains defined along the beam axis. The coordinate c represents the circumferential
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𝑥 𝑦

𝑧

𝑥𝑖𝑐

𝜀∗

Fig. 2.3 Prismatic airfoil beam instrumented with a strain gauge; the parameters used for
describing the sensor position on the beam surface have been defined in the figure

distance along the section perimeter. For the specific case of an airfoil profile
(as shown in Fig. 2.3), c is the circumferential distance in the counter-clockwise
direction along the beam perimeter starting from the trailing edge of the airfoil. As
the experimental sectional strains are the three unknowns at any section, solution of
Eq. 2.16 requires at least three experimental axial strain measurements per section,
and can be written in terms of the coordinate matrix, Xc, as,

εεε
∗ = [Xc]3×3 eε (2.16)

where εεε∗ is a vector of experimental strain measurements and eε is the sectional
strain vector,

eε =


eε

1
eε

2
eε

3

 (2.17)

Values for eε at any section xi can be obtained by solving Eq. 2.16.

Element Interpolations

The present element is derived considering the case of a slender beam subjected
to a concentrated tip load, leading to a constant axial force, and linear variation of
bending moments along the beam length. Correspondingly, the axial strain, e1, is a
constant, while the curvatures, e2 and e3, are linear. Hence, the kinematic variable u
is interpolated linearly, and v, and w cubically. Based on these considerations, the
interpolation of kinematic variables within an element, x ∈ [0,Le], using the nodal
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DOF can be described as,

u(x) =L1(x)u1 +L2(x)u2

v(x) =M1(x)v1 +M2(x)θ1 +M3(x)v2 +M4(x)θ2

w(x) =M1(x)w1 +M2(x)φ1 +M3(x)w2 +M4(x)φ2

(2.18)

where the variables θ = v,x and φ = w,x, and L, M represent the Lagrange and
Hermitian polynomials, respectively. Refer to Appendix A for a complete description
of these polynomials. The beam element developed is hereafter referred to as ’iEB2’.

2.1.2 Timoshenko Beam Element

Consider a thick prismatic beam defined in the three-dimensional Cartesian coordi-
nates (x,y,z), as shown in Fig. 2.4. The coordinate system, geometrical and material
properties of the beam are similar to those described in Section 2.1.1. In contrast
to the previous problem, the contribution due to transverse shear and torsion forms
an important part of beam deformation in this case, and cannot be ignored. Also,
transverse shear strain is not a constant, but varies across the beam cross-section.
Reconciliation of the transverse shear and torsional deformation with 1D beam theo-
ries is achieved through the use of certain coefficient and functions. The definition
of these coefficients and functions for any general beam section is a central aim of
the work done and is discussed in detail in the following sections.

𝑥 𝑦

𝑧

𝑢

𝜃𝑥 𝑣

𝑤

𝜃𝑦

𝜃𝑧

Fig. 2.4 The reference coordinate system and kinematic variables used for defining a thick
prismatic airfoil beam
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Kinematic Relations

Due to the importance of transverse shear deformation, the present inverse element
is formulated based on the kinematic assumptions of Timoshenko beam theory [85,
114]. Alongside the transverse shear contribution, torsional deformation (ignored
in iEB2 for simplicity) is also considered for this new element. In this case, the
Cartesian components of the displacement vector can be defined in terms of the
kinematic variables u, v, w, θx, θy and θz (shown in Fig. 2.4) as,

ux(x,y,z) = u(x)+ zθy(x)− yθz(x)
uy(x,y,z) = v(x)− zθx(x)
uz(x,y,z) = w(x)+ yθx(x)

(2.19)

where ux, uy, and uz are the displacements of any beam point along the x, y and z-axis,
respectively. The kinematic variables, u, v and w, represent the beam displacements
at the shear center, and θx, θy and θz are the torsional and bending rotations about
the x, y and z-axis, respectively. The vector of kinematic variables can be written as,

u ≡ {u,v,w,θx,θy,θz}T (2.20)

Applying the linear strain-displacement relations, the axial and transverse shear
strains are calculated from the displacement field of Eq. 2.19 and are given as,

εx(x,y,z)
γxz(x,y,z)
γxy(x,y,z)

=


u,x

u,z +w,x
u,y + v,x

=


e1(x)+ ze2(x)+ ye3(x)

e4(x)+ ye6(x)
e5(x)− ze6(x)

 (2.21)

where ei, (i = 1, ...,ns and ns = 6) are the six sectional strains defined along the beam
axis, and correspond to the axial stretching, bending curvatures, transverse shear and
torsional strain of the beam, respectively. These sectional strains can be written in
vector form as [73],

e(u) =



e1
e2
e3
e4
e5
e6


=



u,x
θy,x
−θz,x

w,x +θy
v,x −θz

θx,x


. (2.22)

The weighing coefficient vector for this element (see Eq. 2.3) can be defined as,

w = {w1,w2(Iyy/A),w3(Izz/A),w4,w5,w6(Ip/A)} (2.23)

where Ip is the polar area moment (or torsional constant) of the cross-section.
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Here again, the vector e represents the analytical sectional strains of the beam
and forms one part of the iFEM error functional. A main aspect of the work done
is the development of theoretical equations for the calculation of experimental
sectional strains for any general beam profile. The corresponding theory and a
simple application, considering an airfoil beam, are discussed below.

𝑥 𝑦

𝑧

𝑥𝑖𝑐
𝛽

𝜀𝑐

𝜀𝑥

𝜀∗

Fig. 2.5 Prismatic thick airfoil beam with a surface mounted strain gauge; the various
parameters defining the sensor location and orientation are shown

Experimental Sectional Strains

Considering the beam surface to be instrumented with strain sensors, such as strain
gauges or fiber optic sensors. Strains are measured at N discrete axial locations xi
(i = 1, ...,N), and sensors are oriented at any angle β with respect to the x-axis (see
Fig. 2.5). The surface strain measurement ε∗ can be related to axial εx, tangential εc
and shear γxc strain components as ,

ε
∗(xi,c,β ) = εx(xi,c)cos2

β + εc(xi,c)sin2
β + γxc(xi,c)cosβ sinβ (2.24)

where c is the circumferential coordinate defined in the previous section and shown
in Fig. 2.5. If the value of Poisson’s ratio for the beam material is known (commonly
ν = 0.3 for metals), Eq. 2.24 can be further simplified as [73],

ε
∗(xi,c,β ) = εx(xi,c)(cos2

β −ν sin2
β )+ γxc(xi,c)cosβ sinβ (2.25)

Using Eq. 2.21, axial strains εx on the beam surface can be defined in terms of the
sectional strains along the beam axis as,

εx(xi,c) = eε
1(xi)+ z(c)eε

2(xi)+ y(c)eε
3(xi) (2.26)



20 Theory of Beam and Plate Shape Sensing using iFEM

The tangential shear strain, γxc, is a function of c and the cross-sectional profile.
Gherlone et al. [73] demonstrated the calculation of experimental sectional strains
for a simple circular beam. However, these results were for a specific case and not
translatable to beams with other cross-sectional profiles. The present work introduces
a novel framework for experimental sectional strain calculation applicable to beams
with any general profile.

The underlying theory behind this new formulation is that, for a beam under
any general loading condition, the tangential shear strain, γxc, on the surface of the
beam can be defined as the superposition of contributions due to transverse shear
and torsional loads. Assuming a cantilevered beam loaded at the tip by a unit force
along the z-axis, γxc(c) along the perimeter of the cross-section can be written in
terms of a tangential shear strain maximum, γz

xc,max, and a shear variation function,
f1(c). Similarly, if the cantilevered beam is loaded by a unit tip force along the
y-axis, γxc(c) can be written in terms of a maximum, γ

y
xc,max, and a function, f2(c).

Additionally, if the beam is subjected to a tip torsional load generating a unit rate of
twist (eε

6 = 1), γxc(c) along the perimeter is defined using the shear variation function,
f3(c). The final distribution of γxc can be written as a superposition of all three load
cases,

γxc(xi,c) = γ
z
xc,max(xi) f1(c)+ γ

y
xc,max(xi) f2(c)+ eε

6(xi) f3(c) (2.27)

Relating the tangential shear strain maxima, γz
xc,max and γ

y
xc,max, to the corresponding

sectional strains eε
4 and eε

5 is instrumental for the calculation of these latter quantities.
They are related through the use of certain shear coefficients, whose calculation are
described below.

Consider a cantilevered beam loaded at the tip by a force Fz along the z-axis. The
shear strain energy per unit length calculated using a 3D numerical model of the
beam, φ FE

SE , and a Timoshenko beam model, φ T M
SE , are equated through a coefficient,

ktz =
φ T M

SE

φ FE
SE

(2.28)

where kt is the classical shear correction factor, and the shear strain energy,

φ
T M
SE =

F2
z

2AG
(2.29)

Eq. 2.28 is also used to define the relation between the constant transverse shear
strain defined by Timoshenko beam theory, Fz/AG, and the effective transverse shear
strain of the beam cross-section, eε

4. This relation can be written as,

ktz =
F2

z

2AGφ FE
SE

≈ Fz/AG
eε

4
(2.30)
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Similarly, for a cantilevered beam loaded at the tip by a force Fy along the y-axis,
the coefficient kty can be defined as,

kty =
φ T M

SE

φ FE
SE

=
F2

y

2AGφ FE
SE

≈
Fy/AG

eε
5

(2.31)

The coefficient, kε , is used to relate the tangential shear strain maxima due to
transverse loading in a certain direction to the corresponding sectional strain. These
coefficients for transverse loads along the z and y-axis are defined as,

kεz =
eε

4
γ

z
xc,max

=
Fz/GA

ktzγ
z
xc,max

, kεy =
eε

5
γ

y
xc,max

=
Fy/GA

ktyγ
y
xc,max

(2.32)

Substituting Eq. 2.32 in Eq. 2.27, the tangential shear strains can be written in terms
of the sectional strains as,

γxc(xi,c) =
1

kεz
eε

4(xi) f1(c)+
1

kεy
eε

5(xi) f2(c)+ eε
6(xi) f3(c) (2.33)

Finally, substituting Eqs. 2.26 and 2.33 in Eq. 2.25, we get an equation relating the
surface strain measurements to experimental sectional strains,

ε
∗(xi,c,β ) = (eε

1(xi)+ z(c)eε
2(xi)+ y(c)eε

3(xi))(cos2
β −ν sin2

β )+(
1

kεz
eε

4(xi) f1(c)+
1

kεy
eε

5(xi) f2(c)+ eε
6(xi) f3(c)

)
cosβ sinβ

(2.34)

The shear functions, { f1, f2, f3}, and coefficients, {kεz,kεy}, are only a function of
the cross-sectional profile and have to be evaluated beforehand to solve Eq. 2.34.
Evaluation of the unknown sectional strains requires at least six strain measurements
per section. Eq. 2.34 can also be written in vector form as,

εεε
∗ = [Xc]6×6 eε (2.35)

where eε is the vector of unknowns defined as,

eε ≡ {eε
1,e

ε
2,e

ε
3,e

ε
4,e

ε
5,e

ε
6}

T (2.36)

The shear functions and coefficients can be calculated analytically or using a numeri-
cal model of the beam. The calculation steps for a symmetric airfoil profile along
with the final results for other common profiles are described in Appendix B.
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Element Interpolations

The element interpolations developed by Gherlone et al. [73] is used for this work
as well. Due to their relevance when discussing results in future sections, they are
briefly recounted here. The interpolations correspond to the beam undergoing two
different loading conditions.

In the first case, the beam is considered to be subjected to a concentrated general
tip load, where e1, e4, e5, and e6 are a constant, and flexural strains e2, and e3
are linear across the element. The corresponding interpolations for the kinematic
variables within the element are given as,

u(η) = ∑
i=1,2

L(1)
i (η)ui θx(η) = ∑

i=1,2
L(1)

i (η)θxi

v(η) = ∑
i=1,2

L(1)
i (η)vi − ∑

j=1,r,2
N(3)

j θz j θy(η) = ∑
j=1,r,2

L(2)
i (η)θyi

w(η) = ∑
i=1,2

L(1)
i (η)wi + ∑

j=1,r,2
N(3)

j θy j θz(η) = ∑
j=1,r,2

L(2)
i (η)θzi

(2.37)

where η ∈ [−1,1], L(1)
i and L(2)

i are the 1st and 2nd-order Lagrange polynomials,
respectively, and N(3)

j are the anisoparametric interpolations. Refer Appendix A for
a complete description of these quantities. The beam element developed based on Eq.
2.37 was called the 0th-order element in Ref. [73], but for convenience is hereafter
referred to as ’iTM2D0’.

In the second case, the beam is considered to be subjected to a transverse uniform
distributed load, where e1, e6 are a constant, e4, and e5 are linear, and e2, e3 are
quadratic across the element. The corresponding interpolations for the kinematic
variables within the element are given as,

u(η) = ∑
i=1,2

L(1)
i (η)ui θx(η) = ∑

i=1,2
L(1)

i (η)θxi

v(η) = ∑
k=1,q,r,s,2

L(4)
i (η)vi θy(η) = ∑

j=1,2
L(1)

i (η)θyi + ∑
k=1,q,r,s,2

M(3)
j wk

w(η) = ∑
i=1,q,r,s,2

L(4)
i (η)wi θz(η) = ∑

j=1,r,2
L(2)

i (η)θzi − ∑
k=1,q,r,s,2

M(3)
j vk

(2.38)

where L(4)
i are the 4th-order Lagrange polynomials, and M(3)

j are the anisoparametric
interpolations (refer Appendix A). The beam element developed based on Eq. 2.38
(called the 1st-order element in Ref. [73]) is hereafter referred to as ’iTM2D1’.
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2.1.3 Timoshenko Beam Element for Non-Prismatic Beams

A further generalisation of the beam formulation of Section 2.1.2 is presented here,
where it is extended to non-prismatic geometries, i.e., for beams with variable pro-
files. Considering a non-prismatic beam defined in the three-dimensional Cartesian
coordinate system (x,y,z), as shown in Fig. 2.6. The location of the coordinate
system origin and the beam material properties is similar to previous cases. The
cross-sectional profile of the beam is assumed to vary along its length, and the section
properties at any axial location, xi, is {A, Iyy, Izz, Ip}i.

For non-prismatic beams, the kinematic relations used and the calculation of e(u)
is similar to those described in Section 2.1.2, and is not reiterated here. However, eε

is a function of the beam profile and cannot be computed accurately using Eq. 2.34.
The requisite changes to these equations are the basis of the following discussions.

𝑢

𝜃𝑥 𝑣
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𝑥 𝑦

𝑧

𝐴, 𝐼𝑦𝑦 , 𝐼𝑧𝑧, 𝐼𝑝 1

𝐴, 𝐼𝑦𝑦 , 𝐼𝑧𝑧 , 𝐼𝑝 2

𝑥1𝑥2

Fig. 2.6 The reference coordinate system and kinematic variables used for defining a tapered
airfoil beam; the varying sectional properties at different beam sections is also shown

Experimental Sectional Strains

Considering a non-prismatic beam instrumented with strain sensors, the strain mea-
surement by a sensor placed at any axial location xi, and circumferential location c,
and oriented at an angle β can be written as,

ε
∗(xi,c,β ) = εx(xi,c)(cos2

β −ν sin2
β )+ γxc(xi,c)cosβ sinβ (2.39)
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where c is the circumferential coordinate. In the case of a tapered airfoil beam, as
shown in Fig. 2.6, c is defined with respect to the local airfoil profile at each section
xi. The axial component of strain is written as,

εx(xi,c) = eε
1(xi)+ eε

2(xi)z(xi,c)+ eε
3(xi)y(xi,c) (2.40)

where (y(xi,c),z(xi,c)) represents the general point coordinates corresponding to
the beam profile at any section. Similarly, the tangential shear strain component can
be written in a generalised form as,

γxc(xi,c) =
1

kεz(xi)
eε

4(xi) f1(xi,c)+
1

kεy(xi)
eε

5(xi) f2(xi,c)+ eε
6(xi) f3(xi,c) (2.41)

where functions { f1, f2, f3} and coefficients {kεz,kεy} are now defined as a function
of the beam profile at any section xi.

Substituting Eqs. 2.40 and 2.41 in Eq. 2.39, we get,

ε
∗(xi,c,β ) = (eε

1(xi)+ eε
2(xi)z(xi,c)+ eε

3(xi)y(xi,c))(cos2
β −ν sin2

β )+(
1

kεz(xi)
eε

4(xi) f1(xi,c)+
1

kεy(xi)
eε

5(xi) f2(xi,c)+ eε
6(xi) f3(xi,c)

)
cosβ sinβ

(2.42)

The solution of Eq. 2.42 requires the calculation of shear functions and coefficients
depending on the beam profile at those axial locations where the strain measurements
are made. For the simple case of a tapered beam, these coefficients and functions
remain the same as the profile is only scaled up or down at each section.

As the element interpolations and nodal DOF are similar to those described for
iTM2D0 and iTM2D1, the present formulation is not categorised as a new element,
but rather a minor update to the previous one.

2.1.4 Timoshenko Beam Element with Warping

The final beam formulation presented in this section concerns thin-walled beams
where torsion of the beam is accompanied by cross-sectional warping. Considering
a thin-walled beam defined in the three-dimensional Cartesian coordinate system
(x,y,z), as shown in Fig. 2.7. The location of the coordinate system origin and the
beam properties are similar to those described in Section 2.1.2. The beam is assumed
to be subjected to a general load, involving torsion. The axial displacements and
strains due to warping influences the calculation of sectional strains and can lead to
inaccurate solutions. The present section proposes a further improvement of previous
formulations for the shape sensing of structures undergoing cross-sectional warping
deformation as well.
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Fig. 2.7 The reference coordinate system and kinematic variables used for defining a thin-
walled beam; an illustration of cross-sectional warping (red lines) is also shown

Kinematic Relations

For an open section thin-walled beam under constrained warping, the axial displace-
ment along the midline of the flange cross-section, uw

x (see Fig. 2.7), can be defined
as [115],

uw
x (x,s) =−ω(s)θx,x(x) (2.43)

where θx,x represents the rate of twist, and s is the distance measured along the
midline of the flange cross-section. The function, ω(s), is the sectorial area defined
by the integral [116],

ω(s) =
∫ s

0
h(s)ds (2.44)

where h is the perpendicular distance from the center of rotation (shear center in this
case) to the tangent at any point, (y(s),z(s)), on the flange midline (see Fig. 2.7).

The Cartesian components of the displacement vector, considering this additional
warping contribution, is written as,

ux(x,s) = u(x)+ z(s)θy(x)− y(s)θz(x)−ω(x,s)θx,x(x)
uy(x,s) = v(x)− z(s)θx(x)
uz(x,s) = w(x)+ y(s)θx(x)

(2.45)
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where u, v, w, θx, θy, and θz are the kinematic variables defined in Fig. 2.7.

The axial and transverse shear strains are derived from Eq. 2.45 by applying the
linear strain-displacement relations,

εx(x,s)
γxz(x,s)
γxy(x,s)

=


u,x

u,z +w,x
u,y + v,x

=


e1(x)+ z(s)e2(x)+ y(s)e3(x)−ω,x(x,s)e7

e4(x)+ y(s)e6(x)−ω,z(x,s)e6
e5(x)− z(s)e6(x)−ω,y(x,s)e6


(2.46)

where ei, (i = 1, ...,ns, and ns = 7) are the new sectional strains defined along the
beam axis. The quantity, e7, represents the second derivative of the torsional rotation
and is directly proportional to the axial strain due to warping. These sectional strains
are written in vector form,

e(u) =



e1
e2
e3
e4
e5
e6
e7


=



u,x
θy,x
−θz,x

w,x +θy
v,x −θz

θx,x
θx,xx


. (2.47)

Similar to the updated analytical sectional strain vector, e(u), the calculation of its
experimental counterpart is also affected by warping. Modelling the warping compo-
nent in the measured surface strains serves as the basis for an accurate evaluation of
eε and is discussed below.

Experimental Sectional Strains

Considering an open section thin-walled beam instrumented with strain sensors, the
surface strain measurement, ε∗, at any point s in the section xi can be related to the
axial, εx, and shear γxs strain components as,

ε
∗(xi,s,β ) = εx(xi,s)(cos2

β −ν sin2
β )+ γxs(xi,s)cosβ sinβ (2.48)

where the axial component is defined with the additional warping strain contribution
as (based on Eq. 2.46),

εx(xi,s) = eε
1(xi)+ z(s)eε

2(xi)+ y(s)eε
3(xi)−ω(s)eε

7(xi) (2.49)
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The distribution of γxs is similar to that defined in Eq. 2.33 and is not reiterated here.
Substituting Eq. 2.49 in Eq. 2.48, we get,

ε
∗(xi,s,β ) =(eε

1(xi)+ eε
2(xi)z(s)+ eε

3(xi)y(s)−ω(s)eε
7(xi))(cos2

β −ν sin2
β )

+

(
1

kεz
eε

4(xi) f1(s)+
1

kεy
eε

5(xi) f2(s)+ eε
6(xi) f3(s)

)
cosβ sinβ

(2.50)

where the seven unknown experimental sectional strains, eε
i (i = 1, ...,7), are written

in vector form,
eε ≡ {eε

1,e
ε
2,e

ε
3,e

ε
4,e

ε
5,e

ε
6,e

ε
7}T (2.51)

Solution of Eq. 2.50 requires at least seven strain measurements per section, but
due to the interdependence between eε

6 and eε
7, it cannot be directly solved by matrix

inversion and requires an iterative solution procedure. A simple solution of Eq. 2.50
can be achieved through an assumption of the interpolation order of θx within the
beam element. The solution for a quadratic interpolation is discussed here.

Assuming that within an element the distribution of θx is defined using the
quadratic polynomial,

θx(x) = a0 +a1x+
a2

2
x2 (2.52)

where a0, a1 and a2 are unknown coefficients. The sectional strains, eε
6 and eε

7, are
calculated directly from Eq. 2.52,

eε
6(x) = a1 +a2x

eε
7(x) = a2

(2.53)

Substituting Eq. 2.53 in Eq. 2.50, we get,

ε
∗(xi,s,β ) = (eε

1(xi)+ eε
2(xi)z(s)+ eε

3(xi)y(s))(cos2
β −ν sin2

β )

+

(
1

kεz
eε

4(xi) f1(s)+
1

kεy
eε

5(xi) f2(s)
)

cosβ sinβ

+a1 f3(s)cosβ sinβ +a2(xi f3(s)cosβ sinβ −ω(s)(cos2
β −ν sin2

β ))

(2.54)

where eε
i (i = 1, ...,5), a1, and a2 are the seven unknowns. Eq. 2.54 can be solved

though matrix inversion by combining strain measurements from at least two sections
(due to the linear interpolation assumed), with at least six surface strain measurements
per section.

With the values of a1 and a2 evaluated, eε
6(xi) and eε

7(xi) can now be calculated
at any section within the element using Eq. 2.53. Due to the assumption of Eq. 2.52,
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these calculated quantities are linked, in terms of a value and its slope. If the element
error functional of Eq. 2.3 is formulated using eε evaluated at two or more sections
within an element, the minimisation constraint imposed by both eε

6 and eε
7 terms are

similar, and thus redundant. Hence, the contribution due eε
7 can be safely omitted

from the element error functional without any loss of accuracy.

It should be noted that Eq. 2.54 presents a specific solution for a quadratic
interpolation of θx (Eq. 2.52). Higher order polynomials can also be used depending
on the end conditions of the beam and axial variation of torsional strain, e.g. in the
case of non-uniform torsion. However, this leads to an increase in the number of
unknown coefficients, ai, in Eq. 2.54 and necessitates additional strain measurements.
Such cases are not explored here and are left for future investigations.

Element Interpolations

The interpolation of the kinematic variables for the present beam formulation is
similar to those proposed in Eqs. 2.37 and 2.38 for the iTM2D0 and iTM2D1
elements. The only difference is the introduction of the warping contribution, that
leads to a corresponding increase in the interpolation order of torsional rotation.
Based on the assumption of Eq. 2.52, θx within the element is now defined as,

θx(η) = ∑
i=1,r,2

L(2)
i (η)θxi (2.55)

Eq. 2.55 serves as an update to Eqs. 2.37 and 2.38 and will vary depending on
the order of the polynomial assumed in Eq. 2.52. The interpolation of all other
kinematic variables, for both elements, remain the same. The two beam elements
thus developed with the additional warping contribution is hereafter referred to as
’iTM2D0W’ and ’iTM2D1W’.

2.2 2D inverse Finite Element Method

Although the novel formulation of the beam inverse elements is the main theoretical
contribution of this work, existing 2D iFEM formulation for plates, and shells
[14, 15] is also briefly discussed here due to its relevance when describing results in
later sections.
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Fig. 2.8 Plate geometry instrumented with strain sensors and the kinematic variables used
for defining the plate kinematics

2.2.1 Mindlin Plate Element

Considering a plate structure defined in the three dimensional Cartesian coordinate
system (x,y,z) (shown in Fig. 2.8). The plate has an area A, thickness 2t and the
origin of the z-axis lies on the plate mid-plane.

Plate Kinematics

The iFEM formulation for plates or shells is based on the kinematic assumptions of
Mindlin theory [68], where the displacement field is defined using five kinematic
variables: {u,v,w,θx,θy} (see Fig. 2.8). The Cartesian components of the displace-
ment vector in the orthogonal mid-plane coordinates x ≡ {x,y} of the plate can be
represented in terms of the kinematic variables as,

ux = u(x)+ zθy(x)
uy = v(x)− zθx(x)
uz = w(x)

(2.56)

where u and v are the in-plane displacements along the x and y-axis, respectively, θx
and θy are the bending rotations about the x and y-axis, respectively, and w is the
average transverse deflection across the plate thickness.
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The linear strain-displacement relations are used for deriving the strain field of
the plate from Eq. 2.56. The in-plane strains of the plate can be described as,

εxx
εyy
γxy

=


ux,x
uy,y

ux,y +uy,x

=


u,x
v,y

u,y + v,x

+ z


θy,x
−θx,y

−θx,x +θy,y

= e+ zk (2.57)

where e are the three membrane strain measures and represent the in-plane stretching
of the mid-plane, while k are the curvature strain measures and represent the bending
of the plate mid-plane.

The transverse shear strains can be described based on Mindlin theory as,{
γxz
γyz

}
=

{
uz,x +ux,z
uz,y +uy,z

}
=

{
w,x +θy
w,y −θx

}
= g (2.58)

where g are the two transverse shear strain measures of the plate.

The strain measures e, k, and g are the eight analytical strain measures of the
plate and form one part of the total error functional.

𝑧 = 𝑡

𝑧 = −𝑡

𝑧

𝛆𝑖
+ ≡

𝜀𝑥𝑥
+

𝜀𝑦𝑦
+

𝛾𝑥𝑦
+

𝛆𝑖
− ≡

𝜀𝑥𝑥
−

𝜀𝑦𝑦
−

𝛾𝑥𝑦
−

𝑥

𝑦

𝐱𝑖 ≡ 𝑥, 𝑦 𝑖

𝑖

Fig. 2.9 Illustration of the plate thickness instrumented with strain sensors on the top and
bottom surfaces; location of the sensors and strain components measured are also shown

Experimental Strain Measures

Assuming the plate to be instrumented with strain sensors, like strain gauges or fiber
optic sensors, at discrete locations xi = (x,y)i, on its top (z = t) and bottom (z =−t)
surfaces (shown in Fig. 2.9). The strain measures defined in the reference mid-plane
coordinates of the plate can be evaluated experimentally using strain measurements
on the top, εεε

+
i = {ε+xx,ε

+
yy,γ

+
xy}T

i , and bottom, εεε
−
i = {ε−xx,ε

−
yy,γ

−
xy}T

i , surfaces of the
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plate as,

eε
i =

1
2


ε+xx
ε+yy
γ+xy

+


ε−xx
ε−yy
γ−xy




i

(2.59)

kε
i =

1
2t


ε+xx
ε+yy
γ+xy

−


ε−xx
ε−yy
γ−xy




i

(2.60)

The shear strain measures gε cannot be obtained directly from experimental strains.
The absence of these quantities can be treated with the choice of appropriate weighing
coefficients as discussed in the next section.

Error Functional

The iFEM formulation for plates or shells is based on discretising the structural
domain using a series of finite elements with element areas, Ae. For each element, e,
a functional described as the weighted least-squares error between the analytical and
experimental strain measures is formulated as [14, 15],

Φ
e ≡wmΦΦΦm +wbΦΦΦb +wsΦΦΦs (2.61)

where the individual error functionals Φm, Φb, and Φs correspond to the membrane,
curvature and shear strain measures, respectively. The row vectors, wm, wb, and ws,
are vectors of weighing coefficients defined as,

wm = [w1,w2,w3],wb = [w4,w5,w6],ws = [w7,w8] (2.62)

The individual error functionals can be defined as,

ΦΦΦm ≡


φ1
φ2
φ3

=
1
Ae

∫
Ae
[ei − eε

i ]
2dA

ΦΦΦb ≡


φ4
φ5
φ6

=
(2t)2

Ae

∫
Ae
[ki −kε

i ]
2dA

ΦΦΦs ≡
{

φ7
φ8

}
=

1
Ae

∫
Ae

g2dA

(2.63)

The iFEM solution involves minimizing the element functional of Eq. 2.63 with
respect to the nodal DOF of the element to obtain a set of linear algebraic equations,

keue = fe (2.64)
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where the matrix ke is a function of the strain-sensor positions, and the vector fe is
a function of the strain-sensor positions and measured strain data. These matrices
are analogous to the stiffness and force matrices seen in the direct FE method.
The contribution from all the elements are assembled with appropriate coordinate
transformations to obtain the global set of equations,

KU = F (2.65)

The requisite boundary conditions are applied for the solution of Eq. 2.65 to con-
straint the structure against rigid-body motion and ensure that the system matrix K
is non-singular. Subsequently, Eq. 2.65 can be solved to obtain the reconstructed
nodal displacements, U, of the structure.

The flow diagram of the entire 2D iFEM procedure is shown in Fig. 2.10. For
additional discussions of three and four node shell elements developed and nodal
interpolations used, consult Refs. [69, 70, 72].

Minimize Փ𝑒

to obtain 
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𝐤𝑒𝐮𝑒 = 𝐟𝑒

inverse Finite 
Element mesh

In-situ experimental 
strain data:
𝜀𝑥𝑥, 𝜀𝑦𝑦, 𝛾𝑥𝑦

±

Analytical strain  
measures:

𝐞 𝐮𝑒 , 𝐤 𝐮𝑒 , 𝐠(𝐮𝑒)

Formulate element 
functional: Փ𝑒(𝐮𝑒)

Assemble global 
matrices, 
𝐊𝐔 = 𝐅

Solve for 
𝐔

Experimental 
strain measures:

𝐞ε, 𝐤ε

Fig. 2.10 Flow diagram highlighting the major steps for implementing the 2D iFEM procedure

2.2.2 Virtual Sensor Approach for iFEM

As shape sensing strategies are dependent on data obtained from surface-mounted
strain sensors, a sufficient number of strain measurements must be ensured to ade-
quately describe the displacement field of the structure. In this aspect, a key limitation
of the 2D iFEM is the large number of strain sensors required for accurate shape
sensing predictions. Using a low number of strain sensors or absence of measure-
ments at key structural locations can potentially lead to a breakdown of the iFEM
procedure.

A solution to this problem is the use of virtual sensing, where a limited set of
physical strain measurements are expanded to unmeasured locations. Techniques
such as the Smoothing Element Analysis (SEA) [111, 117, 118] or modal expansion
can be used for expanding measured strains or strain measures. The success of
virtual sensing is dependent on the number and location of physical sensors available,
accuracy of the virtual sensing strategy adopted, and also on the complexity of the
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strain field investigated. Hence, a suitable virtual sensing scheme can be chosen
based on the problem investigated.

Considering a set of expanded or ’smoothed’ experimental strain measures,
{eε

i }(s) and {kε
i }(s), the error functional of Eq. 2.61 can be reformulated as,

Φ
e ≡ wmΦΦΦ

(s)
m +wbΦΦΦ

(s)
b +wsΦΦΦs (2.66)

where the new individual error functionals are described as,

ΦΦΦ
(s)
m ≡


φ1
φ2
φ3

=
1
Ae

∫
Ae
[ei −{eε

i }(s)]2dA

ΦΦΦ
(s)
b ≡


φ4
φ5
φ6

=
(2t)2

Ae

∫
Ae
[ki −{kε

i }(s)]2dA

(2.67)

where the superscript (s) indicates smoothed or expanded quantities.

The remaining steps and equations of the iFEM procedure are similar to those
explained previously. A flow diagram of the complete coupled iFEM procedure
(using SEA for virtual sensor expansion) is shown in Fig. 2.11.

Virtual sensor expansion serves as a useful tool for reducing the number of strain
sensors required for a particular shape sensing problem or for avoiding a breakdown
of the iFEM procedure in cases with insufficient strain measurements.
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to obtain 
element equations:

𝐤𝑒𝐮𝑒 = 𝐟𝑒

inverse Finite 
Element mesh

In-situ experimental 
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Analytical strain  
measures:

𝐞 𝐮𝑒 , 𝐤 𝐮𝑒 , 𝐠(𝐮𝑒)
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functional: Փ𝑒(𝐮𝑒)
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𝐊𝐔 = 𝐅

Solve for 
𝐔
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strain measures:

𝐞ε, 𝐤ε (s)

Smoothing Element Analysis (SEA)

Fig. 2.11 Flow diagram of the coupled iFEM-SEA highlighting the major steps involved



Chapter 3

Beam Shape Sensing: Numerical
Studies

The novel inverse beam elements formulated in Chapter 2 are validated numerically
in this chapter. Commercial finite element method (FEM) codes are used to model
various simple and complex beam structures under different loading conditions. The
resulting FEM strains are used as input for the iFEM procedure. Subsequently, the
accuracy of iFEM reconstructed displacements is compared against the reference
FEM displacements. Preliminary investigations using numerical strains are useful
for establishing a benchmark iFEM accuracy without considering the influence of
measurement errors, experimental noise, etc.

This section begins with an investigation of the effect of sensor position on shape
sensing accuracy for beams with complex cross-sections. The inferences from this
study are applied to later problems where different beam geometries, increasing in
complexity from prismatic to tapered, solid to thin-walled cross-sections, are studied.
For each case, the reconstruction accuracy of the major displacement and rotation
components are quantified, based on which conclusions are derived on the efficacy of
these new elements in predicting the axial, bending, shear and torsional deformations
of the beam.

3.1 Optimal Sensor Placement

Calculation of the experimental sectional strains (e.g. using Eq. 2.15 ) is influenced
by the position and orientation of strain sensors on the beam surface. An optimal
sensor position maximises the quantity and quality of measured strain information.
Hence, configurations with sensors placed extremely near or far from one another
or in the close vicinity of a free or fixed end of the beam are not suitable. For
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beams with complex cross-sections, like an airfoil with one or no symmetry planes,
the optimal choice of sensor locations is not obvious. Hence, an iterative study is
performed to identify suitable sensor locations that guarantee high reconstruction
accuracy for the various displacement components of the beam.

𝑥 𝑦

𝑧

𝑥𝑠 =
𝐿

2
𝛽 = 450

𝑝 = 0.1+

Fig. 3.1 Illustration of an airfoil beam showing the parameters, p, xs, and β , that describe the
position and orientation of strain sensors instrumented on the beam surface; sensor in the
present case is described by the notation: [0.1+, L

2 ,45]

To aid this optimal sensor placement effort, it is useful to establish convenient
and efficient notations for describing the position and orientation of strain sensors
instrumented on the beam surface. As the present section aims to investigate beams
with airfoil profiles, the notation proposed is [p±,xs,β ], where p is the distance
(measured along the chord line of the airfoil) between the sensor location and the
centroid, and normalized with respect to the chord length. Here, the superscript
represents sensor positions on either the upper (+) or lower (−) surface of the airfoil
profile. The axial position of the sensor, measured from the root, is denoted by xs,
and the angle β describes sensor orientation with respect to the beam axis. These
parameters are described graphically in Fig. 3.1.

The sensor shown in Fig. 3.1 is described by the notation, [0.1+, L
2 ,45], indicating

a sensor on the upper surface of the profile and placed 10% of the chord length from
the section centroid, at half the beam length from the root, and oriented at an angle of
450 with respect to the x-axis. Although the present notation is developed primarily
focusing on airfoil profiles, it is expected to be translatable, with minor adaptations,
to other profiles.
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Table 3.1 Geometrical and material properties of the airfoil beam investigated

Material Young’s Modulus (GPa) Poisson’s Ratio Density (kg/m3)

Aluminium 73 0.3 2700

The present study aims to identify the optimal sensor locations for a prismatic
beam with a solid symmetric airfoil profile (NACA 0016). The beam is cantilevered
and loaded at the tip by unit concentrated loads oriented along the transverse y and z
axes. The beam is made of an aluminium alloy with material properties described
in Table 3.1. The size of the beam geometry, along with the loading and boundary
conditions, are shown in Fig. 3.2.

𝑦

𝑧

𝑥

1 𝑁 1 𝑁

Fig. 3.2 Illustration of the airfoil beam problem used for the optimal sensor placement effort;
values for beam and chord length are shown along with the fixed root and transversely loaded
tip (the drawing and dimensions are only representative and not to scale)

For the present problem, the influence of axial position is not investigated,
and hence, xs is not an optimization variable. Two fixed axial locations are used,
xs =

L
3 ,

2L
3 , equally distant from the tip, root and one another. At each section, xs, the

parameter, p, is iterated to evaluate three suitable positions along the beam perimeter,
where sensors oriented at β = 00 and β = 450 are instrumented. Two additional
requirements are also imposed, i.e. the sensor positions are symmetric and equally
spaced with respect to the beam centroid. Additionally, the absolute value of p is con-
strained within the limits of 5% and 35% to avoid sensor positions excessively close
to the leading or trailing edge of the airfoil section. Based on these conditions, the
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sensor configuration for this study can be described as: [(±p+,0−),(L
3 ,

2L
3 ),(0,45))],

where p is the only parameter iterated and a total of 12 strain gauges (six at each
section) are instrumented on the beam (see Fig. 3.3).

𝑦

𝑧

𝑝−𝑝

Sensor Position

Fig. 3.3 Sensor configuration for the optimal sensor placement effort defined with respect to
the iteration parameter p (each sensor position is composed of two strain gauges oriented at
00 and 450 with respect to the beam axis)

The numerical strain data required for the iFEM analysis are obtained from a high-
fidelity direct FEM beam model implemented in ABAQUS. Details of FEM model
discretisation for the current and subsequent problems are provided in Appendix
B.1. For each value of p, the numerical strains corresponding to the sensor positions
are extracted and used for the iFEM analysis. Shape reconstruction is performed
using one iTM2D0 element. Reconstructed results are compared against reference
FEM displacements to evaluate the percentage error in axial and transverse tip
displacements based on the equation,

uerr
1 =

uFEM
1 −uiFEM

1
uFEM

1
×100 (3.1)

where, u1 ∈ u ≡ {u,v,w,θx,θy,θz}T are the nodal displacements and rotations of the
beam element. Results of the iterative study are presented as plots of tip displacement
error as a function of p and these results are shown in Figs. 3.4 and 3.5.

The results of Fig. 3.4 demonstrate a conflicting behaviour where uerr decreases
and verr increases with increase in sensor distance from the centroid. Fig. 3.5a
shows a similar behaviour where werr also increases with p. It should be noted that
the errors observed are very small, i.e. < 2%, with different magnitudes for each
component. Due to the asymmetrical nature of the beam profile, for the present
loading case, w is the major deflection component (because Izz > Iyy) and hence
reports a lower error compared to u and v.

Due to the contrasting behaviour and magnitudes of each displacement error
component, the individual error plots are normalized such that the error range lies
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Fig. 3.4 Absolute value of percentage error in tip displacement components: (a) u, and (b)
v, plotted as a function of the parameter p (horizontal axis is multiplied by 100 to plot the
absolute value of p as a percentage of chord length)
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Fig. 3.5 Results of the iterative study showing: (a) absolute value of percentage error in tip
deflection w, and (b) normalized error of all three tip displacement components, plotted as a
function of the parameter p

within the interval [0,1] using,

||uerr
1 ||=

(
uerr

1 −uerr
1 |min

uerr
1 |max −uerr

1 |min

)
(3.2)

where the notations |max and |min represents the maximum and minimum value of
the displacement error. For ease of interpretation, the normalized errors in u, v,
and w are combined into a single plot and shown in Fig. 3.5b. An ideal value of
p minimises all three displacement components. However, due to the conflicting
nature of their behaviours, that is challenging. Based on Fig. 3.5, |p| = 0.1−0.2,
i.e., sensors placed 10-20% of the chord length from the beam centroid present a
suitable trade-off between all three errors and is identified as optimal. The axial
position of the sensors is not investigated in the present study because, aside from
strain measurements near the beam tip and root that are affected by their vicinity to
these fixed and loaded ends, iterating sections sufficiently far away are not expected
to produce any significant changes in iFEM predictive capabilities.
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The results of the present study are instructive and inspire those sensor configu-
rations used in subsequent numerical and experimental shape sensing investigations
involving prismatic and non-prismatic airfoil beams.

3.2 Prismatic Beam Problems

Numerical shape sensing problems involving solid and thin-walled beam geometries
with symmetric and cambered airfoil profiles are addressed in this section. The main
emphasis is on evaluating transverse deflection and torsional rotation reconstruction
accuracies. Additionally, beams subjected to different concentrated and distributed
load cases are also investigated to contrast iFEM performance between the iTM2D0
and iTM2D1 inverse elements.

3.2.1 Concentrated Load Case

The first problem explored evaluates the use of iTM2D0 for the shape sensing of a
solid prismatic beam with a cambered airfoil profile (NACA 6516). The beam is
cantilevered at the root and subjected to a generalised tip load applied at the beam
centroid and composed of concentrated forces and moments of magnitude, F = 1 N,
and M = 1 Nm. The beam material is an aluminium alloy with properties described
in Table 3.1. The size of the beam, along with the boundary and loading conditions,
are shown in Fig. 3.6. Application of such a generalised load causes axial, bending,
shear and torsional deformation of the beam and allows for an assessment of the
reconstruction accuracy of all six kinematic variables.

The numerical strain data are obtained from a high fidelity FEM model of the
beam developed in ABAQUS and meshed using linear brick elements, C3D8R (mesh
details in Appendix B.1). The numerical strain data are extracted at sensor locations
identified based on the results of Section 3.1 (shown in Table 3.2). Despite the
cambered nature of the profile in the present problem, the previous conclusions
regarding sensor positions are expected to remain effective as the degree of airfoil
camber is not significant. iFEM analysis using only one iTM2D0 element and
12 strain measurements are expected to provide accurate results for the present
structure because the nature of loading corresponds well with the interpolation order
of kinematic variables within the element [73].

The results of the iFEM analysis are shown in Fig. 3.7, where the reconstructed
displacements and rotations along the beam axis are plotted against reference FEM
solutions. These plots help in assessing reconstruction accuracy throughout the entire
beam. Additionally, the percentage error is computed at the beam tip (as the highest
magnitude of each component is obtained at the tip), and these values are given in
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Fig. 3.6 Illustration of the cambered airfoil beam problem showing the values of beam and
chord length; cantilever condition and tip loading is also shown (the drawing and dimensions
are only representative and not to scale)

Table 3.2 Sensor positions used and the absolute value of percentage error in the tip displace-
ments and rotations for the solid NACA 6516 airfoil beam are reported

Sensor Position |uerr| |verr| |werr| |θ err
x | |θ err

y | |θ err
z |

[(±0.1+,0−),(L
3 ,

2L
3 ),(0,45))] 0.06 0.05 1.56 0.12 1.71 0.01

Table 3.2. The results presented above show the iFEM predictions to be very accurate.
The percentage error values reported in Table 3.2 reveal a maximum tip displacement
or rotation error less than 2%. Due to the asymmetrical nature of the beam profile,
the moments of inertia of the cross-section are not equal (Izz > Iyy). This is reflected
in the magnitude of transverse deflections as well, i.e. w > v. However, there is
no significant difference in accuracy between v and w, with both reconstructions
equally accurate. The high accuracy of torsional rotation (θ err

x = 0.12%) is the most
important aspect of these results as it provides the first independent verification of
the novel treatment of shear strains in the iTM2D0 element.

The plot of Fig. 3.7a also reveals dissimilarities in the axial distribution of the
iFEM and FEM results. However, this is explained by the low iFEM discretisation
employed in the present problem. As iTM2D0 interpolates u linearly, and only
one inverse beam element is used, the iFEM results are consistent with the element
formulation. A finer inverse element mesh with more iTM2D0 elements is expected
to lead to a more accurate u distribution prediction.
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Fig. 3.7 iFEM reconstructed axial distribution of displacements and rotations for the solid
NACA 6516 airfoil beam compared against the reference FEM results

3.2.2 Distributed Load Case

The second problem of this section compares the performance of iTM2D0 and
iTM2D1 elements for the shape sensing of thin-walled prismatic beams. Two
separate beam models are investigated: the first with a symmetric (NACA 0016) and
the second with a cambered (NACA 6516) airfoil profile, each with a thickness of
5 mm. The beams are cantilevered at the root and subjected to uniform and non-
uniform distributed loads. Compared to the problem of Section 3.2.1, the presence
of distributed loads is expected to produce differences in reconstruction performance
between the two elements.

The NACA 0016 airfoil beam is subjected to a uniform distributed load of
magnitude, P1(x) = 1 N/m, while the NACA 6516 airfoil beam is subjected to a
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non-uniform distributed load of magnitude,

P2(x) =
1
L2

(
L2 − x2) N/m (3.3)

where L is the beam length and 0 < x < L. The load distribution, P2, is parabolic
and models the aerodynamic load distribution experienced on the wing of an aircraft,
where the load is highest at the root (P2(0) = 1 N/m) and vanishes at the tip. The
material for both beams is an aluminium alloy with properties described in Table
3.1. The size of the two beams, along with the boundary and loading conditions, are
shown in Fig. 3.8.

𝑦

𝑧

𝑥

𝑃1(𝑥)

(a)

𝑦

𝑧

𝑥

𝑃2(𝑥)

(b)

Fig. 3.8 Illustration of the thin-walled beam (5 mm thick) with: (a) NACA 0016 profile
and under uniform distributed loading (P1), and (b) NACA 6516 profile under non-uniform
distributed loading ( P2); the values of beam and chord length are indicated (the drawing and
dimensions are only representative and not to scale)

The numerical strain data are obtained from high fidelity FEM models of the
beams developed in ABAQUS, where the thin-walled geometries are meshed using
the four-node shell element, S4R (mesh details in Appendix B.1). The sensor
locations used and the number of strain measurements extracted from the numerical
model depend on the inverse element employed. These details are provided in Table
3.3. Compared to the sensor positions of Section 3.2.1, the sensors here are positioned
further from the beam centroid (p = 0.2) but are still within the range proposed by
the sensor placement study. Due to the higher-order shape functions used in iTM2D1,
the element requires more strain measurements (18, at three different sections) than
the iTM2D0 element (12, at two different sections). Refer to Section 2.1.2 for further
discussions regarding element interpolations.

The shape sensing results for the thin-walled NACA 0016 airfoil beam are
shown in Fig. 3.9, where the major transverse deflection and bending rotation
(corresponding to the loading along z-axis) reconstructed using both inverse elements
are plotted against reference FEM solutions. The other displacement components are
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over one order of magnitude lower and hence considered negligible. Additionally,
the percentage error in reconstruction results, calculated at the beam tip, are given in
Table 3.4.

Table 3.3 Number and location of strain gauges used for the two inverse beam elements
implemented in the present distributed loading problem

Beam Element No. of Strain Gauges Sensor Position

iTM2D0 12 [(±0.2+,0−),(L
3 ,

2L
3 ),(0,45))]

iTM2D1 18 [(±0.2+,0−),(L
4 ,

L
2 ,

3L
4 ),(0,45))]
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Fig. 3.9 iFEM results for the thin-walled NACA 0016 airfoil beam under a uniform distributed
load; reconstructed (a) transverse deflection, and (b) bending rotation, along the beam axis is
compared against the reference FEM results

As the present problem deals with beams under distributed loading, the higher-
order interpolations of the iTMD1 element are expected to produce more accurate
results. The iFEM results back this assertion with the use of only one iTM2D1
element sufficient to produce results with a tip error < 4 %. The plots of Fig. 3.9 also
demonstrate that the iTM2D1 results are accurate across the beam length. However,
it must be stated that this increase in accuracy is achieved at the cost of a greater
number of strain measurements. In comparison, results using one iTM2D0 element
reported higher errors (> 10 %) and can be considered inaccurate. A finer iFEM
mesh using more iTM2D0 elements could be a viable strategy for improving the
accuracy of the present problem.

The shape sensing results for the thin-walled NACA 6516 airfoil beam using
both inverse elements are shown in Fig. 3.10 and the tip errors are reported in Table
3.4. These results present similar conclusions, with the iTM2D0 element producing
errors as high as 20%, while the iTM2D1 element is much more accurate (errors less
than 5%). It is interesting to note that despite the difference in the sectional profiles
between the two beams, the results obtained are very similar. The lower accuracy of
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iFEM results in this latter case is attributed to the greater complexity of the beam
profile and loading condition.

Table 3.4 Absolute value of percentage error in tip deflection, w, and rotation, θy, for the
two beam models under distributed loading, calculated based on the iTM2D0 and iTM2D1
element results

NACA Profile Loading
|werr| |θ err

y |

iTM2D0 iTM2D1 iTM2D0 iTM2D1

0016 P1 14.90% 3.15% 13.41% 3.17%
6516 P2 21.27% 0.31% 16.65% 4.16%

FEM: ABAQUS
iFEM: iTIM2D0
iFEM: iTIM2D1
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Fig. 3.10 iFEM results for the thin-walled NACA 6516 airfoil beam under a non-uniform
distributed load; reconstructed (a) transverse deflection, and (b) bending rotation, along the
beam axis is compared against the reference FEM results

This section concludes with a short discussion on the main conclusions derived:

• A key achievement is the numerical validation of the shear strain treatment in
the new beam elements developed;

• Accuracy of deflection results for different airfoil beam models also points to
the general applicability of these elements for different beam profiles;

• Finally, the choice of the inverse element used is critical in determining the
iFEM accuracy for the problem investigated. The lower-order iTM2D0 element
is accurate for concentrated loading scenarios, while the higher-order iTM2D1
element is more accurate for distributed loading scenarios.

3.3 Non-Prismatic Beam Problems

The beam problems investigated in the previous sections were all prismatic. To
assess the limits of shape sensing performance for the beam elements formulated,
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it is of interest to expand our investigations further to non-prismatic geometries,
e.g., like an aircraft wing where the airfoil profile varies along the wingspan. Such
geometries were the main inspiration behind the updated experimental sectional
strain calculation described in Section 2.1.3. This section presents a preliminary
investigation of non-prismatic beams considering the problem of shape sensing
tapered airfoil beams, where the same profile is tapered from the root to the tip. The
main aim is to draw distinctions with previous results regarding changes in sensor
quantity and reconstruction accuracy.

Two thin-walled airfoil beam geometries are considered: the first with a symmet-
ric (NACA 0016) and the second with a cambered (NACA 6516) airfoil profile, each
with a thickness of 5 mm. Both beams are cantilevered at the root and subjected
to uniform (P1) and non-uniform (P2) distributed loads, similar to the load cases
explored in Section 3.2.1. The material for the beams is an aluminium alloy with
properties described in Table 3.1. The dimensions, loading, and boundary conditions
of the two beams are shown in Fig. 3.11. The ratio of root to tip chord lengths for
the beams in this case is 3:1.

𝑃1(𝑥)

𝑦

𝑧

𝑥

(a)

𝑦

𝑧

𝑥

𝑃2(𝑥)

(b)

Fig. 3.11 Illustration of the thin-walled (5mm thick) tapered beams with: (a) NACA 0016
profile and under a uniform distributed load (P1), and (b) NACA 6516 profile and under a
non-uniform distributed load (P2); the values of beam, root chord, and tip chord lengths are
indicated (the drawing and dimensions are only representative and not to scale)

Similar to previous problems, the numerical strain data are obtained from high-
fidelity FEM models. The iFEM mesh uses one inverse element, either iTM2D0
or iTM2D1, and the number and location of strain measurements correspond to the
sensor positions described in Table 3.3. As the airfoil profile changes in size along
the beam span, the parameter p is defined with respect to the local airfoil chord
length at each axial section. The iFEM results are presented as plots of the major
transverse deflection component along the beam length, shown in Fig. 3.12, and
percentage errors in tip deflection are reported in Table 3.5. For both cases, the
results using both beam elements are accurate across the beam length. Compared
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Fig. 3.12 iFEM reconstructed transverse deflection plots, compared against reference FEM
results, for the tapered thin-walled: (a) NACA 0016 airfoil beam, and (b) NACA 6516 airfoil
beam, under distributed loading

to the results of Section 3.2.2, the iTM2D0 results see an improvement in accuracy
(< 8%), while the iTM2D1 results are similar (< 3%). Again, the iTM2D1 element
is more accurate, but at the cost of an increased number of sensors required.

Table 3.5 Absolute value of percentage error in tip deflection, w, for the two tapered beam
models under distributed loading, calculated based on iTM2D0 and iTM2D1 element results

NACA Profile Loading
|werr|

iTM2D0 iTM2D1

0016 P1 7.60% 2.40%
6516 P2 2.46% 0.47%

These results further reinforce the conclusions of the previous section, i.e., the
superior accuracy of the iTM2D1 element. However, it also highlights that the
iTM2D0 element, although less accurate, is still a viable option requiring less
number of sensors. The reason behind the difference in iTM2D0 accuracy between
the prismatic and non-prismatic beam cases is not evident and warrants further
investigation. Nonetheless, these results validate the formulation of Section 2.1.3
and suggest that these elements can potentially be used for the shape sensing of more
complex variable sections or swept beams. Some of these cases are explored in later
chapters.

3.4 Thin-Walled Beam Problems

The final section of this chapter investigates the shape sensing of thin-walled beams,
particularly the effect of cross-sectional warping caused by torsion. A more detailed
scrutiny of thin-walled structures is relevant as their low mass and high stiffness has
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made them highly appealing for aerospace applications. The presence of warping
affects the axial displacement distribution across the beam cross-section. Correspond-
ingly the strains measured on the beam surface are also affected. The iTM2D0W
element (see Section 2.1.4) was formulated considering the effect of warping in
the sectional strain calculation and uses a higher-order interpolation for torsional
rotation. The present section investigates the use of the new iTM2D0W element
for the numerical shape sensing of thin-walled beams undergoing warping. The
performance of this novel beam element is evaluated by comparing it with iTM2D0
element results.

1.1 𝑚

30 𝑚𝑚

45 𝑚𝑚

𝑭

(a)

1.1 𝑚

30 𝑚𝑚

45 𝑚𝑚

𝑭

𝑦

𝑧

𝑥

(b)

Fig. 3.13 Illustration of the thin-walled (2 mm thick) beams with a: (a) C profile, and (b)
I profile, under an off-centric concentrated tip load; the beam dimensions and boundary
conditions are shown

Two different beams, with a C and I profile, respectively, are considered, each
having a flange thickness of 2 mm. Both beams are cantilevered and loaded by a
concentrated transverse force of magnitude 100 N. In both cases, the force is applied
away from the shear center (15 mm from the midpoint of the vertical flange), leading
to combined bending and torsional deformation. The dimensions, boundary, and
loading conditions of the beams are shown in Fig. 3.13. The material of the beams is
an aluminium alloy with properties described in Table 3.1.

The numerical strain data are obtained from high-fidelity FEM models developed
in ABAQUS, where the geometries are meshed using four-node shell elements
(S4R). The C beam is meshed using a total of 924 elements (21 per cross-section
and 44 along the length), and the I beam with 880 elements (20 per cross-section
and 44 along the length). A total of 12 numerical strain measurements are used
per element, and the corresponding sensor positions are described in terms of their
three-dimensional coordinates in Table 3.6 and shown graphically in Fig. 3.14.
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Table 3.6 Number and location of strain sensors used for the two thin-walled beams; the
sensor coordinates are described with respect to a coordinate system positioned on the middle
of the vertical flange and located at the root of the beam (all dimension are in mm)

Beam Profile
Sectional Positions (y,z)

Axial Positions
β = 00 β = 450

(21.8,22.5) (7.3,22.5)
C (−1.0,9.6) (−1.0,−9.6) L/3, 2L/3

(7.3,−22.5) (21.8,−22.5)

(12.5,22.5) (12.5,20.5)
I (−12.5,22.5) (−12.5.0,20.5) L/3, 2L/3

(2.5,-22.5) (2.5,−20.5)

(a) (b)

21.8

9
.6

7.3

𝑦
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12.5

𝑦

𝑧

Strain Gauge 𝛽 = 0

Strain Gauge 𝛽 = 45

12.5

2.5

9
.6

Fig. 3.14 Strain gauge positions at each axial section (as described in Table 3.6) for the
thin-walled: (a) C, and (b) I beam (all dimensions are in mm)

iFEM reconstruction for each beam is performed using one iTM2D0 and one
iTM2D0W element. The iFEM results for both beams are shown in Figs. 3.15
and 3.16, and the percentage error in the tip deflection and rotation components
are reported in Table 3.7. These results are interesting as it shows that, for the C
beam, the use of the iTM2D0W element leads to a decrease in w and an increase
in θx reconstruction accuracy. It should also be noted that the change in tip error
magnitude is greater for θx (−12.6%) than for w (5%). The results indicate that
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improvement in θx accuracy is at the cost of w prediction, illustrating the coupling
due to the introduction of the warping contribution.

Another interesting aspect of the results is the axial distribution of θx, as shown
in Fig. 3.15b. As the iTM2D0 element uses a linear interpolation of θx, the results
are also linear. However, the reference θx is non-linear. A key objective of this effort
is the modelling of this non-linear distribution using the higher-order interpolations
of the iTM2D0W element. Although it produced more accurate results at the tip,
the internal distribution of θx is inaccurate and could be improved by increasing the
number of inverse elements used.
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Fig. 3.15 iFEM results for the thin-walled C beam under a concentrated tip load; recon-
structed: (a) transverse deflection, w, and (b) torsional rotation, θx, distribution along the
beam length and compared against reference FEM solutions

Table 3.7 Absolute value of percentage error in transverse deflection, w, and torsional rotation,
θx, for the two thin-walled beams using the iTM2D0 and iTM2D0W elements

Beam Profile Loading
|werr| |θ err

x |

iTM2D0 iTM2D0W iTM2D0 iTM2D0W

C F 6.07% 11.11% 25.22% 12.56%
I F 1.90% 1.19% 6.01% 6.04%

The iFEM results for the I beam are equally interesting as no substantial differ-
ence is observed between iTM2D0 and iTM2D0W element results. This is intriguing
considering the previous case explored, and a possible explanation is that depend-
ing on the beam cross-section, the degree or magnitude of warping is different. If
warping is negligible, the influence on surface strain measurements is also small and
is a limit case for the iTM2D0W element, where it approaches iTM2D0 element
behaviour. In the present case, as both beams are subject to loads of similar magni-
tude, the higher torsional stiffness of the I beam can be an explanation for the results
obtained. An encouraging aspect is that despite these observations, the errors for tip
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Fig. 3.16 iFEM results for the thin-walled I beam under a concentrated tip load; reconstructed:
(a) transverse deflection, w, and (b) torsional rotation, θx, distribution along the beam length
and compared against reference FEM solutions

deflection (<2%) and torsional rotation (6%) are already small for both elements.
Hence, it can be argued that using the iTM2D0W element is not imperative in this
case.

This section presented a preliminary study on using the iTM2D0W element for
modelling thin-walled beams undergoing warping. Despite improvements observed
in the prediction of torsional rotation, it is concluded that additional investigations
are required. The equation for axial displacement due to warping for open sections
(Eq. 2.43) was derived based on the assumption that shear strain vanishes on the
flange midline [115]. The validity of this assumption will affect the accuracy of the
iFEM results. More complex cases where the structure is under non-uniform torsion
[116] require improved models to describe the distribution of warping displacement
and torsional strain and are left for future work.



Chapter 4

Shape Sensing Applied for SHM
Applications

This chapter presents several numerical studies investigating the use of 1D, and
2D iFEM approaches for Structural Health Monitoring (SHM) applications. The
numerical studies are aimed at:

• Identifying optimal strain sensor positions or patterns for efficient shape sens-
ing using 2D iFEM;

• Developing damage detection and localisation strategies based on iFEM.

At the end of the chapter, the conclusions from these studies are combined to develop
an integrated iFEM-based real-monitoring framework for aerospace structures.

4.1 Efficient Strain Sensor Patterns

The number and location of strain sensors used are two important factors that
influence the accuracy of iFEM results. This was addressed in a limited manner for
beam shape sensing problems in Section 3.1. However, compared to 1D iFEM, a
key limitation of 2D iFEM is the large number of strain sensors required to generate
accurate shape sensing results. Hence, it is imperative to identify optimal sensor
locations or simple sensor patterns that reduce the number of sensors required without
compromising 2D iFEM accuracy. Although optimisation techniques are commonly
proposed for this problem [108, 109], the results are often specific to the structure or
loading condition investigated and are not easily generalisable. The present section
investigates the design of simple and easily reproducible strain-sensor patterns that
can guarantee stable and accurate iFEM predictions of the deformed shape of the
structure.
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a=3m

b=1m
x

z

y

2 t=1mm

Fig. 4.1 Illustration of the cantilevered plate problem used for identifying efficient sensor
patterns; plate dimensions and boundary conditions are shown

The investigation of efficient strain sensor patterns is performed numerically,
considering the problem of shape sensing the vibrational modes of a cantilevered
rectangular plate. The plate has a length, a = 3 m, width, b = 1 m, and thickness,
2t = 1 mm, and is clamped at one of its short ends as shown in Fig. 4.1. The material
of the plate is an aluminium alloy of Young’s modulus E = 73 GPa, Poisson’s
ratio ν = 0.3, and density ρ = 2700 kg/m3 (Table 3.1). The displacement fields
corresponding to the first six vibration modes of the plate serve as the reference for
this study and are shown in Figs. 4.2 and 4.3.

(a)

(b)

Fig. 4.2 The reference FEM contour plots of transverse deflection corresponding to the
vibrational modes: (a) Mode 1, and (b) Mode 2
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(a)

(b)

Fig. 4.3 The reference FEM contour plots of transverse deflection corresponding to the
vibrational modes: (a) Mode 5, and (b) Mode 6

The FEM model of the plate is developed in ABAQUS, using a high-fidelity
mesh of 7550 S4R elements, which is a four-node shell element with a bi-linear
displacement field and reduced integration of the transverse shear strain energy. The
numerical strain data for the iFEM analysis are extracted from the FEM model. At
the same time, the FEM computed nodal displacements (shown in Figs. 4.2 and 4.3)
and rotations serve as reference results for assessing the accuracy of iFEM results.

The 2D iFEM is used to reconstruct both the lower, i.e., the first and second (Fig.
4.2), and higher, i.e., the fifth and sixth (Fig. 4.3), vibrational mode shapes of the
plate. The first two modes are the first bending and torsional modes of the plate,
respectively, and represent relatively simple displacement fields useful for obtaining
a preliminary assessment of iFEM accuracy. The other two are the second torsional
and fourth bending modes, respectively. These higher modes involve more complex
deformation fields, capturing varying degrees of structural response.

These plate deformations represent pure linear bending or twisting of the plate,
based on Mindlin theory, where the contribution of in-plane kinematic variables is
negligible. Therefore, the membrane strain measures are zero, and the distribution of
in-plane strains along the plate thickness is anti-symmetric with respect to the plate
mid-plane. Hence, strain sensors placed either on the top or bottom surface of the
plate are sufficient to compute the experimental strain measures. In the present study,
only the top surface strains are considered.
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The iFEM analysis of the plate is performed using the iQS4 element [70], a
four-node shell element with bi-quadratic interpolation of in-plane and transverse
displacements, and bi-linear interpolation of bending rotations. The plate is discre-
tised using a regular iFEM mesh with 60 subdivisions along the plate length and
20 along its width, resulting in a total of 1200 elements. Only one strain-sensor
position is considered per element, located at the element centroid, and the value of
strain measured at the centroid is assumed to be a constant throughout the element.
For elements with in-situ strain sensors, the weighting coefficients of Eq. 2.62 are
assigned a value of unity, while for those without, a small value, << 1, is used (10−4

in this case). As the shear strain measures cannot be evaluated experimentally, the
corresponding weights are small for all elements, ws = [10−4,10−4]. For the iQS4
element, the 3×3 Gauss quadrature scheme is required for an exact numerical inte-
gration of the error norms of Eq. 2.63 [70]. However, for the problems considered
in the present study, the 2× 2 Gauss quadrature is deemed sufficient to produce
accurate iFEM results with lower computational effort and is therefore used.

4.1.1 Preliminary Patterns

A few preliminary strain rosette patterns are proposed (see Fig. 4.4) to minimise
the number of sensors required and maximise the accuracy and stability of iFEM
predictions. The patterns are inspired by the shape of commonly used load-bearing
frame structures. The sparse sensor patterns, listed in increasing order of complexity,
are (shown in Fig. 4.4):

• Configuration A (CFG-A): sensors are instrumented only along the boundaries
of the plate;

• Configuration B (CFG-B): supplements the previous pattern with additional
internal sensors along the plate diagonals, i.e., along zig-zag paths;

• Configuration C (CFG-C): the boundary sensors are combined with sensors
along all the cross-diagonal paths of the plate.

Several common features are evident from these patterns, the key being the sensor in-
strumentation along the plate boundaries, especially along elements where the nodal
boundary conditions are prescribed. This ensures a comprehensive measurement of
boundary strains which are instrumental for an accurate iFEM prediction. The pres-
ence of additional internal sensors in patterns CFG-B and C are expected to improve
iFEM predictions further but at the cost of sensor quantity. Another key feature is
the continuity of the strain-sensor distributions, i.e., adjacent elements of the inverse
mesh are instrumented with sensors. Discontinuous strain-sensor distributions are
avoided as they can lead to a singular system matrix K and a breakdown of the iFEM
analysis. Adopting such a design philosophy for current and future sensor patterns is
useful for ensuring the robustness of iFEM results.
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Fig. 4.4 The various strain sensor patterns proposed: (a) CFG-A, (b) CFG-B, (c) CFG-C,
and (d) CFG-D (each red dot indicates a strain rosette)

An additional sensor pattern, Configuration D (CFG-D shown in Fig. 4.4), is also
proposed, simulating a case where all inverse elements are instrumented with strain
sensors. CFG-D is expected to produce the maximum iFEM accuracy obtained for an
investigated displacement field and is considered a reference for future comparisons.
The breakdown of the different sensor patterns in terms of the number of strain
rosettes used is shown in Table 4.1.

Table 4.1 The number of strain rosettes used for each proposed sensor configuration

Sensor Configuration Number of strain rosettes

CFG-A 156
CFG-B 214
CFG-C 336
CFG-D 1200

The iFEM results are presented as line and contour plots of transverse deflection
and bending rotations. The results are evaluated along certain sections of the plate,
e.g., along the long or short edges of the plate and certain internal sensor paths, as
shown in Fig. 4.5. These sections correspond to plate locations coinciding with an
absolute maximum or minimum in the transverse deflection and rotations fields for
each mode. Percentage errors at specific nodes of the iFEM mesh are also calculated
to investigate the influence of sensor quantity on iFEM accuracy. Finally, additional
investigations are proposed based on the conclusions and inferences derived from
this preliminary study.
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Fig. 4.5 The definition of the sections where iFEM results are reported; the iFEM mesh used
is also shown (in light gray), consisting of 60 subdivisions along the plate length and 20
along the plate width

Shape Sensing of Modes 1 and 2

The first two modes correspond to the vibration frequencies, 0.094 Hz and 0.58 Hz,
respectively. The first mode represents a relatively simple case of plate bending where
w and θy are dominant (Fig. 4.2a). Similarly, the second mode is a relatively simple
case of plate twisting where w and θx are dominant (Fig. 4.2b). These two modes
provide a preliminary investigation of iFEM performance, where reconstruction of
all major bending deformation components is evaluated and used to establish an
upper limit of iFEM accuracy using the sparse sensor patterns.

The contour and line plots of iFEM results for the first two modes are shown in
Figs. 4.6 and 4.7, respectively. The line plots compare iFEM results along specific
plate sections where deflection or rotation is a maximum and iFEM is likely to
generate the greatest errors. Hence, the sections chosen depend on the mode shape
and are different for each mode. Additionally, the maximum value of percentage
error calculated along the results of each section is given in Tables 4.2 and 4.3. The
main conclusions derived from the iFEM results of both modes are:

• CFGs-A, B, C and D yield highly accurate reconstructions of the w, θx and θy
fields, with a maximum percentage error < 1% across the plate;

• Accuracy increases with increase in the number of sensors used.

These results demonstrate that all three sparse sensor patterns are equally suited
for the shape sensing of the first two modes. More complex plate deformations are
required to discriminate the performance between these patterns and are the focus of
the following sections.
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(a) Contour plot of transverse deflection for Mode 1 using CFG-D
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(b) Line plots of transverse deflection, w, along sections E-E’ and B-B’
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(c) Line plots of rotation, θy, along sections E-E’ and B-B’

Fig. 4.6 Contour and line plots of iFEM reconstructed transverse deflection and rotation
fields for Mode 1 (results normalized with respect to maximum FEM values along each path)

Table 4.2 Maximum error in CFG-A, B, C and D results along each section for Mode 1

Error
Section E-E’ Section B-B’

A B C D A B C D

werr|max 0.17% 0.19% 0.19% 0.01% 0.18% 0.20% 0.20% 0.01%
θ err

y |max 0.21% 0.42% 0.53% 0.06% 0.13% 0.16% 0.15% 0.02%
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(a) Contour plot of transverse deflection for Mode 2 using CFG-D
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(b) Line plots of transverse deflection, w, along sections A-A’ and B-B’
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(c) Line plots of rotation, θx, along sections A-A’ and B-B’

Fig. 4.7 Contour and line plots of iFEM reconstructed transverse deflection and rotation
fields for Mode 2 (results normalized with respect to maximum FEM values along each path)

Table 4.3 Maximum error in CFG-A, B, C and D results along each section for Mode 2

Error
Section A-A’ Section B-B’

A B C D A B C D

werr|max 0.25% 0.07% 0.13% 0.01% 0.25% 0.25% 0.11% 0.01%
θ err

x |max 0.76% 0.37% 0.32% 0.02% 0.27% 0.11% 0.12% 0.02%
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Shape Sensing of Modes 5 and 6

The fifth and sixth modes correspond to the vibration frequencies, 1.84 Hz and 3.27
Hz, respectively. Mode 5 (the second torsional mode, shown in Fig. 4.3a) presents
a complex case of plate torsion, where all three kinematic variables, w, θx and θy,
play a prominent role is describing the antisymmetric deformation field. The case is
similar for Mode 6 (the fourth bending mode, shown in Fig. 4.3b), where although w
and θy are prominent, the contribution of θx cannot be neglected. The deformation
fields corresponding to these modes are significantly more complex and are expected
to provide a more realistic assessment of the sparse sensor patterns.

The contour and line plots of iFEM results are shown in Figs. 4.8 and 4.9,
respectively. Also, the maximum value of percentage error calculated using the
results of each section is given in Tables 4.4 and 4.5. Compared to the previous case,
major differences in sensor pattern performance are observed.

The main observations from the iFEM reconstruction of Mode 5 are:

• CFG-A results for w and θy are highly accurate (error < 1.5%), but inaccura-
cies are observed for θx results (error ∼ 3 %, see Table 4.4);

• CFGs-B and C are very accurate in reconstructing Mode 5, with errors < 1.5%
for w, θx and θy (see Table 4.5);

• The internal diagonal sensor paths aided CFGs-B and C in θx reconstruction
(see Fig. 4.8c), due to the greater quantity of κy strain measurements (absent
in CFG-A, where κy is measured only along the boundaries);

• Accuracy increases with sensor quantity, with CFG-D the most accurate.

Despite the minor inaccuracies observed for CFG-A, all patterns are deemed to be
sufficiently accurate in reconstructing Mode 5.

The main observations from the iFEM reconstruction of Mode 6 are:

• CFG-A is unable to accurately reconstruct Mode 6; high errors (> 7%) ob-
served for w, θx and θy (see Fig. 4.9);

• Deformation reconstruction using CFG-A at internal plate locations is inaccu-
rate, indicating a potential lack of internal strain sensors;

• CFGs-B and C are very accurate in reconstructing w and θy (errors < 1%);
θx less accurate (errors < 4%) and is attributed to its lower magnitude (less
prominent for Mode 6);

• Asymmetries are observed in iFEM results along the plate tip (see Fig. 4.9d);
most likely due to the asymmetry of sensor patterns used;

• Accuracy is seen to improve with number of sensors used per pattern.

An encouraging aspect of these results is that CFGs-B and C maintain a relatively
high level of iFEM accuracy (similar to CFG-D), despite the reduction in sensors
used. However, CFG-A is inadequate for this case.
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(a) Contour plot of transverse deflection for Mode-5 using CFG-D
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(b) Line plots of transverse deflection, w, along sections A-A’ and B-B’
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(c) Line plots of rotation, θx, along sections E-E’ and B-B’
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(d) Line plots of rotation, θy, along sections A-A’ and G-G’

Fig. 4.8 The contour and line plots of iFEM reconstructed transverse deflection and rotation
fields for Mode 5 (results normalized with respect to maximum FEM values along each path)
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Some general conclusions on the design of efficient sensor patterns are derived
from these iFEM results:

• The main and obvious conclusion is the increase in iFEM accuracy with the
number of sensors used per pattern (CFG-A, the least, and CFG-D, the most
accurate);

• However it is inferred that not just quantity but the orientation of the sensors
paths are also important; this is well documented from the results of θx where
the internal diagonal sensor paths provided additional κy measurements;

• Despite the complexity of the deformation field investigated, iFEM reconstruc-
tion along paths instrumented with sensors is seen to be accurate; the accuracy
decreases with an increase in distance from the sensor path;

• Despite the symmetry in the mode shapes investigated, asymmetries are ob-
served in the iFEM results, specifically CFG-A; this is most likely explained
by the design of the sensor pattern used and the corresponding asymmetric
locations of strain data measured;

• Alongside high accuracy, the number of sensors used is also deemed a major
factor in selecting a sensor pattern for practical shape sensing applications;
among the patterns investigated, CFG-B is identified to provide the best com-
promise between accuracy and sensor quantity.

These investigations provided a preliminary look into using simple strain sensor
patterns for plate shape sensing. Based on the conclusions derived from these
results, several strategies for optimising the sensor patterns were identified. These
discussions are presented in Section 4.1.2.

Table 4.4 Maximum error in CFG-A, B, C and D results along each section for Mode 5

Error
Section A-A’ Section B-B’

A B C D A B C D

werr|max 1.06% 0.34% 0.48% 0.11% 1.06% 1.31% 0.41% 0.11%
θ err

x |max 2.78% 0.97% 0.85% 0.26% 1.20% 0.83% 0.59% 0.06%
θ err

y |max 1.21% 1.01% 1.08% 0.02% 0.44% 0.61% 0.27% 0.29%

Table 4.5 Maximum error in CFG-A, B, C and D results along each section for Mode 6

Error
Section A-A’ Section B-B’

A B C D A B C D

werr|max 0.98% 0.96% 0.75% 1.31% 0.75% 0.65% 0.35% 1.31%
θ err

x |max 7.13% 3.41% 3.43% 0.14% 0.46% 0.69% 0.35% 0.51%
θ err

y |max 0.78% 0.80% 0.74% 0.23% 0.19% 0.19% 0.13% 0.10%
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(a) Contour plot of transverse deflection for Mode 6 using CFG-D
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(b) Line plots of transverse deflection, w, along sections E-E’ and B-B’
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(c) Line plots of rotation, θx, along sections A-A’ and F-F’
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(d) Line plots of rotation, θy, along sections E-E’ and B-B’

Fig. 4.9 The contour and line plots of iFEM reconstructed transverse deflection and rotation
fields for Mode 6 (results normalized with respect to maximum FEM values along each path)
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Investigating Convergence of iFEM Predictions

The iFEM results using the preliminary patterns are further evaluated to understand
the influence of inverse element type and the total number of sensors on iFEM
reconstruction performance. The iFEM results obtained using the iQS4 element
are compared against those obtained using the iMIN3 element [14], which is a
three-node constant strain shell element. This study aims to understand the influence
of varying discretisation schemes and element interpolation (corresponding to the
element selected) on the iFEM results.
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(f) Mode 6: Rotation, θy

Fig. 4.10 Convergence plots of iFEM results, for Modes 5 and 6, as a function of the number
of strain rosettes used, nr (results normalized with respect to reference FEM values)
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The iQS4 element mesh (shown in Fig. 4.5) is adapted and used for the iFEM
analysis using iMIN3 elements. Each quadrilateral element is subdivided along its
cross-diagonals into four triangular elements. The strain measured at the quadrilateral
element centroid is assumed to be a constant throughout the element and used at
the centroids of the triangular elements. Hence, although the iMIN3 mesh uses four
times the number of elements, it uses the same set of measured strain data.

The iFEM results at specific nodes of the plate, corresponding to the location of
the global maximum in the deflection and rotation components of each mode, are
used for this study. For Mode 5, the maxima for w, θx and θy occur at the nodes
located at (x,y) coordinates: (2.95,0.95), (2.95,0.50) and (2.00,0.95), respectively.
Similarly, the maxima for Mode 6 occur at nodes located at (2.35,0.50), (2.50,0.90)
and (2.00,0.50). The normalized value of deflection and rotation is plotted as a
function of the number of strain rosettes (nr) used for each sensor pattern and is
compared against reference FEM results. These plots are shown in Fig. 4.10.

The results demonstrate the convergence of iFEM predictions to reference FEM
values as nr increases. This convergence leads to a corresponding increase in
iFEM accuracy, as demonstrated in previous results. Also, no significant difference
is observed between iFEM predictions using the iMIN3 and iQS4 elements. A
possible explanation is the similar treatment of strain data, i.e., an assumption of
constant strain within each quadrilateral element domain is considered for both iFEM
analyses.

4.1.2 Reduced Sensor Patterns

Although the sensor patterns of Section 4.1.1 proved effective in reconstructing
both simple and complex plate deformations, they are not efficient for practical
shape sensing applications as the number of sensors required is still relatively high.
This section attempts to optimise these preliminary patterns further by reducing
the number of sensors used without depreciating iFEM accuracy. Sensor quantity
is reduced using virtual sensor expansion, where a limited number of physical
strain measurements are expanded to unmeasured locations. Although multiple
virtual sensing approaches are available in existing literature, the Smoothing Element
Analysis (SEA) is used for the current work.

The preliminary patterns of Fig. 4.4 are modified to propose novel patterns where
the number of in-situ strain measurements along each sensor path is reduced. The
SEA is used along these reduced sensor paths to smooth in-situ strain measurements
and generate continuous strain distributions for the iFEM analysis. A detailed
description of the SEA is not provided in this work; interested readers are encouraged
to consult the following references: Ref. [111, 117, 118].
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Fig. 4.11 Reference pattern: (a) CFG-B, and the novel reduced patterns derived from it: (b)
Reduced Set-1 (R1), (c) Reduced Set-2 (R2), and (d) Reduced Set-3 (R3)

Based on the conclusions of the previous study, CFG-B was identified to provide
an optimal trade-off between sensor quantity and iFEM accuracy. Hence, it is
considered the reference for this study, i.e., the basic sensors paths are retained, but
the distribution, number, and type of sensors along each path are optimised to derive
three new patterns (shown in Fig. 4.11):

• Reduced Set-1 (R1): the number of strain rosettes along each path is reduced,
and sensor positions are skewed with a higher density towards the fixed end.
Also, a high sensor density is retained along the clamped end;

• Reduced Set-2 (R2): similar to R1 but with a further reduction in sensor
positions along the plate length (distribution still skewed);

• Reduced Set-3 (R3): similar sensor locations as R2 are used, but strain rosettes
are instrumented only along the clamped end. All other locations use strain
gauges oriented parallel to the sensor path (measuring uni-axial strains).

The high sensor density along the clamped end emphasises the importance of the
boundary strains, which are instrumental for accurate iFEM predictions. The number
of sensors used for each case is described in Table 4.6.

For all these new reduced patterns, the SEA is used to smooth the in-situ strains
and generate smoothed strains at element centroids corresponding to the instrumented
elements of CFG-B. Hence, despite the difference in the number of in-situ strain
data used, the number of smoothed strain data generated is similar for all reduced
patterns. This section evaluates the use of these new patterns for the shape sensing
of Modes 5 and 6. A more detailed description of the use of SEA and the accuracy
of the smoothed strains obtained is provided in Appendix C.1.
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Table 4.6 The number of sensors used for the reference and reduced sensor patterns

Sensor No. of sensor No. of uniaxial
Configuration positions (nr) strain measurements (nuni)

CFG-B 214 642
CFG-B | R1 107 321
CFG-B | R2 72 216
CFG-B | R3 72 112

Shape Sensing of Modes 5 and 6

In Section 4.1.1, the iFEM reconstruction of Modes 5 and 6 using CFG-B was
demonstrated to be highly accurate. These results are considered a reference for the
present study and used to evaluate any depreciation in iFEM accuracy in the new
reduced patterns.

The line and contour plots of the coupled SEA-iFEM results (referred to in
the results as iFEM(s)) are shown in Figs. 4.12 and 4.13. The contour plots show
the iFEM results using R3, which is the limiting case using the least number of
in-situ strain sensors, and for which iFEM is expected to be the least accurate. The
maximum value of percentage error in reconstructed deflection and rotations along
the various sections are reported in Table 4.7 and 4.8.

The main observations from the results of Modes 5 and 6 are summarised below:

• R1 and R2 are observed to be very accurate in reconstructing Mode 5 with
errors <1.5% for w, θx, and θy (see Table 4.7); higher errors are observed in
Mode 6 results, with errors <7.5% for θx (see Table 4.8), but the results are
still deemed accurate;

• R3 produced the least accurate results, especially in reconstructing θx for both
modes (shown in Appendix C.2), indicating a lack of κy strain data for this
pattern; this is explained by the fact that internal plate locations are dominated
by κx strains, measured along the plate length, while κy strains are measured
only along the plate tip. Although, κx,45, measured along the zig-zag paths,
attempts to bridge this gap, it is clearly insufficient;

• Some features from previous results are also observed here: high reconstruction
accuracy along sensor paths and minor asymmetry in results along the plate
tip (due to the asymmetry of sensor patterns).

These results indicate that R1 and R2 can retain a similar level of iFEM accuracy, as
observed for CFG-B, but using a significantly lower number of strain sensors (less
than half).
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(a) Contour plot of transverse deflection for Mode 5 using R3
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(b) Line plots of transverse deflection, w, along sections A-A’ and B-B’
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(c) Line plots of rotation, θx, along sections A-A’ and B-B’
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(d) Line plots of rotation, θy, along sections A-A’ and B-B’

Fig. 4.12 The contour and line plots of transverse deflection and rotation for Mode 5
reconstructed using the SEA coupled iFEM approach
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Table 4.7 Percentage error in SEA coupled iFEM results along each section for Mode 5

Variable
Section A-A’ Section B-B’

R1 R2 R3 R1 R2 R3

werr|max 1.05% 0.75% 0.98% 2.34% 1.28% 1.90%
θ err

x |max 1.04% 1.00% 13.67% 1.01% 0.68% 2.88%
θ err

y |max 0.56% 1.08% 3.87% 2.52% 3.47% 16.4%

Table 4.8 Percentage error in SEA coupled iFEM results along each section for Mode 6

Variable
Section A-A’ Section B-B’

R1 R2 R3 R1 R2 R3

werr|max 1.67% 2.52% 1.85% 1.32% 1.88% 1.22%
θ err

x |max 3.72% 7.49% 47.80% 0.24% 6.44% 3.79%
θ err

y |max 0.33% 1.13% 1.18% 0.40% 1.91% 1.87%

Based on the results of this study, conclusions can be drawn regarding the reduced
sensor patterns proposed and the SEA coupled iFEM approach used:

• The SEA is capable of generating accurate smoothed curvature distributions
from a sparse set of in-situ strain data (demonstrated in the results of Appendix
C.1) and is deemed an effective virtual sensor expansion strategy;

• The SEA coupled iFEM approach also proved effective, as demonstrated by the
results of R1 and R2, where accurate iFEM predictions of the deflection and
rotation fields were obtained (similar to CFG-B) but using a significantly lower
number of sensors; R3 offered relatively good deflection, but poor rotation
predictions;

• Accuracy of each pattern must be contrasted against the number of sensors
used in each case: R1 and R2 require 107 and 72 strain rosettes, respectively.
In contrast, R3 requires 19 strain rosettes and a fibre optic cable, highlighting
that a trade-off is necessary between sensor quantity and iFEM accuracy.

A further improvement of R3 can help reduce some of the inaccuracies (due to
insufficient κy measurements) observed in the iFEM results. The current set of
patterns are more oriented toward κx measurements, allowing for more accurate w
and θy reconstructions. The use of internal cross-diagonal sensor paths can increase
the amount of κy information, leading to a better integration of boundary and internal
strains and thereby generating more accurate iFEM results. Another strategy is
to instrument distributed fibre optic sensors along uni-axial strain sensor paths to
significantly increase the total number of in-situ strain data points available for the
iFEM analysis. Such investigations are left for future works.
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(a) Contour plot of transverse deflection for Mode 6 using R3
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(b) Line plots of transverse deflection, w, along sections A-A’ and B-B’
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(c) Line plots of rotation, θx, along sections A-A’ and B-B’
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(d) Line plots of rotation, θy, along sections A-A’ and B-B’

Fig. 4.13 The contour and line plots of transverse deflection and rotation for Mode 6
reconstructed using the SEA coupled iFEM approach
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Root Mean Square Error Plots

Similar to the convergence plots of Section 4.1.1, the change in iFEM accuracy as a
function of sensor quantity is also evaluated. The Root Mean Square (RMS) error of
iFEM reconstructed nodal deflections and rotations for the reduced sensor patterns is
evaluated to obtain a global picture of accuracy across the entire plate domain. The
RMS error of each deformation component, p, can be calculated as,

eRMS(p) =

√√√√Nnod

∑
i=1

1
Nnod

(
pFEM

i − piFEM
i

pFEM|max

)2

×100 (4.1)

where p ∈ {w,θx,θy}, and Nnod is the total number of nodes of the iFEM mesh. The
RMS errors for Modes 5 and 6 are plotted against the number of uni-axial strain
measurements, nuni (see Table 4.6)), for each pattern and are shown in Fig. 4.14.

Mode-5
Mode-6

e R
M
S (
w

)

0

1

2

3

4

nuni
100 200 500 1000 4000

(a)

e R
M
S (
θ x

)

0

10

20

30

nuni
100 200 500 1000 4000

(b)

e R
M
S (
θ y

)

0

2

4

6

8

nuni
100 200 500 1000 4000

(c)

Fig. 4.14 RMS error in iFEM reconstructed (a) w, (b) θx, and (c) θy fields, as a function of
the number of uni-axial strain measurements

The plots present an expected behaviour where eRMS reduces with increase in
nuni. The highest errors correspond to R3 results (eRMS(θx) =∼ 30%) as discussed
in the previous sections. The magnitude of the errors for w and θy are quite small
(eRMS < 6%) indicating a reasonably accurate reconstruction across the plate domain.
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4.2 Damage Localisation in Thin Plates

The present section addresses the second of the two main aims of this chapter:
investigating the use of 2D iFEM for developing an effective damage detection and
localisation strategy for plate structures. The presence of damage on a structure leads
to local strain perturbations, and the magnitude of these perturbations decreases
with an increase in distance from the damage site. An accurate reconstruction of
these strain perturbations from surface strain measurements forms the basis of the
strategy developed. The main steps the iFEM-based damage detection strategy are
highlighted in Fig. 4.15.

In-situ Strain 
Data

Reconstructed 
Displacement Field

Reconstructed 
Strain FieldiFEM Strain-based 

Damage Index

Fig. 4.15 Flowchart illustrating the major steps of the iFEM-based damage detection strategy

Considering a structure with some internal damage and instrumented with a
discrete set of strain sensors, strain measurements from sensors located far from
the damage site are representative of the undamaged benchmark strain field of the
structure, while closer to the damage site, local strain perturbations influence mea-
surements. The iFEM is used to reconstruct the structure’s continuous displacement
and strain field from this discrete set of surface strain measurements. In essence,
it acts as a strain interpolation technique. However, as the iFEM is based on the
strain-displacement relations, the interpolation considers plate kinematics and is
expected to be more accurate. Regions of high strain concentration in the iFEM
reconstructed strain field are used to reveal the presence and location of the damage
on the structure. Hence, it is imperative that the in-situ strain measurements reflect
both the baseline and damaged strain fields of the structure.

Strain-based damage indices are used to identify possible damage sites from the
iFEM strain field results. The present work uses the maximum principal strain, εp,
to condense the reconstructed strain tensor into a single damage sensitive variable,

ε
iFEM
p =

ε iFEM
xx + ε iFEM

yy

2
+

√(
ε iFEM

xx + ε iFEM
yy

2

)2

+(γ iFEM
xy )2 (4.2)

where ε iFEM
xx , ε iFEM

yy , and γ iFEM
xy are the iFEM reconstructed normal and shear strains

at the element integration points.
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A normalized damage index, ID, based on ε iFEM
p can be also defined,

ID =
ε iFEM

p − ε iFEM
p |min

ε iFEM
p |max − ε iFEM

p |min
(4.3)

where ε iFEM
p |min and ε iFEM

p |max indicate the minimum and maximum values of iFEM
reconstructed maximum principal strain.
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Fig. 4.16 The damaged plate structure showing: (a) the uniform bi-axial loading of the plate
along with the parameters highlighting the position, size and orientation of the crack, and (b)
the FEM mesh of the plate with a central crack

This novel iFEM-based damage detection strategy is investigated numerically
using the problem of a square thin plate subjected to bi-axial loading. The plate
has a side length of 3.8 m, thickness, 3.8 mm, and is made of an aluminium alloy
with Young’s modulus, E = 73 GPa, Poisson’s ratio, ν = 0.3, and density, ρ = 2700
kg/m3. The plate is under uniform biaxial loading of magnitude, P = 105 N/m, as
shown in Fig. 4.16. An internal crack is used to simulate damage on the plate. The
various parameters defining the crack position, orientation and size are described
in Fig. 4.16. The numerical strains for the iFEM analysis are extracted from a
high-fidelity FEM model of the plate developed in ABAQUS. The internal crack
is modelled using the seam feature, where nodes on the crack mouth are isolated.
The model is meshed using the three-node shell element (called S3R), with a more
refined mesh near the crack tip and a coarser mesh further from it (shown in Fig.
4.16). The finer mesh used is instrumental in accurately capturing the local strain
concentration caused by the crack.
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The new damage detection strategy is evaluated on three damage cases involving
different iterations of crack parameters. These cases have been defined in Table
4.9: Damage Case-1 describes a 25 cm long vertical crack at the center of the
plate, Damage Case-2 describes a 10 cm long vertical crack located near the corner
of the plate, and Damage Case-3 describes a 25 cm long crack positioned at the
center and oriented at an angle of 450 with the horizontal. These cases help the
study understand the influence of damage size, position, and orientation on damage
detection performance.

Additionally, the numerical strain data are also contaminated with artificial
noise to simulate the influence of experimental errors or environmental factors that
affect practical strain measurements. The noise is introduced based on a Gaussian
distribution with zero mean and the value of three standard deviations equal to 5%.
The magnitude of noise introduced significantly influences iFEM predictions and is
studied in more detail in later sections.

Table 4.9 The crack parameters for the different damage cases investigated

Damage Case
Crack Length Crack Position Crack orientation

Lc (m) xc,yc (m) θc (deg)

1 0.25 1.90 , 1.90 0
2 0.10 2.85 , 2.85 0
3 0.25 1.90 , 1.90 45

4.2.1 Benchmark Results: Strain Rosette Grid

For a preliminary evaluation of damage detection performance, a high-density strain
rosette grid is employed for the iFEM analysis. Due to the large number of sensors
used, these results are considered a benchmark for future comparisons. The plate is
subdivided into square grid cells with strain rosettes placed only along the boundaries
of each cell, as shown in Fig. 4.17. On the cell boundary, sensors measure higher
strain perturbations when the cell encloses a damage than when no damage exists.
Correspondingly, in the iFEM reconstructed strain field, the strain distribution within
a damaged cell is greater than in a healthy cell. This comparison between cells is used
to identify and localise the damage. Consequently, in such a method, the damage
is localised to a cell, and so the level of discretisation using grid cells determines
the precision of the damage localisation strategy. For the present problem, the plate
is discretised into nine grid cells, as shown in Fig. 4.17a, with a total of 440 strain
rosette locations.
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(a) (b)

Fig. 4.17 The iFEM model of the plate showing: (a) the 16×16 quadrilateral element mesh
(in light gray) along with the strain sensor positions (each black dot represents a strain
rosette), and (b) magnified view of sensor positions within an element

For the iFEM analysis, a regular mesh with 256 iQS4 elements (16 along each
side of the plate) is used and shown in Fig. 4.17a. Sensor locations within an element
coincide with some of the 3×3 Gauss integration points and differ for each element
to ensure the continuity of the sensor paths. Fig. 4.17b shows a magnified view of
sensor positions with certain elements, with a minimum of three and a maximum
of five strain rosettes per element. The 3×3 Gauss quadrature is used to integrate
the error norms of Eq. 2.63. As the plate is only under in-plane loading, only the
membrane strain measures exist. Hence, sensors placed only on the top (or bottom)
surface of the plate are sufficient for calculating the experimental strain measures as
per Eq. 2.59.

For Damage Case-1, the iFEM reconstructed contour plot of the damage index
(calculated using Eq. 4.3) is shown in Fig. 4.18a. A higher strain magnitude
is immediately visible at the center of the plate, close to the actual damage site.
This strain field is not overly concentrated but rather quite diffuse. This feature is
due to the lack of any strain sensors in the close vicinity of the damage; instead,
strains are measured further away where the magnitude of the perturbations is low.
Experimental noise also contributes to this diffusion and any asymmetries in an
otherwise symmetric problem. Despite these minor limitations, the results present a
clear qualitative picture of the presence and location of the damage on the structure.
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(a) (b)

Fig. 4.18 iFEM results using the strain rosette grid for Damage Case-1: (a) contour plot of
damage index, ID, and (b) the contour plot with a 50% threshold enforced

The location of damage can be further isolated through the use of a threshold
value, Id|ts, for the damage index. Potential damage locations are those where
Id > Id|ts. In the present case, the value of threshold used is Id|ts = 0.5. The
threshold enforced contour plot is shown in Fig. 4.18b. The results show that the
use of a threshold allowed for clear discrimination between regions with and without
damage, filtering out unwanted influences due to experimental noise. Fig. 4.18b also
reveals dual strain peaks, which could be misdiagnosed as two separate damages.
However, these peaks can be considered a feature of the proposed methodology.

These preliminary results are promising and highlight successful damage de-
tection even using strain data contaminated with noise. Before presenting similar
results for Damage Cases-2 and 3, a further optimisation of the benchmark strain
rosette grid, using virtual sensor expansion to reduce the number of sensors used,
is discussed. Subsequently, iFEM results using these new and benchmark sensor
configurations for all three damage cases are presented.

4.2.2 Damage Detection using Uniaxial Strain Measurements

The benchmark sensor grid is an ideal case that is difficult to replicate experimentally
due to the large number of sensors required. The present section investigates simpler
patterns that reduce the number of sensors used and guarantee effective damage
detection and localisation performance. The new configurations adopted utilise fibre
optic strain sensors (FOSS) due to the high measurement density offered along the
fibre length. The only limitation is that, in contrast to strain rosettes that measure
tri-axial strains, fibre optic measurements are uniaxial, measuring strains oriented
along the local tangent to the fibre. Although FOSS enabled an augmentation in the
number of strain measurements, it corresponds with depreciation in quality. Based
on previous studies, certain characteristics of these FOSS-based patterns are also
identified: continuity of sensor paths and instrumentation of boundary elements.
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Fig. 4.19 The two novel FOSS-based sensor patterns: (a) Configuration-1, and (b)
Configuration-2, proposed for the iFEM-based damage detection strategy

Two FOSS-based sensor patterns are proposed in an attempt to recreate the basic
layout of the benchmark sensor grid (see Fig. 4.19):

• Configuration-1 (CFG-1): a single continuous fibre is arranged in a wave-
like pattern. The fibre pattern within an element is referred to as ’Unitcell-1’
(shown in Fig. 4.20), as the same pattern is repeated across the entire plate
to achieve the overall pattern. The strain measurements are located at the
3× 3 Gauss integration points, with at most three strain measurements per
element. At any measurement point, either the εε

x0 or εε
y0 component of strain

is measured;
• Configuration-2 (CFG-2): two continuous fibers are arranged to recreate a

strain rosette within each element. This elemental arrangement is referred to as
’Unitcell-2’ (shown in Fig. 4.20) and, similar to the previous case, is repeated
across multiple elements. The three uni-axial measurements which constitute
the rosette are oriented along angles 00 and ±600, respectively. These three
uniaxial measurements are used to calculate the triaxial components of strain
at the element centroid.

The inverse mesh proposed in Section 4.2.1 (with 256 iQS4 elements) is used for
the present iFEM analysis as well. For CFG-1, the 3×3 Gauss scheme is used to
numerically integrate the error norms, while for CFG-2, the 2× 2 Gauss scheme
is used, with the same centroidal strains applied at all the integration points. This
scheme also facilitates an interesting comparison between two different numerical
integration schemes for the same problem, the former producing greater accuracy
and the latter offering lower computational effort.
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Fig. 4.20 The fiber arrangements and uni-axial strain measurements within each inverse
element corresponding to: (a) Unitcell-1, and (b) Unitcell-2

The complete set of in-situ strain measurements corresponding to the two FOSS-
based sensor configurations is shown in Fig. 4.21. Although the FOSS-based patterns
attempted to recreate all the sensor paths in the benchmark sensor grid, the in-situ
strains measured were insufficient to guarantee an accurate iFEM reconstruction and
could potentially lead to a breakdown of the iFEM procedure.

The use of virtual sensor expansion strategies offers a solution to this problem
(as discussed in Section 4.1.2). In the present case, the 1D SEA is used to expand the
in-situ strain measurements and generate continuous smoothed strain distributions
along each sensor path of the grid. A more detailed explanation of the use of 1D
SEA for the current problem is provided in Appendix C.3. Although 1D SEA results
are not discussed, smoothed strains are essential for generating more robust iFEM
solutions. These are discussed in the following sections.

Fig. 4.21 The complete set of strain components measured within the plate by the arrange-
ments: (a) Unitcell-1, and (b) Unitcell-2
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Results for Damage Case-1

The two FOSS-based sensor patterns are applied for reconstructing the damaged
strain field of Damage Case-1, and the results are shown in Figs. 4.22a and 4.23a.
Compared to previous results, clear differences are observed; CFG-2 results are
comparable to the benchmark case, while those of CFG-1 are deficient. Although
both cases predicted a strain concentration near the center of the plate, the strain
distribution of CFG-1 is asymmetric, aligned closer to the actual fibre path on the
right. Also, compared to the benchmark results, these strain distributions are more
dispersed. This is attributed to the much lower number of sensors used than in the
benchmark case. For isolating and better representing all possible damage sites, a
damage threshold (ID > ID|ts, where ID|ts = 0.5) is enforced and these results are
shown in Figs. 4.22b and 4.23b.

(a) ID (b) ID|ts = 0.5

Fig. 4.22 iFEM results using CFG-1 for Damage Case-1: (a) contour plot of damage index,
ID, and (b) threshold enforced contour plot with ID|ts = 0.5

(a) ID (b) ID|ts = 0.5

Fig. 4.23 iFEM results using CFG-2 for Damage Case-1: (a) contour plot of damage index,
ID, and (b) threshold enforced contour plot with ID|ts = 0.5
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As seen in the results of Section 4.2.2, the application of a threshold aids in
discriminating between damaged and undamaged regions of the plate. In the regions
isolated by the threshold, the damage peaks are not exactly at the plate center for CFG-
1, and multiple peaks are observed for CFG-2. These peculiar strain distributions are
influenced by the design of the sensor pattern used and the magnitude of noise in the
strain field. As reasoned previously, they can be considered a feature of the selected
sensor configuration. Using a threshold to isolate plausible damage regions rather
than localising a specific damage point is expected to constitute a more reliable and
accurate damage detection strategy.

Any minor limitations observed should also be contrasted against the number
of sensors required to recreate each FOSS-based pattern. Compared to benchmark
results, CFGs-1 and 2 use a significantly lower number of strain sensors (maximum
two FOSS), which is highly appealing from a practical perspective.

Damage Case-1 results presented a successful preliminary assessment of damage
detection using iFEM-based strategies. The iFEM reconstructed strain fields provided
information regarding the presence and location of damage on the plate, even under
the influence of external noise. Hence, this study is pushed further, and Damage
Cases-2 and 3 are also investigated to understand the influence of damage size,
location and orientation on iFEM predictions. These results are shown in Sections
4.2.3 and 4.2.4.

For Damage Case-2, as the damage is smaller and positioned close to a corner of
the plate, the strain perturbations are more localised with a lower magnitude. The
measured strains are also influenced by end effects due to their location close to a
free edge of the plate. In addition to these factors, the strain measurements are also
influenced by the artificial noise introduced. The main observation from the results
of Damage Case-2 are described below:

• All three cases achieved different levels of success in accurately detecting the
damage site, as shown by Fig. 4.24;

• In contrast to results for Damage Case-1, no single and obvious damage
location (indicated by a corresponding strain concentration) exists; multiple
strain peaks at various locations of the plate are observed for all three cases;

• Due to the presence of multiple possible damage sites, the use of a threshold
proved to be essential in filtering out false positives;

• The benchmark results are the most accurate, with the greatest strain peak
located close to the actual damage site; it should be noted that even the
enforcement of a threshold (ID|ts = 0.5) is not sufficient to rule out multiple
false positives (see Fig. 4.24b). A possible solution is the use of a higher
threshold value;

• Results for CFG-1 and 2 are inaccurate with the strain peaks not coinciding
with the damage location. This indicates that the influence of measurement
noise overpowers the strain perturbations due to the crack.
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Damage Case-3 introduces an additional variable to the problem, i.e., the orientation
of the damage. As the crack is oriented at an angle of 450 with respect to the
horizontal axis, the strain perturbations and the measured strains are also expected
to be influenced. The main observation from the iFEM results of Damage Case-3
(shown in Section 4.2.4) are summarised below:

• For all three cases, the distribution of strains in iFEM reconstructed results
(Fig. 4.26) reflect the damage orientation as well;

• The transfer of orientation information from the measured strains to the iFEM
results is very encouraging, especially because it provides information on how
the damage is likely to develop over time;

• The original damage index plots of Fig. 4.26 reveal multiple potential damage
peaks; however, the threshold enforced plots of Fig. 4.27 accurately filter
unwanted sites for all three cases;

• Benchmark and CFG-2 are very effective, with the results correctly indicating
the damage position. Damage orientation can also be inferred from the strain
distributions of Figs. 4.27a and 4.27c;

• CFG-1 results are less accurate, providing only positional information. Minor
peaks at other locations can also be seen in Fig. 4.27b.

Based on the results from all three damage cases, certain general conclusions are
derived about the iFEM-based damage detection strategy and the sensors patterns
used:

• The iFEM-based strategy is effective in detecting and localising damages using
a sparse set of surface strain measurements;

• There is a lower limit of damage size that can be successfully detected. This
limit is influenced by the sensor pattern used, damage location, and the mag-
nitude of measurement noise. When strain perturbations due to the damage
are lower than perturbations caused by measurement errors or environmental
factors, successfully damage detection is not possible. The damage position
relative to a sensor path is also a factor, with a small crack located near a path
generating greater strain perturbations than a larger crack located further away
(discussed more in following sections);

• Definition of a suitable damage index threshold is instrumental for successful
damage detection; a lower threshold can lead to false positives, while a very
high threshold might filter true positives;

• Among the FOSS-based sensor patterns, CFG-2 provided the most accurate
results (comparable to the benchmark case) using just a fraction of the in-situ
strain measurements. This is attributed to its ability to provide information on
all three components of strain within an element;

• A key distinction between the two configurations is the treatment of in-plane
shear strains. CFG-2 used shear strain measurements from the centroid of
each instrumented element. In contrast, CFG-1 assumed a constant shear



4.2 Damage Localisation in Thin Plates 83

strain throughout the plate. As shear contribution is significant in defining
the damaged strain field near the crack, the case providing the most accurate
estimation of shear strains (CFG-2) yielded the more accurate results;

• Comparison between the two integration schemes also yielded interesting con-
clusions. CFGs-1 and 2 used the 3×3 and 2×2 Gauss schemes, respectively.
More robust and accurate results are obtained using CFG-2, revealing that
the 2×2 Gauss scheme is sufficient for an accurate numerical integration for
the present problem. These results, combined with the lower computation
effort and low number of in-situ strain sensors required, make their use more
appealing for future applications;

• Finally, the virtual sensing strategy used influences the iFEM results. More
elaborate investigations on optimal smoothing meshes or virtual sensing strate-
gies are left for future works.

4.2.5 Noise Sensitivity Study

Results of Section 4.2.4 highlighted the influence of measurement noise on damage
detection performance. This is investigated in the present section through a sensitivity
study, where the change in damage detection performance with increasing noise
levels is evaluated. The most promising case among the previous results, i.e.,
Damage Case-1 and using CFG-2, is used, and numerical strain measurements are
contaminated with eight different noise levels, from 2.5% to 20%.

Fig. 4.28 Contour plots of threshold enforced ID using CFG-2 for Damage Case-1 corre-
sponding to the noise levels: (a) 2.5%, (b) 5.0%, (c) 7.5%, (d) 10.0%, (e) 12.5%, (f) 15.0%,
(g) 17.5%, and (d) 20.0%
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The results of the sensitivity study are given in Fig. 4.28, where the threshold
enforced (ID|ts = 0.5) contour plots of the damage index are shown. As expected,
the results deteriorate as the noise level increases. Till a noise level of 10%, strain
concentration is correctly reconstructed at the center of the plate, and successful
damage detection and localisation are possible. Over a noise level of 10%, in addition
to the central peak, other damage peaks are generated. Even in such cases (i.e., noise
levels from 12.5 to 17.5%), a higher threshold can be used to isolate the prominent
peak at the center. However, as the noise level reaches 20%, results are inaccurate
and successful damage detection is no longer possible. In such cases, the strain
perturbations due to the noise are significantly higher than those produced by the
damage.

The results of the sensitivity study are encouraging as they highlight the robust-
ness of the iFEM-based approach and the FOSS-based pattern, CFG-2. Robustness is
a key feature for a damage detection strategy to monitor structures under challenging
environmental and operational conditions, and in this regard, the results presented
are encouraging.

4.3 Probabilistic Assessment of Monitoring Strategies

Aside from measurement noise (investigated in Section 4.2.5), other factors that
influence damage detection performance are the size, position, and orientation of
damage on the plate. Section 4.2.2 investigated three discrete damage cases varying
each of these parameters. However, such a limited investigation is insufficient to
draw general conclusions regarding the effectiveness of a strategy. For example,
Section 4.2.3 showed the iFEM-based approach to be ineffective for Damage Case-
2, possibly indicating that the strategy is ineffective for damages of that size or
smaller. Instead, a similar-sized damage positioned closer to a sensor path can lead
to improved predictions. Hence, additional effort is required in quantifying the
effectiveness of the iFEM-based damage monitoring strategy.

This section investigates probability-based metrics for characterising a damage
detection strategy. In particular, two metrics are used:

• Probability of Detection (POD): the conditional probability that a monitoring
strategy will detect the damage, given that it exists on the structure. POD is
calculated as a function of damage characteristics (e.g. crack length);

• Probability of False Alarms (PFA): the conditional probability that a monitor-
ing strategy detects a damage, even though it does not exist.

A low POD represents an ineffective strategy, unable to detect existing cracks, while
a high PFA leads to unwanted maintenance costs and efforts. An ideal damage
detection strategy should guarantee a high POD with a low PFA.
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Python script

Randomize crack 
length & position

ABAQUS result 
post-processing

iFEM

ABAQUS

Update POD 
and PFA

Fig. 4.29 Flow diagram of the iterative procedure used for computing the POD and PFA
curves for the iFEM-based damage detection strategy

The benchmark sensor pattern of Section 4.2 is characterised using these two
probability-based metrics. As calculating these probabilities requires numerous
damage cases to be explored, an iterative model-based approach using numerical
strains extracted from a high-fidelity FEM model developed in ABAQUS is used.
The main steps of this mode-based approach are described in Fig. 4.29.

The plate problem of Section 4.2 is investigated, where the parameters defining
the crack, i.e., the length Lc and position (xc,yc) are now iterated. For each value of
crack length, the crack position is randomised using a uniform distribution function
to obtain 500 different iterations of damage scenarios. Each iterated damaged plate
case is modelled in ABAQUS with the aid of the python scripting functionality, and
numerical strains are extracted at sensor locations corresponding to the benchmark
sensor pattern of Fig. 4.17 and used for the iFEM analysis.

For an objective evaluation of the effectiveness of iFEM results, the reconstructed
strain field is post-processed as:

• Calculate the value of damage index (ID) at the centroid, (xe,ye), of all ele-
ments not instrumented with strain sensors;

• Damage detection is successful if there exists a point, (xe,ye), satisfying the
criteria: ID(xe,ye)> ID|ts, and damage location, (xm,ym), is determined as the
mean of all points, (xe,ye), obeying this criteria;

• Damage localisation is deemed successful if, |(xm,ym)− (xc,yc)|< Rc, where
the radius Rc determines the precision required for the damage detection
strategy (Rc =10% plate length in the present case).
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Fig. 4.30 Results of the model-based process, showing the plot of (a) POD as a function of
the crack length (for different thresholds), and (b) PFA as a function of the threshold level

For all damage cases with crack length, Lc, the value of POD is calculated as the
ratio of the number of successful detections to the total number of damage cases. For
very small values of Lc, POD tends to zero, while for very high Lc, POD converges
to 1. Avoiding both extremes, suitable values of Lc in the range of 0.1% to 1.5%
of the plate length are used, and different damage thresholds are also investigated.
PFA is evaluated by iterating different scenarios of the undamaged plate, with strain
measurements contaminated by noise following a Gaussian distribution with the
third standard deviation equal to 5%. PFA is computed similar to POD but as a
function of the damage threshold used. The results of the iterative study are shown
as plots of POD and PFA in Fig. 4.30.

Fig. 4.30a demonstrates that POD increases with an increase in crack length, as
larger-sized damages are easier to detect, eventually converging to 1 (not shown in
the figure). The threshold value used has a significant impact, with POD increasing
with decrease in threshold. As a lower threshold value is less discriminative to
potential damage sites, the probability of damage detection also increases. However,
this comes with a corresponding increase in PFA, as shown in Fig. 4.30b, due to
the detection of false positives. For a value of threshold offering the highest POD,
ID|ts = 0.5, the value of PFA is seen to be very high (PFA> 0.8), which is not very
encouraging. Similarly, although a threshold value of ID|ts = 0.95 can guarantee a
very low PFA (=∼ 0.1), the corresponding POD is low. A suitable damage detection
strategy is adopted considering an optimal trade-off between these two quantities.
Usually, the objective is to minimise PFA, thus avoiding unwanted maintenance
costs and activities.

These results constituted preliminary investigations into alternative ways to
qualify the effectiveness of the monitoring approach. Based on the results, it can be
determined that the iFEM-based monitoring approach using the benchmark sensor
pattern guarantees a high probability (> 80%) of detecting cracks with lengths
LC >1% of the plate length located anywhere on the plate.
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4.4 Multi-Resolution Monitoring

Chapters 2, 3, and 4 were aimed at describing the different iFEM approaches and
outlooks, both 1D and 2D, to the problem of shape sensing and investigating possible
solutions to some of the common problems hindering their widespread adoption.
Subsequently, a specific application of these strategies for the case of damage
detection was also described in Section 4.2. Despite the broad range of topics
covered, these efforts were all oriented towards a common aim, i.e., developing
an efficient strategy for monitoring complex structural geometries and generating
robust results using the least number of sensors required. This section presents a
culmination of these efforts, proposing a common integrated framework based on a
’Multi-Resolution’ approach to structural monitoring.

In-situ Strain Data

1D iFEM
Low Computational Effort

Low Resolution
Damage Identification

2D iFEM
High Computational Effort

High Resolution 
Damage Localisation

Multi-Resolution 
Monitoring

Applied for SHM

Fig. 4.31 Illustration of the Multi-Resolution monitoring framework describing the advan-
tages and limitations of both 1D and 2D iFEM approaches for the specific case of SHM

The crux of the Multi-Resolution approach is the integration of both 1D and 2D
shape sensing strategies, which otherwise had been investigated separately, under
a common framework. Such an integration is based on maximising the benefits
and minimising the limitations of each strategy. Due to the lower fidelity of finite
element discretisation involved, the 1D iFEM can generate shape sensing results
using a relatively low number of in-situ strain measurements and requiring low
computational effort. However, the results produced are of a ’lower’ resolution, i.e.,
the kinematic variables are reconstructed only along the beam axis and displacement
at a point is calculated based on the kinematic assumptions used. These results prove
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more effective in monitoring the global deformation field of the structure rather than
capturing any local nuances.

In contrast, 2D iFEM uses a high-fidelity finite element discretisation of the
structure, thus requiring a higher computational effort and a larger number of sensors
to produce shape sensing results. Correspondingly, the results produced are of a
’higher’ resolution, capable of capturing any local nuances in the deformation field
of the structure. From the perspective of SHM, 1D iFEM is an effective tool for
damage detection, while localisation is restricted to a single coordinate, i.e., along
the beam axis. In contrast, the 2D iFEM is an effective tool for damage detection
and accurate localisation due to the finer discretisation of the structure.

Based on the advantages and limitations of both approaches described above,
the ’Multi-Resolution’ framework can now be understood from the flowchart of
Fig. 4.31. The 1D iFEM is the initial low-resolution monitoring tool, utilizing
only a small subset of in-situ strain measurements. Due to the low computational
effort required, it is an efficient and flexible tool for real-time monitoring. Any
damage sensitive features or anomalous deformation behaviour detected from the
initial analysis is subject to higher-resolution monitoring using the 2D iFEM for a
more precise assessment of the anomalies detected (i.e., to identify crack size and
location). The following sections describe a preliminary numerical demonstration of
the Multi-Resolution monitoring approach.

4.4.1 Wing box Monitoring

The Multi-Resolution approach is investigated numerically using a cantilevered
swept wing box structure. The wing box comprises of a top and bottom plate, with
three longitudinal spars running along its length. It has a length, L = 5 m, width,
w = 1 m, height, h = 0.25 m, and is swept by an angle of 300 as shown in Fig. 4.32.
The thickness of the top, bottom plates and the spars are 5 mm. The material used is
an aluminium alloy with Young’s Modulus, E=73 GPa, Poisson’s ratio, ν=0.3, and
density, ρ= 2700 kg/m3 (Table 3.1).

The wing box is fixed at the root and allowed to deform under the influence of
gravity, leading to both bending and torsional deformation in the structure. Real-time
monitoring is performed using strain measurements from sensors instrumented on
the surface of the structure. For the present problem, the top and bottom plates of the
wing box are instrumented with fibre optic strain sensors (on both sides of each plate),
measuring in-plane and curvature strains. Such a sensor scheme measures strains
along four separate sensor paths, two on the top plate and two on the bottom plate,
respectively, and spaced 0.5 m apart. Sensor positions are illustrated (in red) in Fig.
4.32, and this sensor scheme produces a common set of in-situ strain measurements
useful for both 1D and 2D shape sensing.



4.4 Multi-Resolution Monitoring 89

Fixed End
Sweep angle = 200

5 𝑚

1 𝑚

(a)

Fiber optic cable

0.25 𝑚

0.5 𝑚

(b)

2.5 𝑚

0.25 𝑚 Damage
Crack Length = 0.1 𝑚

(c)

Fig. 4.32 Model of the swept wing box structure: (a) top view showing the the dimensions
and swept end, (b) isometric view showing the fiber optic sensors. and (c) right-side view
showing the position and size of the damage

As described in the Multi-Resolution monitoring approach, both 1D and 2D
iFEM are used for the numerical shape sensing of the wing box. Numerical strains
required for the iFEM are obtained from a high-fidelity FEM model of the wing box
developed in ABAQUS and meshed using a total of 21201 S4R elements. The FEM
strain and displacement fields are also used as a reference for iFEM results. For the
iFEM analysis, two different inverse element meshes are used for discretising the
wing box structure (shown in Fig. 4.33).
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The 1D mesh uses a total of 40 iEB2 elements, positioned along the mid-plane
of the central spar of the wing box, as shown in Fig. 4.33a. The choice of number
and type of inverse beam elements used is influenced by the nature of in-situ strain
measurements; FOSS offers a high measurement density, but all the measurements
are uniaxial and oriented parallel to the beam axis (no shear measurements). Along
each sensing line, axial strains are measured with a density of one per 5 cm, resulting
in a total of 93 axial sections where strains are measured. A minimum of 2 and a
maximum of 3 measurement sections are used per inverse beam element.

To reduce computational effort for the 2D iFEM analysis, only the top plate of
the wing box is discretised using 2D finite elements. Such an analysis is deemed suf-
ficient for the present problem, for accurately reconstructing wing box deformations.
The top plate is discretised using 480 iQS4 elements, forming a regular quadrilateral
element mesh as shown in Fig. 4.33b. For shell elements lying along a fibre sensor
line, strains measured at the element centroid (on both sides of the top plate) are
used for the iFEM analysis. Hence, strains measured at the centroid of a total of
96 iQS4 elements are used, with 48 along each sensing line (creating a continuous
sensor path from the root to the tip).

(a) (b)

Fig. 4.33 The iFEM meshes used for wing box shape sensing: (a) discretisation using inverse
beam elements (figure not representative of the actual number of elements used), and (b) top
plate discretised using iQS4 elements

The wing box iFEM results are evaluated for shape sensing and damage detec-
tion performance. Hence, two different wing box geometries are considered: an
undamaged and damaged model. The healthy wing box is used to assess iFEM
shape sensing accuracy and define a set of baseline results for damage detection.
For modelling the damaged case, a 0.1 m crack is introduced on the right spar and
located 2.5 m from the root of the wing box (shown in Fig. 4.32c). The iFEM results
for the damaged wing box are compared against the baseline results. The presence
of any damage is illustrated by any deviation from this baseline and is expected to
constitute a more robust damage detection strategy.
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The reference and iFEM reconstructed transverse deflection for the damaged
wing box are shown in Figs. 4.34. Both iFEM approaches are accurate; 1D iFEM
is less accurate with an error of 17%, while the 2D iFEM is more accurate with
an error of < 2%, as expected. The lower accuracy of the 1D iFEM is attributed to
the absence of transverse shear deformations, combined with the complexity of the
geometry investigated. The corresponding iFEM axial strain field is calculated using
the strain-displacement relations. The undamaged and damaged iFEM results are
used to calculate the baseline reduced strains as follows,

∆εxx = εxx|dmg − εxx|base (4.4)

where εxx|dmg and εxx|base represent the damaged and baseline axial strains, respec-
tively. The reference FEM axial strains is shown in Fig. 4.35a, while the baseline
reduced axial strains using the 1D and 2D iFEM are shown in Figs. 4.35b and
4.35c, respectively. Both baseline reduced plots provide different levels of damage
information, as discussed previously.

The ∆εxx distribution over the top plate, obtained using the 1D iFEM, is shown
in Fig. 4.35b. Although 1D iFEM provides reconstruction results throughout the
whole wing box structure, for an equivalent comparison with 2D iFEM, only the
results on the top plate are presented here. Two strain peaks are evident at the wing
box mid-length, correctly indicating the presence of damage. However, due to the
presence of the dual peaks, a precise damage location is not evident; only the axial
position is assured (hence termed ’low-resolution’ results). In contrast, the ∆εxx
distribution over the top plate, obtained using the 2D iFEM (shown in Fig. 4.35c),
shows a precise strain peak above the actual damage site, i.e. wing box mid-length,
above the right spar (hence termed ’high-resolution’ results).

Although both approaches provide an accurate assessment of damage presence,
the 2D iFEM is more effective in localising the damage precisely. The nature of
discretisation involved explains this difference between the two approaches. The
inverse shell elements can be used for a finer discretisation of the structural geometry,
consequently enhancing the capability of 2D iFEM to model local strain distribu-
tions accurately. 1D iFEM lacks that capacity, as the discretisation is only 1D in
nature. Any changes in the strain field due to the damage will only be reflected as a
function of the axial coordinate. However, these results should be put in perspective
considering the number of sensors used and the computational effort required for
each case.
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A further investigation is also proposed where both 1D and 2D iFEM results
are superposed (linear summation). The aim is to assess if such a combination can
produce a more accurate representation of the damaged strain field. These results are
shown in Fig. 4.36, where both baseline reduced axial strain on the top plate and its
absolute value is shown. Fig. 4.36b reveals that |∆εxx| is more accurate in localising
the damage. Although not drastically different from the results of Fig. 4.35c, the
combination of the two cases helps reinforce the axial strain peak of the 1D iFEM
with the more localised 2D iFEM strain peak.

∆𝜀𝑥𝑥

(a) ∆εxx

∆𝜀𝑥𝑥

(b) |∆εxx|

Fig. 4.36 Contour plots of (a) baseline reduced axial strain, and (b) absolute value of baseline
reduced axial strain, computed using a combination of both 1D and 2D iFEM results

It must be stated that such a combination of 1D and 2D results is not an essential
component of this monitoring strategy and is performed only for scientific curiosity.
The 1D results are sufficient for damage detection, while for precise localisation,
the 2D results are sufficient. These preliminary results help demonstrate the inspira-
tion, features, and benefits of the Multi-Resolution monitoring approach proposed.
Although demonstrated here for SHM, this novel monitoring framework also has
numerous applications for the monitoring and control of shape morphing structures.
Further discussions on this topic are presented in Chapter 6.

The investigations and results of this section are not meant to be exhaustive but
constitute only a preliminary demonstration of the Multi-Resolution monitoring
framework. Some avenues for further improvements are also identified:

• In addition to in-situ axial strains, measurement of shear strains will allow
the use of iTM2D0 or iTM2D1 elements for accurate deflection and torsional
rotation prediction of the wing box, improving damage detection performance;

• Use of more efficient sensor patterns (inspired by Section 4.1), possibly aug-
mented by virtual sensor expansion strategies;

• Damage indexes based on maximum principal or Von Mises strain for a better
representation of the reconstructed damaged strains (as shown in Section 4.2).

These investigations, as well as further developments of this monitoring framework,
are left for future work.



Chapter 5

Beam Shape Sensing: Experimental
Studies

The development of efficient 1D inverse elements for the shape sensing of beams
with complex cross-sections has been a core aim of the present work. The theoretical
formulation of these elements, presented in Section 2, was validated numerically in
Section 3. This section presents a further validation using displacements and strains
obtained from experimental test campaigns performed on different beam specimens.
Experimental data is affected by factors such as imperfect boundary conditions,
imprecise sensor positions, noisy sensor measurements, experimental errors, etc.,
which the numerical models fail to consider. Hence, the present investigation is
an ideal scenario to evaluate the robustness of iFEM results. It also assesses the
practical feasibility of the methodology in terms of the number of sensors used and
the accuracy reported and is a logical next step in the maturation of a monitoring
strategy. Three beam specimens are investigated. All experimental tests were
conducted at the LAQ-AERMEC (Aeromechanical Structural Systems) lab in the
Department of Mechanical and Aerospace Engineering of Politecnico di Torino.

5.1 Cantilevered Aluminium Beam

The preliminary investigation of this section discusses the use of iFEM for the
experimental shape sensing of a thin-walled beam with a C profile. The material
of the beam is an aluminium 6060 alloy with Young’s Modulus, E = 68.03 GPa,
Poisson’s ratio, ν = 0.335, and density, ρ = 2700 kg m3. The beam is 1.1 m long,
with a thin-walled C cross-section, roughly 45 mm high and 30 mm wide, and with a
flange thickness of 2 mm. The actual beam dimensions are slightly different due to
manufacturing tolerances involved and have been indicated in Fig. 5.1a. The beam
is fixed at the root and is loaded using a concentrated transverse load at the tip. To
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experimentally recreate an effective cantilever condition, a beam length of roughly
half of the free length is fixed.
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Fig. 5.1 The C beam profile of the aluminium beam specimen: (a) flange dimensions and
thickness, and (b) location of the strain sensors (all dimensions are in mm)

The beam is instrumented with a combination of fibre optic sensors and strain
gauges (see Figs. 5.1b and 5.2). A high-definition fibre optic sensing system provided
by Luna Innovations is used for the present test. It combines an optical distributed
strain sensor with an interrogator, allowing high-resolution strain measurements at a
gauge pitch of 1.3 mm with an acquisition frequency of 40 Hz. A 5 m long cable is
used, instrumented longitudinally (from beam root to the tip) for measuring the axial
strains along the beam axis. One strain sensing line is used per flange, the locations
of which are shown in Fig. 5.1b. In addition to the fibre optic cable, strain gauges are
also instrumented on each flange of the beam. A total of 12 strain gauges are used,
instrumented at four axial sections: x = L/6, L/3, 2L/3, and 5L/6 from the beam
root (where L represents the beam length), with three sensors per section. The strain
gauges are all oriented at an angle of 450 with respect to the beam axis, capturing
the shear strain contributions along each flange and facilitating the use of iTM2D0
and iTM2D1 elements for the present shape sensing problem.

A loading setup is devised for applying the concentrated load at the tip of the
beam (shown in Fig. 5.3a). It consists of three aluminium plates: top, bottom, and
a core, for constraining the tip cross-section, essentially acting as a rib. This setup
also allows the possibility of adjusting the horizontal location of the load point (with
respect to the shear center) for investigating different cases of beam deformation
involving both bending and torsion. The top plate also serves as a flat surface
for measuring the experimental tip deflection of the beam. Two Linear Variable
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Displacement Transducers (LVDTs) are used for measuring the tip deflections,
positioned at the two ends of the top plate as shown in Fig. 5.3b. Both transverse tip
deflection and torsional rotation can be computed from the LVDT measurements.

Fiber Optic Cable

Strain Gauge

(a)

ൗ𝑳 𝟔

ൗ𝑳 𝟑

Strain Gauges

(b)

Fig. 5.2 Images of the aluminium C beam instrumented with sensors: (a) strain gauges and
fiber cable are shown, and (b) two initial sections of the beam instrumented with sensors

𝒙

𝒛

𝒚

Clamping System

(a)

𝒛

𝒚

LVDT

𝑭

(b)

Fig. 5.3 Images of the aluminium cantilevered C beam during tests in the laboratory: (a)
isometric view with the clamping setup shown, and (b) front view with the loading setup and
LVDT measurement positions shown.
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5.1.1 iFEM Reconstruction

The experimental shape sensing is performed using the various inverse beam ele-
ments presented in Chapter 2. The high-density axial strain data obtained from the
fibre optic sensor can be used alongside a finely discretised iEB2 element mesh. Al-
ternatively, for iFEM analysis using the iTIMDO or iTM2D1 elements, strain gauge
measurements are combined with point strains measured at specific fibre locations.
As strain gauges are instrumented at four axial locations of the beam, a maximum
of two iTM2D0 elements or one iTM2D1 element can be utilized. The accuracy of
iFEM predictions is evaluated only at those locations where experimental deflections
and rotations are measured, i.e., at the tip. These investigations constitute the first
experimental validation of the novel formulations discussed in Section 2.1.2.

Table 5.1 Number and location of strain sensors for each inverse beam element, defined with
respect to the coordinate system of Fig. 5.1 (all dimension are in mm)

Elements
No. of Sectional Positions (y,z)

Axial Positions
Sensors β = 00 β = 450

iTM2D0 12 (6.13,22.6) (18.13,22.6) L
3 , 2L

3
(−1.01,12.5) (−1.01,−7.6)

iTM2D1 24 (21.13,−22.6) (10,−22.6) L
6 , L

3 , 2L
3 , 5L

6

Results for Pure Beam Bending

When the beam is loaded at its shear center (ysc = −11.56 mm from the vertical
flange), no torsional deformation is generated on the beam. This case is analysed in
the present section (using a tip load up to 88.3 N) and the performance of the various
inverse beam elements developed in Chapter 2 are compared. Preliminary shape
reconstruction is performed with either one iTM2D0 or one iTM2D1 element, using
strain measurements defined in Table 5.1. A comparison of iFEM results between
these two elements plotted as a function of the load applied is shown in Fig. 5.4.

Fig. 5.4a shows that both elements are accurate in reconstructing transverse
deflection, with the iTM2D1 element offering better results. To quantify this accuracy,
the percentage error in tip deflection is computed (using Eq. 3.1) and shown in Fig.
5.4b. Both elements report an error <10%, with iTM2D1 (average werr ∼ 7%)
clearly more accurate than iTM2D0 (average werr ∼ 8%). This higher accuracy
of iTM2D1 is attributed to the higher interpolation order and the larger number of
sensors used (see Table 5.1). However, the difference between these two elements
is marginal, indicating that iTM2D0 can be considered an ideal choice for this tip
loading problem. Another interesting feature is the improvement in iFEM accuracy
with increased load, which is attributed to the higher magnitude of measured strains
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Fig. 5.4 iFEM results, obtained using iTM2D0 and iTM2D1, for the C beam compared
against experimental results: (a) tip deflection, w, (b) percentage error in tip deflection, werr

and deflections at larger loads. These measurements are more reliable at higher
magnitudes due to the lower influence of noise or measurement errors, leading to
improved predictions.

The same beam problem is also analysed using the iEB2 element. Due to the
abundance of axial strain measurements along the beam length (measured by the fibre
optic strain sensors), the beam can be discretised using multiple iEB2 elements. In
addition to serving as an evaluation of element performance, the influence of element
quantity on iFEM accuracy can also be assessed. All axial strain measurements along
the beam length are utilised (avoiding those close to the root and free ends), and
various discretisation levels, up to seven uniform iEB2 elements, are investigated.
The iFEM results using iEB2 elements for a tip load of 88.3 N are shown in Fig. 5.5.
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Fig. 5.5 iFEM results, obtained using iEB2, for the C beam loaded using a 88.3 N tip load
and compared against experimental results: (a) tip deflection, w, and (b) percentage error in
tip deflection, werr, plotted as a function of the number of elements used

Various interesting features are observed from these plots, the principal of which
is the improvement in iFEM accuracy with an increase in the number of elements
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used. This is expected as a finer discretisation of the beam can lead to a more accurate
representation of the strain and deflection distribution along the beam length. Fig
5.5b shows that the tip deflection error reduces from ∼11% using one iEB2 element,
to ∼8.5% when using seven elements. Further increase in the number of elements
used is expected to lead to smaller improvements in the results, eventually converging
to a specific solution.

These results can also be compared with iTM2D0 and iTM2D1 element solutions
to assess the performance of each element for the same shape sensing problem.
Comparison of iFEM results obtained using one inverse element of each type reveals
increasing levels of accuracy from iEB2 (werr ∼ 11%) to iTM2D1 (werr ∼ 7%). The
lower accuracy of the iEB2 is expected as it does not consider the effect of transverse
shear deformation, which is expected to be non-negligible for the present problem.
A strategy for improving iEB2 results is the use of multiple elements as discussed
above, achieving similar levels of accuracy with up to seven iEB2 elements.

The accuracy observed in each case should be contrasted against the number
of in-situ strain measurements used. The parametric study of Fig. 5.5 used strain
measurements from over 100 axial sections of the beam (increasing depending on
the number of elements used). In contrast the iTM2D0 and iTM2D1 elements can be
implemented using measurements from at least two, and three sections, respectively
(see Table 5.1). Also, the increase in computational effort with an increase in
the number of elements used should be considered. In conclusion, the iTM2D0
element provides an optimal trade-off between high reconstruction accuracy and low
sensor requirement for the present shape sensing problem. These results provide a
preliminary validation of the novel element formulations, specifically for accurately
modelling the effect of transverse shear deformation in beam deflection.

Results for Combined Beam Bending and Torsion

Transverse loading of the beam at any point not coincident with the shear center
leads to a combined bending and torsional deformation. A single iTM2D0 element
is used for shape sensing the present problem, and the corresponding iFEM results
obtained are compared against experimental measurements. The transverse beam
deflection plotted as a function of the load applied is shown in Fig 5.6.

Fig 5.6a demonstrates the iFEM reconstruction of transverse deflection to be
very accurate. This conclusion is reinforced by the percentage error plot of Fig.
5.6b, where a maximum error of 3.5% and an average of around 1% is observed. A
novelty of the present case is the prominence of the torsional rotation at the tip, the
results of which are shown in Fig. 5.6c. The reconstructed rotations are also seen to
be very accurate, with a percentage error reducing from 7% to less than 2% as the
load is increased to 49 N (shown in Fig. 5.6c). As torsional rotation reconstruction
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x

is entirely predicated on in-situ shear strain measurements and the treatment of
transverse shear deformation by the element (in Section 2.1.2), the accuracy of these
results serves as an experimental validation of the novel formulations.

5.1.2 Digital Image Correlation Results

Evaluating iFEM accuracy by comparing with LVDT measurements is limited in
scope as comparisons are only possible at discrete locations of the beam. For a
more elaborate experimental deflection measurement over a larger area (or over the
entire beam), a dedicated measurement system based on Digital Image Correlation
(DIC) is used. DIC is a non-contact optical-based technique capable of measuring
3D displacement and strain fields over a monitored area. A commercial DIC system
provided by Correlated Solutions was used in the present experimental test campaign.
It consists of high-resolution cameras for image acquisition and software (VIC-3D)
for post-processing the acquired images and calculating the measured strains and
displacements. In contrast to LVDTs, the DIC system offers significantly higher
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measurement quantity, numerous points over an entire area, and quality, 3D strain
and displacement components.

0.974 𝑚 0.095 𝑚

𝑥

𝑧

Fig. 5.7 The vertical flange of the beam monitored using the DIC system; a dense grid of
points on the surface (required for DIC application) can be seen

In the experimental test, the DIC system is used to interrogate a 95.5×41 mm2

rectangular area on the vertical flange of the beam (close to the beam tip) as shown
in Fig. 5.7. The choice of the monitored area is influenced by the resolution of
the cameras, size of the specimen and measurement precision required. The DIC
system is used to measure displacements, ux, uy and uz, when the beam is subjected
to a 19.6 N tip load, generating both bending and torsional deformation in the beam.
These measurements are shown in Figs. 5.8a, 5.8c, and 5.8e, respectively. Fig. 5.8a
demonstrates beam bending, as the axial displacement varies linearly along the z-axis.
The effect of torsion is also evident in 5.8e, as transverse deflection, uz, is no longer
a constant at each section. It should be mentioned that due to the nature of the load
applied, deflection uz is predominant (over one order of magnitude greater than uy)
and hence more emphasis is given to its accurate reconstruction.

The iFEM analysis is performed using one iTM2D1 element with in-situ strain
measurements corresponding to Table 5.1. The displacement field over the monitored
area is calculated from the reconstructed components along the beam axis using the
kinematic relations of Eq. 2.19. The iFEM results are shown as contour plots of
ux, uy and uz in Figs. 5.8b, 5.8d, and 5.8f, respectively. The results are accurate,
both in terms of magnitude and distribution. The sole exception is uy, which, being
the displacement along the unloaded transverse axis, is more susceptible to the
influence of noise or measurement errors. As the DIC results provide displacement
measurements at a high-density set of data points, iFEM accuracy can be evaluated
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Fig. 5.8 Contour plots of DIC and iFEM (iTM2D1) displacements for the beam under a tip
load of 19.6 N (origin of the horizontal coordinate, x, is the beam root, and that of coordinate,
z, is the middle of the vertical flange; all dimensions and values are in mm)

by computing the percentage error in reconstructed displacement at each point. The
corresponding error plots are shown in Fig. 5.9.

These error plots present some interesting conclusions. The error plot of the
major deflection, uz, is shown in Fig. 5.9c and reveals the iFEM results to be highly
accurate with a maximum error of ∼4%. Similarly, the plot of uerr

x , shown in Fig.
5.9a, reveals the axial displacement reconstruction to be accurate with an error less
than 5% over the majority of the monitored area. However, several peaks with
errors as high as ∼10% are also observed. The presence of these highly localised
peaks is attributed to the low magnitude of ux combined with noise or experimental
errors. In earlier discussions, displacement, uy, was observed to be inaccurate, and
the contour plot of Fig. 5.6b backs these conclusions showing a maximum error
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Fig. 5.9 Contour plots of percentage error in iFEM reconstructed axial and transverse
displacements over the monitored area on the vertical flange of the beam

of 30%. An interesting feature is also observed in Fig. 5.9c, where a horizontal
line is visible in the plot corresponding to the location of the fibre optic sensors
instrumented on the beam flange, illustrating the sensitivity of the DIC acquisition.
The results of this section serve as another layer of validation for the new beam
formulations. As uz accuracy is contingent on an accurate iFEM reconstruction of
both w and θx, the accuracy observed for the former demonstrates the accuracy of the
latter two quantities as well. It should also be remarked that in contrast to previous
comparisons, the iFEM accuracy is assessed not just at a point but over an entire
area, further demonstrating its effectiveness.

The experimental test campaign on the aluminium C beam produced a set of
encouraging iFEM results, assisting the aim of developing an efficient shape sensing
technique for beams with complex cross-sections. The investigations continue by
analysing beam specimens involving more complex geometries next.

5.2 Additively Manufactured Beams

Encouraged by the success of previous results, further experimental investigations
are proposed. As the novel beam formulations of Chapter 2 are principally aimed at
investigating beams with more complex profiles, like the airfoil beams of Chapter 3,
similar beam specimens are designed. However, manufacturing these specimens is
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challenging, especially as their geometrical complexity increases. Normal manufac-
turing methods would be inefficient in terms of the cost or the amount of material
required. Additive manufacturing (commonly called 3D printing or rapid proto-
typing) techniques are a viable alternative that has received widespread attention
in recent years. They are also increasingly used in the aerospace industry to de-
velop lightweight, high-performance parts. As it is based on generating parts by
depositing material layer upon layer, complex geometric shapes can be manufactured.
Hence, they are adopted for the following investigations, where the exact additive
manufacturing strategy used influences the material of the beam specimen.

5.2.1 Polymer Beam Specimen

As additively manufactured parts are a relative unknown in shape sensing research
(where conventional metallic or composite parts are the norm), a preliminary in-
vestigation is proposed to understand the specimen behaviour. The beam specimen
designed is a scaled-down version of the thin-walled NACA 0016 airfoil beam
of Chapter 3, with a beam length of 125 mm, airfoil chord length of 56 mm and
wall thickness of 1.46 mm. The exact dimensions of the beam are shown in the
engineering drawings of Fig. 5.10.

Stereolithography (SLA) is chosen as a simple, fast, and low-cost manufacturing
option for printing this prototype beam specimen. SLA uses an ultraviolet laser to
trace the shape of the beam profile in a basin of photosensitive resin. Interaction
of the laser with the resin leads to resin hardening and is repeated layer-by-layer to
create the final part. Although the part is built layer-wise, the material properties are
nearly isotropic, i.e., there is no significant difference in tensile strength between the
in-plane (or in a layer) and out-of-plane (between two layers) directions. The only
limitation is that all the resins used alongside SLA are polymeric and are expected
to introduce additional material complexities to this preliminary investigation. The
Formlabs Form 2 printer is used for printing the specimen, and the resin used is
based on the thermoplastic polymer, Acrylonitrile Butadiene Styrene (ABS) [119].
In addition to the resin used, the mechanical behaviour of the manufactured part is
also influenced by print parameters such as layer thickness, part orientation during
the print, and post-curing. Hence, for a preliminary assessment of the material and
the effect of the print parameters on the final part, certain sample specimens were
manufactured and characterised using tensile tests.
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(a) Isometric view of the specimen

(b) Front view of the specimen

Fig. 5.10 Engineering drawings of the polymer beam specimen showing the beam profile
attached to the flange which serves as the clamping system for the specimen; position and
location of the clamping bolt holes are also shown (all dimensions indicated in the drawings
are in mm)
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Tensile Testing of Printed Specimens

(a) (b)

Fig. 5.11 Additively manufactured ABS parts printed using the Formlabs Form 2 printer: (a)
specimens printed for tensile test campaign to characterise material behaviour, and (b) final
printed and post-cured airfoil beam specimen

The tensile testing of moulding and extrusion plastics is specified by the international
standard ISO 527-2. Based on the standard, several test specimens are designed and
manufactured, as shown in Fig. 5.11a. To ensure the optimal properties for the final
part, the specimens are printed using a layer thickness of 0.05 mm, which is the
minimum offered by the printer. Two different print orientations are also investigated:
one where the print direction is along the longitudinal axis of the specimen (each
layer is perpendicular to the print direction), and the second where it is perpendicular
to the longitudinal axis. These orientations are specifically designed to test the tensile
strength in a layer and between two layers. Once manufactured, the specimen is also
treated to a post-curing procedure, where they are heated to a temperature of 600 C
for a time of 30 mins and then allowed to cool naturally at room temperature. The
post-curing process helps increase the tensile strength of the specimen but at the cost
of depreciating ductility.

The tensile tests are performed at the Bio-inspired Nano Mechanics lab ("G.M.
Pugno") in the Department of Structural, Geotechnical and Building Engineering,
Politecnico di Torino. The MTS Insight testing machine is used with a loading rate
of 0.3 mm/sec. Due to the two different print orientations, two loading conditions are
also achieved: loading in-plane (Specimen-1) and transverse (Specimen-2) to a layer.
Each specimen is loaded to failure, and the load and displacement data recorded is
used to plot the stress-strain curves shown in Fig. 5.12.
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Fig. 5.12 Results of the tensile test campaign: stress-strain plots of the two polymer speci-
mens; a line is also shown illustrating the slope of the linear regime of the curves

The tensile test results reveal no significant difference in mechanical behaviour
between the two specimens, perhaps the only noticeable difference being the ultimate
strength. Characteristic of polymeric materials, the stress-strain curves have a small
linear-elastic regime (approximately strains < 0.05%), followed by a large non-
linear regime, eventually ending in material failure. The failure strength of the two
specimens is reported in Table 5.2, revealing an average maximum tensile stress of
∼ 44 MPa. The Young’s modulus, estimated using the linear regime of the curve,
is also seen to be similar for the two specimens, with an average value of 2.025
GPa. Estimating these material properties allows for a suitable experiment design
for the airfoil beam specimen to ensure that applied loading lies with the linear-
elastic regime of material behaviour (which is essential for the iFEM methodology
investigated) and avoid specimen failure.

The results of the tensile test are instrumental in the final design of the airfoil
beam (shown in Fig. 5.10.) The beam is manufactured using the same resin and
under similar printing conditions with the print direction parallel to the beam axis.
The final manufactured and post-cured beam specimen is shown in Fig. 5.11b.

Table 5.2 Results of the tensile test for the two specimens (θL represents the angle between
the loading direction and plane of the layer)

Test Specimen θL
Stress at Failure

Strain at Failure
Young’s Modulus

(MPa) (GPa)

1 00 48.2 0.036 2.0
2 900 41.3 0.029 2.05



108 Beam Shape Sensing: Experimental Studies

Experimental Test of the Beam Specimen

As described before, the final beam prototype designed has a thin-walled symmetric
airfoil profile (NACA 0016). It must be remarked that, compared to the numerical
cases of Chapter 3, the trailing edge of the profile is slightly modified, where a sharp
edge is replaced by a rounded edge for convenience of manufacturing and handling.

The beam is designed to be cantilevered and loaded at the tip by a concentrated
load. In contrast to the C beam experiment, the present beam prototype is cantilevered
using a flange printed at the root of the beam. The flange is printed with a series of
holes through which it is bolted to a steel plate. As the stiffness of the steel plate is
much higher than that of the beam specimen, deformations of the beam do not affect
the plate, and hence the flange is assumed to be fixed. For a preliminary evaluation
of the efficacy of this clamping strategy, a numerical model of the beam is developed
in ABAQUS, using material properties reported in Table 5.2. The FEM results
demonstrated negligible axial displacement at the beam root, thus approaching a
fixed condition. Despite these reassurances, due to the novel nature of the setup, the
present test also serves as an experimental validation of such a clamping strategy.
The beam is loaded at the tip using a loading system consisting of a tip rib with
three holes that act as loading points. The experimental deflection of the beam is
measured using a single LVDT positioned on the beam surface near the tip. Images
of the experimental setup are shown in Fig. 5.13b.

Clamping 
Bolts

Tip Rib

(a)

LVDT

𝑭

𝒛

𝒚𝒙

(b)

Fig. 5.13 Images of the experimental setup: (a) beam specimen clamped onto a metallic base,
(b) the instrumented sensors, loading setup and LVDT locations
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Fig. 5.14 Top view of the beam specimen showing the location of the axial strain gauges

Table 5.3 Number and location of strain gauges used for the iFEM analysis of the cantilevered
polymer beam specimen subjected to a tip load

Beam Element No. of Strain Gauges Sensor Position

iEB2 3 [(0.2+,0+,−0.1−),(3L
5 ),(0)]

To ensure accurate strain measurements on the beam surface, the sensors have to
be placed sufficiently far from both the root and tip of the beam. In the present case,
as the beam length is relatively small, the number of sections and correspondingly
sensors that can be instrumented is also limited. The beam is instrumented with
three strain gauges close to the mid-section and oriented parallel to the beam axis
(described in Table 5.3). Due to the preliminary nature of the investigation, only the
iEB2 element is used for the iFEM analysis, and it requires sectional strains evaluated
in at-least two sections. Using the sectional strains evaluated near the mid-section,
{eε

2,e
ε
3} 3L

5
, and assuming the condition: {eε

2,e
ε
3}L = 0 at the beam tip, these sectional

strains can be interpolated linearly over the beam element and evaluated at sections,
x = L

3 ,
2L
3 . These strains are subsequently used for the iFEM analysis.

For a transverse beam tip load of 0.7 N, the time history of the measured strains
are shown in Fig. 5.15. The plot shows that the magnitude of measured strain
increases over time, displaying a phenomenon called creep. The entire strain time
history can be subdivided into two parts: an instantaneous component corresponding
to elastic deformation, followed by a viscoelastic deformation where the strain
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changes as a function of time and eventually converges. Similarly, unloading leads
to an instantaneous elastic, and subsequently, viscoelastic recovery of deformations.

Elastic Deformation

Viscoelastic Deformation

Fig. 5.15 Variation of strain measurement over time for the polymer beam specimen loaded
at the tip by a force of 0.7 N; the elastic and viscoelastic deformation regions are shown

The viscoelasticity of the polymer used explains the material behaviour shown
in Fig. 5.15, i.e. the constitutive relations are a function of the temperature and
strain rate. Also, an increase in load produces a corresponding linear increase
in strain, illustrating linear viscoelastic behaviour. As the loads applied restrict
the beam to linear deformations, the measured strains are also confined to the
linear regime, i.e., <∼0.05%. The present polymeric beam specimen presents
an ideal opportunity to investigate the effect of complex material behaviour on
iFEM predictions. Experimental iFEM validations in existing literature have all
been performed on either metallic or composite specimens that exhibit negligible
viscoelastic behaviour. As material viscoelasticity is governed only by strain rate
dependence on the constitutive relations, it is independent of the kinematic relations
of the structure. Hence, iFEM predictions are expected to be unaffected.

Prior to implementing the 1D iFEM, it is necessary to verify the accuracy of
the ‘beam’ assumption for the present structure. For bending about the y−axis
(i.e., due to transverse loads perpendicular to the chord length), the ratio of beam
length (125 mm) to section height (11.06 mm) is 11.3, lying within the technical
definition of beams. However, the same cannot be claimed for bending about the
z−axis. To verify the accuracy of this assumption for the experimental performed,
a high-fidelity numerical FEM model of the structure is developed in ABAQUS
and the FEM beam deflection are compared against those obtained using classical
beam theories. When the structure is subject to a tip load perpendicular to the chord
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length (parallel to z−axis), the numerical and shear corrected analytical tip deflection
reveals a difference of only ∼2.5%. This proximity of the numerical and theoretical
predictions is used to validate the beam assumption for the experimental loading
condition and underpins the iFEM analysis of the airfoil beam using experimental
strain data.

The iFEM analysis is performed using one iEB2 element, using experimental
sectional strains at two separate sections of the beam (x = L

3 ,
2L
3 ). A maximum

tip load of 4.3 N is applied in six equal load steps. The loading cycle is followed
by an unloading stage as well to assess the recovery behaviour of the beam. In
both cases, the measured strains and deflections are allowed to converge before
the next loading or unloading step. Availability of the complete time history of tip
deflection measurements allows for an assessment of iFEM performance during both
elastic and viscoelastic deformation regimes of the beam. Similarly, the deflection
measurements during beam unloading provide an assessment of iFEM performance
during the creep recovery stages. The time history of experimentally measured and
iFEM reconstructed beam tip deflections over the complete loading and unloading
cycle is shown in Fig. 5.16.
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Fig. 5.16 Results of the experimental test on the polymer beam specimen: comparison of tip
deflection time history measured using an LVDT, and reconstructed using the iEB2 element

Fig. 5.16 reveals the reconstructed tip deflections to be very accurate both
during the elastic and viscoelastic deformation regimes of the beam. Similar but
slightly lower levels of accuracy are seen during beam unloading. iFEM accuracy
is quantified by calculating the percentage error in the tip deflection as a function
of time, as shown in Fig. 5.17. The results are confirmed to be very accurate, with
a percentage error in tip deflection < 5% across most of the loading and unloading
phases. Higher errors (∼ 10%) are seen close to the end of the unloading process.
Minor error peaks are also seen, occurring between any two load steps. They are
attributed to the high sensitivity of the LVDT combined with any experimental
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errors during the handling of the beam due to imperfect loading and unloading of
weights. Despite these minor issues, it can be concluded that the high accuracy of
the reconstructed deflections present a clear validation of the material independence
of the iFEM methodology used.
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Fig. 5.17 Results of the experimental test on the polymer beam specimen: time history of
percentage error in tip deflection reconstructed using the iEB2 element

An interesting feature of Fig. 5.16 is that, under similar loads, the magnitude of
tip deflection during the loading and unloading cycles are not equal, indicating the
presence of unrecovered elastic or plastic deformations in the beam. Perhaps more
time at each load step or complete unloading of the beam is required to achieve full
recovery. Additional investigations, e.g., creep or stress relaxation tests, are required
to characterise this material behaviour fully. However, this is not the focus or within
the scope of the present work.

iFEM results for the polymer airfoil beam are extremely encouraging, particularly
for developing a more elaborate experiment involving a larger specimen. These
results also validate the novel beam clamping setup adopted. Clamping using bolts
and a flange printed directly on the specimen is effective and robust enough to mimic
an ideal clamping situation. Based on these conclusions, a larger airfoil specimen is
designed, manufactured and experimentally tested. These details are discussed in
the next section.

5.2.2 Metallic Beam Specimen

The successful experimental shape sensing campaign on the polymer airfoil beam
prompted further investigations on additively manufactured beam specimens. In
particular, two key adaptions required for the new beam are identified:
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• Longer length (with respect to section height) to better approximate beam
behaviour and to provide sufficient surface area for sensor instrumentation;

• Use of a metallic material to avoid material complexities and focus primarily
on the challenges to shape sensing caused by the geometrical complexity of
the beam.

Based on these considerations, a new airfoil beam prototype is designed. It is meant
to be a scaled-up version of the old design, using the same thin-walled NACA 0016
airfoil profile. The beam is 295 mm long, with an airfoil chord length of 76 mm and
a wall thickness of 2 mm. The dimensions are given in more detail in Fig. 5.18.

As the new beam specimen is also meant to be additively manufactured, but now
using a metallic alloy, SLA is no longer a viable option. Direct Metal Laser Sintering
(DMLS) is chosen as the manufacturing technique for the present specimen. DMLS
uses a high power laser aimed at a bed of very fine metallic powder, to melt and
fuse the powder together and create a layer of the part. This process is repeated
layer-by-layer to create the final part. The material used is an aluminium alloy:
AlSi10Mg, a typical casting alloy with high strength, low weight, and good thermal,
fatigue, and creep properties. It has a Young’s Modulus, E ≈ 70 GPa, and density,
ρ ≈ 2670 kg/m3. Due to the nature of the manufacturing process, the in-layer
strength is expected to be slightly higher than the out-of-layer strength. However,
this orthotropic material behaviour is not expected to pose a significant problem for
investigating shape sensing performance.

It must be noted that the actual mechanical behaviour of a DMLS printed part
depends on the print parameters (such as layer thickness, orientation, etc.) and the
local heating and cooling cycles experienced by the part. Hence, the final behaviour is
expected to be highly dependent on the geometry of the part and can be different from
those obtained from conventional tensile test experiments. The beam is designed
considering the failure strength of the material (reported in Table 5.4) and with high
safety of factor due to the uncertainties involved.

Table 5.4 Expected material properties of a part manufactured using DMLS with the alu-
minium alloy; the values reported are the lower limit, i.e., out-of-layer strength

Material
Young’s Modulus Density Yield Strength Strain at Break

(GPa) (kg/m3) (MPa) (%)

AlSi10Mg 70±10 2670 240±30 6±5
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(a) Isometric view of the airfoil beam specimen

(b) Front view of the airfoil beam specimen

Fig. 5.18 Engineering drawings of the metallic airfoil beam specimen showing the beam
profile attached to the flange which serves as the clamping system for the specimen; position
and location of the clamping bolt holes are also shown (all dimensions indicated in the
drawings are in mm)
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Table 5.5 Number and location of in-situ strain measurements used for the iFEM analysis of
the cantilevered metallic airfoil beam specimen subjected to a tip load

Beam Element No. of Sensors Sensor Position

iTM2D0 30
[(±0.2+,0−),(L

6 ,
L
3 ,

L
2 ,

2L
3 , 5L

6 ),(0)]
[(±0.2−,0+),(L

6 ,
L
3 ,

L
2 ,

2L
3 , 5L

6 ),(45)]

The surface strains on the beam are measured using both distributed fibre optic
strain sensors and strain gauges, as shown in Fig. 5.19a. A 2 m long fibre optic
cable (with an interrogator system provided by Luna Innovations) is instrumented
for measuring the axial strains. The fibre creates three longitudinal sensor paths,
two on the top and one on the bottom surface of the beam, as described in Table
5.5. Similarly, strain gauges are also instrumented on the beam to measure the
contribution of the shear strains. A total of 15 strain gauges are used, uniformly
placed at five axial sections of the beam (see Table 5.5). Hence, a total of six in-situ
strain measurements are available in each section, three axial (β = 00) and three
inclined (β = 450).

Similar to the previous case, the beam is cantilevered and loaded by a concen-
trated load at the tip, as shown in Fig. 5.19b. Due to the success of the clamping
strategy adopted in the previous case, a similar approach is used here, and the beam
is printed with a flange at its root. The flange is connected to a metallic base support
structure using clamping bolts. As the aluminium beam is much stiffer than the poly-
mer specimen, this base support structure is chosen to be much stiffer and heavier
than the beam material to avoid any undesirable rigid body motion during beam
loading. Here again, a numerical FEM model of the beam (developed in ABAQUS)
is used to analyse the efficacy of clamping using this new stiffer material. The axial
displacements at the beam root and on the flange are observed to be negligible, thus
approximating a fixed condition.

For loading the beam specimen, a tip loading setup is designed. It consists of a
top, bottom flange, and a core inserted in the beam. Combined, they effectively act
as a rib at the tip of the beam, on which loads can be applied. The top and bottom
flanges are connected using bolts for easy and effective mounting and unmounting.
The beam tip deflection is measured experimentally using two LVDTs at two points
on either side of the top flange of the tip rib. The LVDTs are mounted directly on
the base support structure (similar to the beam) to avoid the measurement of any
rigid body components due to the motion or rotation of the entire beam test setup.
Considering a sufficient safety of factor, a maximum tip load of 49 N is estimated,
with loads applied incrementally at steps of 4.9 N. Due to the metallic nature of the
material used, the measured beam deflection is expected to be instantaneous without
a time-varying component.
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Fig. 5.19 Images of the additively manufactured metallic airfoil beam: (a) printed specimen
instrumented with strain sensors;root flange can be seen, and (b) the final setup of the beam
specimen after clamping; tip loading setup and direction of the load applied is shown

Preliminary Shape Sensing Results

Similar to the airfoil beam of Section 5.2.1, the accuracy of the beam assumption
is also assessed for the present structure. For bending about the y−axis, the ratio
of beam length to section height is 19.6 (satisfying the beam assumption), while
for bending about the z−axis, it is 3.9. A high-fidelity numerical FEM model of
the structure is developed in ABAQUS, and for tip loading perpendicular to the
chord length (parallel to z−axis), the numerical and shear corrected analytical tip
deflections revealed a difference of only 0.3%. The proximity of these results helps
validate the beam assumption for the metallic airfoil beam and subsequently the 1D
iFEM is used to analyse the structure based on experimentally measured strains.

The iFEM analysis is performed with one iTM2D0 element, utilising the in-situ
strain data described in Table 5.5. For the preliminary case, where the beam is
incrementally loaded at the tip, close to the shear center of the beam, the iFEM
reconstructed and measured tip deflection is reported in Table 5.6. Surprisingly, these
results are extremely inaccurate, with an almost constant error in tip deflection of
∼50%. The results can be rationalised in two ways: either the 1D iFEM methodology
applied is extremely inaccurate, and thus unsuitable for the present beam problem, or
the error is due to an issue with the experimental setup. These results are alternatively
presented as line plots in Fig 5.20a.
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Table 5.6 Experimental and iFEM reconstructed tip deflection for the cantilevered metallic
airfoil beam for different tip loads

Load Experimental Deflection iFEM Deflection Deflection Error
(N) (mm) (mm) (%)

4.9 -0.148 -0.072 50.91
9.8 -0.317 -0.157 50.39

14.7 -0.482 -0.229 52.46
19.6 -0.652 -0.308 52.72
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Fig. 5.20 iFEM results for the metallic beam, obtained using the iTM2D0 element, compared
against reference experimental results: (a) tip deflection, and (b) difference in tip deflection,
plotted as a function of the tip load applied

The line plot presents some interesting conclusions: experimental and iFEM
reconstructed tip deflections vary linearly with increasing load. The iFEM results also
imply that the measured strains vary linearly. These results are not representative
of any material or geometrical non-linear behaviour of the beam and hence are
ruled out as a possible explanation. The difference between the experimental and
iFEM deflections are also calculated and plotted in Fig. 5.20b, where the deflection
difference is also seen to vary as a function of the load applied. This behaviour can
be explained by a physical phenomenon that is both linear and elastic, given that the
linear variation is observed both during beam loading and unloading.

A possible explanation is the rigid body motion of the beam, most likely due to
imperfect clamping, that would generate an additional linear component of measured
deflection without any corresponding strains. Based on this conclusion, the clamping
system was reevaluated, during which the actual source of the errors was discovered.
A closer inspection of the beam specimen revealed cracks at the root of the beam,
between the beam section and the flange, as shown in Fig. 5.21a. The crack extended
from the top to the bottom of the section, along the leading edge of the beam.
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However, the depth of the crack was not easily discernable purely through visual
inspection. Although the flange is rigidly fixed using clamping bolts, loading and
unloading the beam leads to a corresponding opening and closing of the crack,
respectively. Hence, the beam can no longer be assumed to be fixed as the crack acts
as a source of rigid body rotation at the root of the beam.

The crack coincides with the location of the highest stress concentration expected
on the beam, i.e., at the root and close to/along the leading edge where the section
height is highest. The lack of a crack along the trailing edge of the airfoil section
also attests to this theory. It is also possible that the sharp edge between the beam
and the flange exacerbated the problem (by generating additional stress), in which
case a possible solution is the use of a fillet.

Crack

(a)

Crack

(b)

Fig. 5.21 Images of the metallic airfoil with the crack observed at the root: (a) along the
leading edge of the airfoil, and (b) extending from the leading edge to nearly half the chord
length of the airfoil; notice that it does not extend further towards the trailing edge

However, given that the beam is designed and the loads were selected ensuring a
very high safety of factor, the cause of the crack is not evident. A possible explanation
can be found in the manufacturing strategy employed. As described at the beginning
of this section, the final mechanical characteristics of the part are a function of the
local heating and cooling cycles experienced. This can be influential when printing
geometrically challenging areas, like the sharp change in the section near the root,
potentially leading to poorer print quality. This depreciation in print quality will
result in much lower mechanical properties at the root compared to those reported
in Table 5.4. These are just some preliminary conclusions and observations derived
from conversations with technicians who assisted in manufacturing the specimen. A
definite cause of the crack and its absence in the polymer beam specimen can only
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be established after a more elaborate investigation of both the printed parts and the
materials. The present experience serves as a cautionary tale in the use of additive
manufacturing, illustrating some of the potential limitations involved.

𝐾𝑟𝑜𝑜𝑡

𝐹𝐿

𝑥

𝑧

Fig. 5.22 Analytical model of the airfoil beam subjected to a tip load with the imperfect
clamping condition modelled using a pinned support and a torsional spring

Shape Sensing an Imperfectly Clamped Beam

Despite these shortcomings, the present experimental campaign is used as an oppor-
tunity to model and investigate the influence of imperfect boundary conditions on
iFEM reconstruction. Analytically, this imperfectly clamped beam can be modelled
as a beam with a pinned support combined with a torsional spring at the root (shown
in Fig. 5.22), where the spring stiffness governs the elasticity of the root. In the case
of perfect clamping, the spring stiffness approaches infinity, while in the present
case, it is a function of the size of the crack.

From the analytical model of Fig. 5.22, the total beam tip deflection can be
written as a superposition of a rigid body component, wRB and an elastic beam
deformation component, we, as

w(x) =wRB(x,Kroot)+we(x)

=− FL
Kroot

x− FL
2EIyy

x2 +
F

6EIyy
x3 (5.1)

where F is the tip load, L is the beam length, E is the Young’s modulus of the
material, I is the second moment of area, and Kroot is the stiffness of the spring. The
derivation of Eq. 5.1 is given in Appendix D. Based on this definition, Fig. 5.20b
can now be interpreted a plot of wRB as a function of F .

Assuming the veracity of this analytical model to perfectly capture experimental
beam behaviour, the present study aims to filter the rigid body component from the
experimentally measured deflections. As rigid body motion does not contribute to the
measured strains, a comparison of iFEM reconstructed deflections with this ’filtered’
experimental deflection would be a fair comparison of beam deformation. However,
this cannot be achieved through a direct approach, as it would require knowledge
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of the load applied and the spring stiffness, negating the proposed benefits of iFEM.
Hence an inverse approach is proposed.

The analytical beam deflection of Eq. 5.1 is rewritten in terms of two unknown
coefficients, a1 and a2 as,

w(x) = a1x+a2

(
x2L− x3

3

)
(5.2)

Given experimental deflection measurements, wexp, at multiple axial locations, x1
and x2, Eq. 5.2 can be written in vector form as,[

x1 x2
1L− x3

1
3

x2 x2
2L− x3

2
3

]{
a1
a2

}
=

{
wexp(x1)
wexp(x2)

}
(5.3)

Eq. 5.3 can now be solved by simple matrix inversion to obtain these unknown
coefficients. Using the coefficient values evaluated, the rigid body component is
filtered from the measured deflection as,

w f (x) =wexp(x)−wRB(x)
=wexp(x)−a1x

(5.4)

where w f is called the filtered experimental beam deflection, representing the contri-
bution due to beam deformation.

For the experimental implementation of this filtering approach, LVDTs are placed
at three axial locations of the beam, x =0.43 L, 0.57 L, and 0.76 L, from the root,
respectively. This is in contrast to the previous test, where the deflections were
measured only at the tip of the beam. Similar to the previous test, the beam is
incrementally loaded at the shear center up to a maximum load of 49 N, and one
iTM2D0 element is used for the iFEM analysis. The iFEM results compared against
experimental deflections are shown in Fig. 5.23a. Results of Fig. 5.23a reveal the
iFEM predictions to be more accurate than previously demonstrated. Comparison
with the unfiltered deflections reveals large errors similar to those observed in Fig.
5.20a. However, the filtered results correlate very well with the iFEM predictions at
all three axial sections monitored. The iFEM results as a function of the load applied
are shown in Fig. 5.23b. Although the reconstructed deflection remained linear,
filtered deflections were not, because of which clear inaccuracies are observed at
loads ∼ 30−40 N. The lack of linearity possibility illustrates the sensitivity of the
filtering approach in terms of the effect of noise or experimental errors (in the LVDT
measurements) on the filtering results. More robust filtering strategies are expected
to yield more accurate results.

iFEM accuracy is quantified in Fig. 5.24, where a percentage error less than 15%
is observed over the majority of the loading cycle. Errors as high as 20% are also
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Fig. 5.23 iFEM results, obtained using one iTM2D0 element, for the metallic airfoil beam:
(a) reconstructed transverse deflection along the beam length for a tip load of 49 N, compared
against filtered and unfiltered experimental measurements, and (b) iFEM and experimental
transverse deflection at x =0.76 L, plotted as a function of the load applied
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Fig. 5.24 iFEM results, obtained using one iTM2D0 element, for the metallic airfoil beam:
percentage error in transverse deflection at x =0.76 L, as a function of the load applied

reported. Although not ideal, these results are a significant improvement on those
presented in Fig. 5.20. Unfortunately, due to the high torsional stiffness of the beam,
load cases where the beam undergoes combined bending and torsion could not be
investigated effectively. Regardless of these limitations, the novelty of the present
investigation should not be understated. These results present the first experimental
application of iFEM for problems involving imperfect boundary conditions.

The main conclusions from this chapter describing experimental shape sensing
using iFEM are briefly described below:

• The treatment of shear strains in the novel beam formulations is validated and
demonstrated to be accurate for predicting the transverse shear and torsional
deformation of beams with complex cross-sections;

• The iFEM formulation is demonstrated to be independent of the material
properties of the analysed structure;

• A strategy based on filtering measured displacements can be used for analysing
structures with imperfect boundary conditions.



Chapter 6

Control Strategy for Shape Morphing
Structures

The need for efficient and robust shape sensing methodologies has underpinned
the work presented in previous chapters. However, in addition to improving shape
sensing performance, investigating potential applications is also vital for their matu-
ration. Chapter 4 described an initial effort in the use of iFEM for SHM, specifically
for damage detection in beams and plates. Another potential application is for the
monitoring and control of shape morphing structures. However, previous efforts in
this regard have been non-existent or limited at best.

This chapter describes initial efforts in developing a novel monitoring and opera-
tional framework for shape morphing structures using a control philosophy based on
the iFEM methodology. Various control schemes are proposed considering structures
which are isolated or under the effect of unknown external loads.

𝐏(t)

𝐔(t)

𝐏(t + ∆𝑡)

𝑦

𝑧

𝑥

𝑁𝑧,𝑀𝑧 𝑗

𝑁𝑦,𝑀𝑦 𝑗

𝑁𝑥,𝑀𝑥 𝑗

Fig. 6.1 The initial and final shape acquired by a shape morphing airfoil over a time period
∆t; the nodal actuation loads can also be seen
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6.1 Open-Loop Framework

The shape morphing beam or plate structure is considered to be defined in the
three-dimensional orthogonal Cartesian coordinate system x ≡ {x,y,z}. The control
formulation is based on a finite element framework, where the structure is discretised
using a finite element mesh, with a total of ’e’ elements and ’n’ nodes.

At any instant of time t, the location of a node, i, is defined by its coordinates,
Pi(t) ≡ {x,y,z}T

i . The global shape of the structure is then given by the vector
of nodal coordinates, P(t)[3n×1] = {Pi(t)} (the subscript [∗×∗] indicates the vec-
tor/matrix dimensions). Any change in shape of the structure over an interval of time
∆t can be defined as the change in this nodal coordinate vector,

P(t +∆t) = P(t)+U(t) (6.1)

where, U(t)[3n×1] = {Ui(t)} is the global nodal displacement vector. The change in
position of a node, Ui(t) = {u,v,w}T

i , is defined in terms of the variables, u, v, and
w, representing the nodal displacements along the x, y, and z−axis, respectively.

The objective of the shape control strategy is to coordinate the change of shape
from an initial to the desired state. This reference shape is defined by the vector
of nodal coordinates, Pre f , and the corresponding nodal displacements required for
achieving this state is defined by, Ure f . Assuming the reference shape to remain
fixed or time-independent, the change from the initial to the desired state of the
structure can be defined as,

P(t +∆t) = P(t)+Ure f (t)≡ Pre f (6.2)

where attaining Ure f is the primary goal for successful morphing.

Any change in the shape of the structure is initiated by a series of actuators
instrumented within or on the surface of the structure (shown in Fig. 6.1). Using
these actuators, concentrated forces and moments can be generated at any node, j;
these nodal forces are represented by, L j(t) = {Nx,Ny,Nz,Mx,My,Mz}T

j , where Nx,
Ny, Nz, are nodal forces along the x, y, and z−axis, respectively, and Mx, My, Mz,
are nodal moments about the x, y, and z−axis, respectively. The total nodal force
vector can be written as, L(t)[6m×1] = {L j(t)}, where m represents the total number
of nodes where actuation loads are present. In the most general case, m = n and
actuators are assumed to be present at all nodes of the structure.

At any time t, the instantaneous nodal displacements developed on the structure
due to the action of these nodal actuation loads can be described as,

U(t) = AL(t) (6.3)
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where A[3n×6m] is a vector of influence coefficients. Each column of A represents
the nodal displacements generated due to the independent action of a unit force or
moment at a particular node of the structure. For example, the first column of A
represents U due to a unit Nx load at node 1.

The objective of the present formulation is to identify the load vector, L, that
generates the desired nodal displacements, Ure f . This is accomplished by a functional
defined as the least-squares error between the actual and desired nodal displacements,

Φm = ||Ure f −U(t)||2 = 1
2

LT KL−LT F+C (6.4)

where matrix K and vector F are similar to the stiffness matrix and force vector in
the direct FEM. In the present scenario, K is only a function of the number and
location of actuators used, while F is a function of the actuator position and final
desired shape of the structure. They can be defined as,

K = AT A F = AT Ure f (6.5)

Equation 6.4 is solved by minimising the functional with respect to the nodal actua-
tion loads to obtain series of linear algebraic equations,

KL = F (6.6)

If K is a non-singular, Equation 6.5 can be solved by matrix inversion to obtain
the nodal actuation loads, L, required to achieve the desired shape at the next time
step. The control flow in the present case is open-loop in nature. Prior knowledge
of the influence matrix, A, is key to implementing the present strategy. This can be
measured experimentally or numerically, and any inaccuracies in its estimation can
lead to poor results. The entire workflow of the open-loop control approach is shown
in Fig. 6.2.

Reference Shape,
𝐏𝑟𝑒𝑓

Final Shape Achieved,
𝐏(𝑡 + ∆𝑡)

Shape at time 𝑡,
𝐏(𝑡)

Actuation Loads:
𝐋(𝑡)

Nodal Displacements,
𝐔𝒓𝒆𝒇

Updating Time Step, 
𝑡 → 𝑡 + ∆𝑡

START

Fig. 6.2 Flow diagram illustrating the main steps of the open-loop framework for controlling
the shape of a morphing structures



6.2 Closed-Loop Framework 125

𝐏(t)

𝜀𝑥𝑥, 𝜀𝑦𝑦, 𝛾𝑥𝑦 𝑘

𝐔(t)

𝐏(t + ∆𝑡)

𝑦

𝑧

𝑥

𝑁𝑧,𝑀𝑧 𝑗

+ ഥ𝑁𝑧, ഥ𝑀𝑧 𝑗

𝑁𝑦,𝑀𝑦 𝑗

+ ഥ𝑁𝑦, ഥ𝑀𝑦 𝑗

𝑁𝑥,𝑀𝑥 𝑗

+ ഥ𝑁𝑥 , ഥ𝑀𝑥 𝑗

Fig. 6.3 The initial and final shape acquired by a shape morphing airfoil over a time period
∆t; the nodal actuation loads and the surface instrumented strain sensors are shown

6.2 Closed-Loop Framework

In cases where the number of actuators used are low (m << n) or the structure is
influenced by external loads, the actuation, L(t), calculated by Eq. 6.6 may not be
successful in achieving the desired shape, i.e., P(t +∆t) ̸= Pre f . Similar situations
are also encountered when the desired shape is a function of time, Pre f (t), or of the
operational conditions of the structure. For such problems, feedback information is
required for taking further corrective actions, and the final shape may be achieved
after multiple time steps.

The iFEM serves as a valuable tool in such situations, providing real-time infor-
mation regarding the structural shape using surface strain measurements. Depending
on the structure, both beam and plate iFEM can be used. The accuracy of the
feedback information is dependent on the accuracy of the iFEM results. Hence,
the previous framework is redefined by introducing an iFEM feedback-based shape
correction capability.

In addition to the actuators, the structure is now assumed to be instrumented
with strain sensors at discrete locations, xk ≡ {x,y,z}k, (k = 1, ...,N), where N is
the total number of strain sensors used. The sensors are used for measuring surface
strains, {εxx,εyy,γxy}k. The strain measurements at any time t, is used to compute
the iFEM reconstructed shape, PiFEM(t). This closed-loop framework is explained
by considering two separate cases:a structure under external loads and morphing
control using an insufficient number of actuators.
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Reference Shape,
𝐏𝑟𝑒𝑓
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Fig. 6.4 Flow diagram illustrating the main steps of the iFEM-based closed-loop framework
for controlling the shape of morphing structures

6.2.1 Structure Under External Loads

Assuming the structure during operation is influenced by external factors lead-
ing to loads being developed on its surface. The total load at any node j of the
structure can be defined as the superposition of an actuation component, L j(t) =
{Nx,Ny,Nz,Mx,My,Mz}T

j , and nodal contributions due to the unknown external load,
M j(t) = {Nx,Ny,Nz,Mx,My,Mz}T

j . The corresponding global force vectors can be
defined as, L(t)[6m×1] = {L j(t)}, and M(t)[6m×1] = {M j(t)}.

Considering the structure actuated at any time t by a force, L(t), calculated based
on Eq. 6.6. The resultant nodal displacements generated can now be written as,

U(t) = A(L(t)+M(t)) (6.7)

It is evident from Eq. 6.2 that the shape achieved at the next time step will not
correlate with the desired shape,

P(t +∆t) =P(t)+U(t)
=P(t)+A(L(t)+M(t)) ̸= Pre f (6.8)

At the time step, t +∆t, information regarding the new shape achieved is obtained as
feedback from the iFEM results,

P(t +∆t)≡ PiFEM(t +∆t) (6.9)
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Given information regarding the initial and final states of the structure, the new
vector of desired nodal displacements can be calculated as,

Ure f (t +∆t) = Pre f −PiFEM(t +∆t) (6.10)

This new Ure f (t +∆t) is used in the least-squares functional of Eq. 6.6 to calculate
the updated actuation load, L(t +∆t).

A claim can be made regarding the expected magnitude of the updated actuation
load. As the shape inaccuracy is due to the external load, using Eq. 6.10, the change
in actuation load at the new time step can be defined as,

∆L(t +∆t) = L(t +∆t)−L(t)≈ M(t) (6.11)

Eq. 6.11 is only stated for theoretical understanding, and as M(t) is unknown,
it cannot be employed directly in the control strategy. As mentioned previously,
L(t +∆t) should be estimated inversely using Eq. 6.10 in Eq. 6.6. The flowchart of
this iFEM based closed-loop control strategy is shown in Fig. 6.4.

Some interesting observations and conclusions from these results are briefly
stated here. The equivalence of Eq. 6.11, i.e., ∆L(t + ∆t) ≈ M(t), is an ideal
scenario that would ensure the successful achievement of the desired shape at the
next time step, P(t +2∆t) = Pre f . However, it is contingent on the ability of iFEM
to accurately reconstruct the updated shape of the structure (stated in Eq. 6.9). iFEM
inaccuracies can lead to, P(t +2∆t) ̸= Pre f , where further time steps are required to
update the load and converge to the closest solution acceptable.

As mentioned previously, prior and accurate estimation of the influence matrix, A,
is key for the present control strategy. In cases where direct experimental or numerical
estimation is difficult or impossible, the iFEM reconstructed nodal displacements
due to individual actuation loads (applied experimentally) can be used to formulate
the new iFEM-based influence matrix, AiFEM ≡ A. Here again, the iFEM accuracy
is a key factor influencing the final morphing results obtained.

6.2.2 Sparse Set of Actuators

When the structure is instrumented with only a sparse set of actuators (m << n), the
desired shape may not be achieved at the next time step or, in certain cases, may
never converge to an accurate solution regardless of multiple time updates. Although
partially a failure of the morphing system, the control strategy can be redefined to
optimise the results of structural morphing. This is accomplished through a weighted
least-squares error functional.
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For this present approach, a redefinition of Eq. 6.4 is used, where Φm is now
defined as a weighted least-squares functional,

Φ
λ
m = ||Ure f −U(t)||2 = 1

2
LT Kλ L−LT Fλ +C (6.12)

where λ indicates the functional formulated based on weighting each nodal dis-
placement contribution. The new weighted Kλ matrix and Fλ vector are defined
as,

Kλ =
3n

∑
i=1

λiAT
i Ai F =

3n

∑
i=1

λiAT
i (Ure f )i (6.13)

where the subscript (•)i represents the ith row of a matrix or a vector, implying,
λλλ = {λi}, A = {Ai} and Ure f = {(Ure f )i}.

Here, λλλ is the weighting coefficient vector, and is used to associate a value
of weight, λi, to each nodal displacement component of U. High (λi = 1) or low
(λi = 10−2 −10−4) values can be used to enforce a stronger or weaker correlation
between the initial and desired values of the nodal displacement in the error functional
of Eq. 6.12. It should be stated that the use of constant weighting coefficient for all
nodes is equivalent to the functional formulation of Eq. 6.4.

The present weighted formulation is useful when the overall morphing accuracy is
poor. In such cases, weights can be used to redistribute the accuracy over the domain,
i.e., specific nodal displacements with higher weights will better approximate the
desired displacement value, compared to those with lower weights. Hence, the
morphing performance of certain key areas of the structure can be given more
emphasis, e.g. like the leading or trailing edge of an aircraft wing, to maximise
structural performance.



Chapter 7

Conclusions

7.1 Summary

Real-time structural monitoring systems are an essential technology for ensuring the
long-term health, safety, and performance of aircraft structures and can also play
a vital role in the operation and control of the next generation of shape morphing
structures. This work presents the development of 1D and 2D iFEM-based structural
monitoring solutions to address some of the challenges that hinder existing systems
from practical adoption.

The work primarily focused on improving existing 1D iFEM formulations and
proposing novel inverse beam elements capable of modelling geometrically complex
beam structures. A novel beam element formulation is proposed for analysing
beams with complex cross-sectional profiles. This involved an accurate treatment
of shear strains due to transverse and torsional loads, inherently a function of the
beam section, and is accomplished using certain shear coefficients and functions.
Numerical results reveal the novel formulation to be accurate in modelling transverse
shear and torsional deformation. Further development of the formulation involves
the analysis of thin-walled beams undergoing cross-sectional warping. The effect of
axial displacements due to warping is modelled, and higher-order shape functions are
proposed to capture the axial variation of torsional rotation. The developed elements
are analysed numerically, revealing moderate success in reconstructing torsional
deformation with the potential for further improvement.

The novel beam elements are also used for the experimental shape sensing of
a cantilevered aluminium thin-walled C-beam subjected to tip loading. The exper-
imental results demonstrate high iFEM accuracy in reconstructing the transverse
deflection and torsional rotation of the beam, further validating the novel formulation.
The experimental investigations on additively manufactured beam specimens are
also a relative novelty in the domain of shape sensing research. Investigation of the
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polymer beam specimen revealed iFEM to be effective in producing accurate results
even under the influence of complex material properties, like creep and viscoelas-
ticity, thus validating the material independence of the iFEM methodology. The
challenges involved in testing and analysing the additively manufactured metallic
beam specimen provided an ideal opportunity to assess the effect of imperfect bound-
ary conditions on iFEM results. Despite the relative success of the method proposed
to filter experimentally measured beam deflections, additional improvements are
possible.

In parallel with the development and validation of novel inverse beam elements,
existing 2D iFEM formulations are also investigated in terms of the number and
position of strain sensors required for generating accurate results. Efficient strain
sensor patterns are proposed, resembling the shape of commonly used load-bearing
frame structures, for generating robust and accurate iFEM solutions. Numerical in-
vestigations demonstrated them to be effective for the shape sensing of a cantilevered
plate, particularly for reconstructing the lower and higher vibrational mode shapes.
Virtual sensor expansion, using the SEA, is demonstrated to be an effective strategy
for accurately extrapolating in-situ strains. Coupling sensor patterns with virtual
sensor expansion strategies led to the derivation of new reduced patterns, further
reducing the number of sensors used without compromising iFEM accuracy. An
iFEM-based damage detection and localisation strategy for thin plates is proposed
and demonstrated numerically, and its performance is characterised using probability-
based metrics. In this case, the use of virtual sensor expansion led to the development
of more efficient solutions. Maximising the benefits and minimising the limitations
of both 1D and 2D iFEM methodologies, an integrated Multi-Resolution monitoring
approach is introduced and numerically demonstrated for the monitoring of a wing
box structure.

Finally, this work also lays the theoretical foundation for an iFEM-based control
framework for shape morphing structures, where iFEM results are used as feedback
information for closed-loop shape control. The basic framework is introduced, and
specific cases are discussed, such as structures under the influence of unknown
external loads or those instrumented with a limited number of actuators leading to
insufficient actuation performance.

7.2 Future Work

All investigations presented in this work are not meant to be exhaustive but rather
place markers for ongoing research efforts. Further integration of 1D and 2D
inverse elements would be effective from the perspective of iFEM accuracy and
computational effort. In contrast to the Multi-Resolution approach described above,
beam and shell elements can also be used in conjunction with the same inverse model
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for modelling complex structures. Similar strategies are commonly adopted in direct
FEM models and are expected to reduce the number of elements and sensors used
and lower the computational effort.

Also, the proposed morphing framework is a preliminary work in this domain
and requires further development. Numerical and experimental assessments can
reveal the efficacy of this preliminary framework and highlight avenues for further
development.
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Appendix A

Element Shape Functions

A.1 Euler-Bernoulli Beam Element

The shape functions for the iEB2 element defined as a function of the axial coordinate,
x ∈ [0,Le],

L1(x) =1− x
Le

L2(x) =
x
Le

M1(x) =1− 3x2

L2
e
+

2x3

L3
e

M2(x) = x− 2x2
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x3
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e

M3(x) =
3x2

L2
e
− 2x3

L3
e

M4(x) =−x2

Le
+

x3

L2
e

(A.1)

where Le is the element length, and x = 0, and x = Le represents the element limits.

A.2 Timoshenko Beam Element

The shape functions for the iTM2D0 and iTM2D1 elements are defined in the element
natural coordinates,η ∈ [−1,1], and are stated below.

The Lagrange polynomial of order-1:

L(1)
1 (η) =

1
2
(1−η) L(1)

2 (η) =
1
2
(1+η) (A.2)

The Lagrange polynomial of order-2:
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η(η −1) L(2)
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2) L(2)
2 (η) =
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The Lagrange polynomial of order-4:
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(A.4)

Anisoparametric interpolations for the iTM2D0 element [73]:
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(A.5)

Anisoparametric interpolations for the iTM2D1 element [73]:
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Appendix B

Numerical Estimation of Transverse
Shear Strain

This section provides a detailed explanation of the calculation of shear functions,
{ f1, f2, f3}, and coefficients, {kty,kεy,ktz,kεz}, introduced in Section 2.1.2. These
quantities are estimated using results from a high-fidelity FEM model of the structure
in Section B.1, and other numerical or analytical strategies that can be used are
summarised in Section B.2.

B.1 Estimation using a FEM Model

The estimation of shear functions and coefficients using FEM results is demonstrated
for the case of a prismatic airfoil beam with a NACA 0016 airfoil profile, similar to
the one analysed in Section 3.1. The beam is 20 m long with a chord length of 1 m.
It is clamped at the root and loaded by concentrated forces at the tip. A high-fidelity
FEM model of the beam is developed in ABAQUS, with 8490 C3D8R (linear brick)
elements per cross-section and 100 elements along the beam length. Discretisation
of the solid beam cross-section is shown in Figure B.1.

𝑦

𝑧
𝛾𝑥𝑐

𝛾𝑥𝑦

𝛾𝑥𝑧

𝜃𝑐

Fig. B.1 FEM element discretisation of the solid NACA 0016 airfoil beam cross-section
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Similarly, thin-walled beam models are discretised using the four-node shell
elements (S4R) and utilise 150 shell elements along the beam length. The number of
element divisions per cross-section (or along the thin-walled profile) and along the
beam length for both solid and thin-walled beams are reported in Tables B.1 and B.2,
respectively.

Table B.1 FEM element discretization details of the solid beam models

Element Discretisation

NACA Profile per cross-section per beam length Total

0016 8490 100 849000
6516 8710 100 871000

Table B.2 FEM element discretization details of the thin-walled beam models (t = 5 mm)

Element Discretisation

NACA Profile along profile per beam length Total

0016 4828 150 724200
6516 4495 150 674250

For calculating shear function, f1, and coefficients, {ktz,kεz}, the FEM beam
model is subjected to a unit tip load along the z-axis, and numerical stresses and
strains are extracted at all elements of the mid-beam cross-section. Undesired
contributions due to end effects, such as beam clamping or loading, are avoided by
considering elements at the mid-beam section. The stresses and strains are extracted
at the centroid of each element with the assumption that they are a constant within
each element. The total shear strain energy per unit length is calculated by integrating
the product of shear stresses and strains over the entire beam cross-section,

φ
FE
SE =

1
2

∫
Ab

(τFE
xz γ

FE
xz + τ

FE
xy γ

FE
xy )dA

=
Ne

∑
i=1

(τxzγxz + τxyγxy)iAe
i

(B.1)

where, Ab is the area of the beam cross-section, Ne is the total number of cross-
sectional elements, Ae

i is the projected area of each element, i, and {τxz,γxz,τxy,γxy}i
are the transverse shear strains and stresses extracted at the element centroid.
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For any node, j, lying on the perimeter of the beam section, the tangential shear
strain can be calculated as,

(γxc) j = (γxy) j cos((θc) j)+(γxz) j sin((θc) j) (B.2)

where, θc at a node is the angle between the horizontal and the local tangent as
shown in Fig. B.1. Iterating through all the discrete nodes along the perimeter, a
continuous variation of γxc is estimated as a function of c (using a suitable Fourier
series or polynomial function),

γxc(c) = γxy(c)cos(θc(c))+ γxz(c)sin(θc(c)) (B.3)

and the maximum of Eq. B.3 represents the tangential shear strain maxima for a
transverse load along the z-axis,

γ
z
xc,max = γxc(c)|max (B.4)

Using Eqs. B.1 and B.4, the shear coefficients, {ktz,kεz} can be calculated using Eqs.
2.30 and 2.32. The variation function, f1(c), is obtained by rewriting Eqs. B.3 as,

γxc(c) = γ
z
xc,max f1(c) (B.5)

A similar process can be used to calculate coefficients, {kty,kεy} and function, f2(c),
using a FEM beam model with a unit tip load along the y-axis. For this case, use of
Eq. B.3 results in,

γxc(c) = γ
y
xc,max f2(c) (B.6)

To calculate the function, f3(c), a unit torsional strain is applied at the tip of the
FEM beam model. For this case, use of Eq. B.3 results in,

γxc(c) = f3(c) (B.7)

For the NACA 0016 airfoil profile discussed in this section, the shear coefficients
and functions calculated using the above procedure are provided in Tables B.3 and
B.4, respectively. A similar procedure is used to compute these quantities for other
solid and thin-walled, symmetric, and cambered airfoil profiles. These details are
also reported in the following tables.
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Table B.3 Shear coefficients computed for some airfoil beam profiles analysed in Chapter 3
(the thin-walled sections have a wall thickness of 5 mm)

NACA Profile Section Type kty ktz kεy kεz

0016 Solid 0.91 0.31 0.84 1.24
0016 Thin-walled 0.75 0.03 0.85 3.93
6516 Solid 1.01 0.28 0.81 1.15
6516 Thin-walled 0.83 0.03 0.73 3.06

Table B.4 The shear function for the solid NACA 0016 airfoil profile

Profile f1 f2 f3

NACA 0016 sin
(

3
2π

c
p

)
sin

(
π

c
p

)
0.9sin(2.3c+0.4)+0.24sin(12.6c−1.6)

B.2 Alternate Numerical and Analytical Methods

The previous section described the estimation of shear coefficients and functions
using a high fidelity 3D FEM model of the beam. A key drawback of this approach
is the high computational cost due to the high fidelity discretisation used. In this
context, alternative analytical and numerical approaches offering similar accurate
solutions at lower computational cost are discussed.

An analytical solution of transverse shear strain for the bending or torsion of a
prismatic beam can be derived based on the theory of elasticity. The torsion problem
can be solved using Saint-Venant’s Semi-Inverse Method, by considering the axial
displacement to be a function of the warping function, ψ(y,z). The warping function
is described in terms of a stress function,Φ(y,z), satisfying the Poisson’s equation,

Φ,yy +Φ,zz =−2Gθx,x (B.8)

where G is the shear modulus of the beam. The Semi-Inverse Method can also
be applied for beam bending problems, with an assumption regarding the stress
distribution across the beam. The shear stresses can be represented using a suitable
stress function, satisfying the equilibrium equations, boundary conditions, and
compatibility conditions. However, closed-form solutions for Saint-Venant’s bending
and torsion problems exist only for a few sections (e.g., circle or rectangle [120]).
Due to this difficulty, numerical and semi-analytical methods are considered for
more general beam profiles.
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For the torsional problem of Eq. B.8, a specific definition of the stress function
can be used to achieve closed-form solutions for a specific family of airfoils. Wang
[121] defined the stress function using specific terms of a power series,

Φ = Gθx,x

(
− y2 + z2

2
+a0 +a2(y2 − z2)+a4(y4 −6y2z2 + z4)

)
(B.9)

where the values for a0,a2, and a4 are chosen such that Eq. B.8 is satisfied, and the
condition, Φ = const = 0, defines the boundary of the profile. A suitable choice of
a0,a2, and a4 can lead to the boundary representing a family of airfoils. The sole
limitation is that these closed-form solutions for a function, f3, are only available for
specific symmetric airfoil profiles, and hence the method is not generalisable.

Kosmatka [122] describes another approach, based on power series, for solving
both bending and torsion problems. In this case, the warping function is defined as a
double power series represented in terms of the coordinates of the beam profile,

ψ(y,z) =
∞

∑
m=0

∞

∑
n=0

Cmnymzn (B.10)

where the total warping function, ψ , is a linear combination of warping contributions
due to beam bending and torsion, and coefficients, Cmn, are calculated using the
principle of minimum potential energy. A numerical implementation of this approach
requires a discretisation of the beam area using a series of finite elements, where the
equations are solved for each element. All the shear coefficients and functions can
be computed using this approach, with the additional advantage of applicability to
any general beam cross-section.

For the specific case of closed thin-walled beam profiles undergoing torsion-less
bending, the Jourawski formula [123] offers a way to compute functions,{ f1, f2}.
An advantage of this approach is that relatively simple and complex (e.g., multiply
connected sections) thin-walled beams can be analysed. However, the results are
constrained by the initial assumptions made, and hence more accurate solutions are
obtained for profiles with smaller wall thickness. A further simplification can be
made in the case of a thin-walled beam for computing f3(c) when the wall thickness
tends to zero (t → 0). For such profiles, the through-thickness variation of shear
strain can be considered uniform with a value equal to that along the center-line
[123], and the product of tangential shear strain along the section wall, f3(c), and the
wall thickness, t(c), is a constant. Hence, for a thin-walled section with a uniform
wall thickness, the function, f3(c), can be considered a constant.

Although some analytical and numerical techniques have been described above,
this list is by no means exhaustive, and other suitable methods might also be available
in the literature. For the case of the NACA 0016 airfoil profile, the results using
these strategies are compared and plotted in Fig. B.2. Results are similar, except
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Fig. B.2 Tangential shear strain variation for a solid NACA 0016 airfoil profile corresponding
to: (a) transverse load along x-axis, (b) transverse load along y-axis, and (c) torsional strain
about z-axis, computed using the different methods

for those using the Fourier series approximation. Similar results are also observed
for different airfoil beams profiles and for the evaluation of the shear coefficients as
well.

For the numerical problems of Chapter 3, FEM results are used to compute the
shear coefficients (reported in Table B.3). The variation functions { f1, f2, f3}, are
evaluated using a combination of methods because the FEM results do not provide a
direct analytical expression. Instead, a Fourier series expansion is required to fit the
data, leading to potential inaccuracies. For all solid airfoil beam problems of Chapter
3, functions, f1 and f2, are computed using the numerical approach of Kosmatka
[122] and the torsion function, f3, using the analytical approach of Wang [121]. For
thin-walled beams, the Jourawski formula is used for computing functions,{ f1, f2},
and a constant variation of f3 is assumed (corroborated by FEM results). As no
one method is ideal for all problems, depending on the beam geometry, the method
offering the greatest ease of application, without depreciating accuracy, is used.



Appendix C

Computing Virtual Strain Data

C.1 Virtual Sensor Expansion using the 2D SEA

Smoothing or expanding the in-situ strain measures for the reduced sensor patterns
of Section 4.1.2 is performed using the three-node smoothing element (SEA3)
developed by Tessler et al. [111]. Independent SEA3 meshes are used for smoothing
the strains along each sensor path (along the plate length, width, and diagonals), and
the elements used are arranged in a cross-diagonal pattern. Each mesh is designed
based on the specific distribution of sensors along each path, i.e., along the plate
length, the SEA3 mesh is finer closer to the clamped end, while along the plate width
and diagonals, a uniform mesh is used. These elements are robust enough to produce
accurate results even when some elements of the mesh do not have in-situ strain data.
The smoothed strains are computed at all inverse element centroids corresponding to
the instrumented elements in CFG-B.

The smoothed strain fields are compared against reference FEM strains to assess
their feasibility as accurate substitutes for in-situ strain measurements on the plate.
These comparisons are made using line plots along sections C-C’ and D-D’ (defined
in Fig. C.2). These results (normalized with respect to the maximum FEM curvature
along each path), are presented in Sections C.1.1 and C.1.2.

0.0
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1.0
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0.0
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Fig. C.1 The SEA3 meshes used for expanding the measured in-situ strain data
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D'
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Fig. C.2 The sections along which the 2D SEA results are reported

The SEA results for modes 5 and 6 are shown in Figs. C.3 and C.4, respectively,
and the maximum percentage error along each section are reported in Tables C.1 and
C.2. The results are accurate, with an average error of less than 5% over the majority
of the sensor paths.

Local high error peaks are observed close to the plate tip, as the SEA3 mesh used
and the number of sensors used along the plate length is coarser towards the plate tip,
and near the plate corners at the clamped end, as the curvature distribution is quite
complex along the clamped, which necessitated the very fine mesh used.

The accuracy of the smoothing results corresponds well with the number of
sensors used, with R1 results more accurate than R2 and R3. Overall, these results
are deemed to be very accurate substitutes for in-situ strains in the iFEM analysis.

Table C.1 Percentage error in SEA results along each section for Mode 5

Variable
Section C-C’ Section D-D’

R1 R2 R3 R1 R2 R3

κerr
x |max 1.12% 2.29% 2.29% 0.14% 0.14% 0.14%

κerr
xy |max 0.40% 1.10% - 5.15% 5.15% 5.15%

κerr
y |max 4.23% 8.51% - 4.50% 4.50% 4.50%

Table C.2 Percentage error in SEA results along each section for Mode 6

Variable
Section C-C’ Section D-D’

R1 R2 R3 R1 R2 R3

κerr
x |max 1.01% 3.94% 3.94% 0.14% 0.14% 0.14%

κerr
xy |max 0.71% 1.55% - 3.63% 3.63% 3.63%

κerr
y |max 1.35% 5.88% - 3.94% 3.94% 3.94%
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C.1.1 Results for Mode 5

The virtual sensor expansion results for Mode 5, along sections C-C’ and D-D’, are
compared against reference FEM results and shown in Fig. C.3.
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Fig. C.3 Line plots of SEA smoothed curvatures for Mode 5 using in-situ strain measurements
corresponding to the reduced sensor patterns
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C.1.2 Results for Mode 6

The virtual sensor expansion results for Mode 6, along sections C-C’ and D-D’, are
compared against reference FEM results and shown in Fig. C.4.
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Fig. C.4 Line plots of SEA smoothed curvatures for Mode 6 using in-situ strain measurements
corresponding to the reduced sensor patterns
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C.2 Reduced Patterns: Reconstructed Rotations

(a) Contour plot of rotation, θx, for Mode 5

(b) Contour plot of rotation, θy, for Mode 5

(c) Contour plot of rotation, θx, for Mode 6

(d) Contour plot of rotation, θy, for Mode 6

Fig. C.5 The contour plots of iFEM reconstructed rotations for modes 5 and 6 using the R3
sensor pattern
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C.3 Virtual Sensor Expansion using the 1D SEA

The in-situ strain measurements alone were insufficient to produce accurate iFEM
results for the two FOSS-based patterns. Hence, an expansion of the in-situ strains is
proposed for each case to achieve a final strain data set approaching the benchmark
case. The 1D SEA is the expansion strategy used, and its application to the in-situ
strains of CFG-2 is described in this section.

The smoothing strategy for CFG-2 is shown in Fig. C.6. Two horizontal and three
vertical smoothing lines are used, lying along those sensor paths having elements
not instrumented with sensors. Along each smoothing line, multiple 1D elements are
used, with at least one in-situ strain data point per element. As CFG-2 measures all
three components of in-plane strain at an element centroid, all three components are
also expanded. Although the SEA results are not presented here, they were observed
to be sufficiently accurate and hence used as input for the iFEM analysis.

Fig. C.6 The smoothing lines used for expanding the in-situ strains of CFG-2; the in-situ and
expanded strain locations are also shown

A similar strain expansion is performed for CFG-1 as well. However, in this
case, a limitation is the lack of in-plane shear strain measurements. This is solved by
assuming the in-plane shear strain to be a constant throughout the plate. This constant
value is computed by introducing a few strain rosettes at discrete locations of the
plate and computing the average of their in-plane shear measurements. This strategy
presented a convenient solution for the present problem, where the plate is under
relatively simple in-plane loading. For more complex problems, this assumption is
likely to produce highly inaccurate results.



Appendix D

Analytical Equations for an
Imperfectly Clamped Beam

This section presents the derivation of the analytical equations for the imperfectly
clamped experimental airfoil beam of Section 5.2.2. Considering a thin beam of
length L, having a section with the second moment inertia about the y-axis, Iyy, and
made of a material with Young’s modulus, E. The beam root is not completely fixed,
but due to the nature of the imperfect clamp, it induces a resultant elastic rigid body
rotation to the entire beam. This support condition at the beam root is modelled as
a pinned support connected with a torsional spring of stiffness, K. Similar to the
experimental load conditions, the beam is loaded at the tip by concentrated force F
along the negative z-axis.

𝐾

𝐹𝐿

𝑥

𝑧

Fig. D.1 Illustration of the imperfectly clamped beam; it is pinned at the root and connected
by a torsional spring

The analytical equations for beam deformation can be derived based on the
assumptions of the Euler-Bernoulli beam theory. For a thin beam undergoing pure
bending, the resultant bending moments and transverse deflection can be related as,

My = EIyy
∂ 2w
∂x2

(D.1)
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Due to the concentrated load at the tip, the bending moment variation along the beam
length is linear. Substituting this in Eq. D.1 we get,

−F(L− x) = EIyy
∂ 2w
∂x2

(D.2)

Integrating Eq. D.2, we get the variation of transverse deflection along the beam
length,

w(x) =− FL
2EIyy

x2 +
F

6EIyy
x3 + c1x+ c2 (D.3)

Constants c1 and c2 can be solved by applying the boundary conditions.
Boundary condition-1: w(0) = 0,

w(0) = c2 = 0 (D.4)

Boundary condition-2: ∂w
∂x (0) =

FL
K ,

c1 =−FL
K

(D.5)

Substituting Eqs. D.4 and D.5 in Eq. D.3, the final deflection field of the beam can
be written as,

w(x) =− FL
2EIyy

x2 +
F

6EIyy
x3 − FL

K
x (D.6)


