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Machine learning approach to the safety assessment of a prestressed concrete
railway bridge

Giulia Marascoa , Federico Oldanib, Bernardino Chiaiaa , Giulio Venturaa , Fabrizio Dominicib , Claudio
Rossib , Franco Iacobinic and Andrea Vecchic

aDepartment of Structural Geotechnical and Building Engineering, Politecnico di Torino, Torino, Italy; bLINKS Foundation, Torino, Italy; cRete
Ferroviaria Italiana (RFI), Roma, Italy

ABSTRACT
Early structural anomalies identification allows to hold maintenance activities that avoid loss of both
economic resources and human life. This is extremely important for crucial infrastructures like railway
bridges. This paper illustrates the structural health monitoring approach applied to a simply supported
prestressed concrete railway bridge. In the framework of long-term monitoring, both static quantities
(displacements, strains, and rotations) and environmental measurements (temperatures) have been
recorded. Machine learning techniques, Extreme Gradient boosting machine and Multi-Layer
Perceptron, have been exploited to build regression correlation models associated with the undam-
aged structural condition after adequate pre-processing operations. In this way, alarm thresholds
based on the expected residuals between the predicted structural quantities and the measured ones,
have been defined. The thresholds turned out to be able to catch early-stage anomalies not pointed
out by traditional damage thresholds based on the design values. The proposed damage index is
chosen as the moving median of the residuals, allowing a significant reduction of false alarms. The
used correlation models and the obtained results represent a starting point for the generalization of
this approach to the bridges belonging to the same static typology.
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1. Introduction

Railway bridges are one of the most crucial and critical
parts of the worldwide infrastructural system. They are
affected by degradation processes of different nature and
duration (Bie�n et al., 2007). Changes in physical and/or
chemical structural features due to incidental, short-time or
long-time processes are often the causes of the structural
malfunction or collapse. In Italy, the largest part of railway
viaducts built starting from the second half of the 20th cen-
tury is made of prestressed concrete simply supported
bridges. Although these are simple structures and their reli-
ability is proven, several degradation phenomena as fatigue,
aging, and corrosion can evolve over time and reduce struc-
tural safety. Depending on the source of damage, some
structural sections of the deck are more prone to undergo
degradation. For instance, the corrosion phenomenon is
more intense and spread in some sections localized near ele-
ments (e.g. joints, niches, and ducts) where both the pres-
ence of water and deicing salts is found. A structural
analysis is fundamental to understand which parameters and
sections have to be monitored. The consequent failure struc-
tural modes (Sgambi, Malerba, Gotti, & Ielmini, 2012) will
depend on the type, position, and entity of the damage. In
the worst case, shear failure mode can take over (Kamaitis

& Kamaitis, 1996) leading to sudden and brittle
collapses.The changes of some structural features may be
discerned through a variation of some measurable quanti-
ties, static (Inaudi, 2010; Nguyen, Schommer, Maas, &
Z€urbes, 2016) and dynamic, along with the structure.

Many studies have been carried out in the dynamic field
(Azzara, De Falco, Girardi, & Pellegrini, 2017; Roselli et al.,
2018, Peeters & De Roeck, 2001; Zhou & Yi, 2014;
Magalh~aes, Cunha, & Caetano, 2009). In particular, the
operational modal analysis technique (Ivanovic, Trifunac, &
Todorovska, 2000; Magalh~aes & Cunha, 2011; Priori, De
Angelis, & Betti, 2018; Rainieri & Fabbrocino, 2010) is
widely used because, being output-only, it avoids the use of
instrumentations to excite the structure and does not inter-
fere with its operation. Among the recent and innovative
studies using dynamic features for anomaly detection and
condition assessment, it is worth focusing on (Arul &
Kareem, 2020; Liu, Niu, Zhao, Duan, & Shu, 2022; Tang,
Chen, Bao, & Li, 2019). They faced such task by detecting
six types of anomalous data patterns (e.g. missing, mirror,
outlier, square, trend, and drift). The first one uses a
Random Forest classifier with a ‘Shapelet transform’; the
second one is based on Generative Adversarial Networks
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(GAN) and Convolutional Neural Networks (CNN); the
third one exploits a CNN for the image classification.

All methodologies show high accuracy; however, they
may not be fully suitable for all scenarios (e.g. different
structural typologies, materials, and recorded parameters).
For example, in the one described in this paper, catching
drift will not suffice because the occurrence could be caused
by both anomalous phenomena and not. Much recent
research has concentrated on stay cables condition assess-
ment. Although several concepts can be identified as com-
mon elements of monitoring techniques, it’s crucial to
underline that customized approach are preferable for each
structural typology. A technique is proposed by Zhang, Yan,
Li, Pan, and Dong (2021). Starting from measured cable
forces, the cable with the lowest classification accuracy is
considered the most likely to be damaged. This method,
which identifies the damaged structural part as the one that
differs from its healthy state the most from the others,
assumes many structural elements considered critical to be
monitored. In the case of cable-stayed bridges, this is a
meaningful methodology since cables, present in large num-
bers, play a key role. In the case under study in this paper,
the structural typology shows limited critical sections in an
optimization perspective. Consequently, the anomaly is
identified no longer comparing the response of several ele-
ments but focusing on the single ones.

In addition to studies carried out in the field of dynamics,
the literature presents, albeit on smaller scale, investigations
rely on static measurements (Marasco, Piana, Chiaia, &
Ventura, 2022; Tonnoir, Carde, & Banant, 2018). Advantages
derived from their use include a higher degradation local sen-
sitivity and easier damage localization (Chou & Ghaboussi,
2001). Furthermore, they are frequently simpler and more
precise than dynamic ones (Jenkins, Kjerengtroen, &
Oestensen, 1997). Focusing on strains data, model-based
(Sanayei, Phelps, Sipple, Bell, & Brenner, 2012) and data-
driven approaches have been developed. Cardini and DeWolf
(2009) proposed a system, set to catch the passage of trucks,
using high frequency recorded strain data. It determines live
load stresses, load distribution factors, and neutral axis pos-
ition in healthy conditions as a benchmark for structural
assessment. Such interesting approach is not applicable to the
case study described here, as the latter uses a considerably
lower sample rate to optimize and store data over time.
Similarly, albeit differently, Bao et al. (2019) proposed to cap-
ture the structural response to load passage and not the one
to environmental factors for a steel girder assessment.

On the other hand, time series strain data have been
used for mapping the strain responses with temperature.
Duan, Li, and Xiang (2011) use a linear regression model
for such task for a tied arch bridge built 14 years before the
monitoring system installation. As a result, time-delayed
structural phenomena are absent, and pre-processing techni-
ques are not required, as in present study. In (Ding, Wang,
Sun, Wu, & Yue, 2015) correlation models between tem-
perature and static strains of a steel truss arch bridge have
exploited to define the healthy condition for damage detec-
tion purposes. Also in this study, time-delayed phenomena

are negligible and there are no strategies required to ensure
data repetition. To a complete up-to-date overview, the use
of CV and ML-based methods have to be mentioned (Bao
& Li, 2021). Although they can detect multipattern anoma-
lies of SHM data efficiently with high accuracy, their appli-
cations are limited as they are related to the presence of
extreme condition and damage data.

As clear from the studies reported so far, the need to
develop reliable systems with good accuracy and short
detection time, to control the structural safety for an effect-
ive data-driven decision-making operation and maintenance
(O&M) of bridges (Wu et al., 2022) is nowadays pressing.
The development of new monitoring strategies (Chiaia,
Ventura, Zannini Quirini, & Marasco, 2019; Chiaia,
Marasco, Ventura, & Zannini Quirini, 2020) and the advan-
ces both in traditional methods and in machine learning
applications (Avci et al., 2021; Civera, Zanotti Fragonara, &
Surace, 2020) represent the scientific tools to tackle this
challenge for engineers, researchers, and infrastructure own-
ers. Railway bridges specifically for high-speed trains, are
object of considerable attention by infrastructure owners
due to the possible tragic consequences that a structural
malfunction could provide. The RFI (Rete Ferroviaria
Italiana) company has developed an automatic monitoring
system, whose modularity (Ding et al., 2015) has involved
the need of several expertise, with the aim to control the
performance of a series of railway bridges.

The present study focuses on the last phases of the whole
SHM system process, namely on the data analysis and the
evaluation of structural safety. Regression correlation models
able to describe the structural undamaged behavior have been
developed by using the data recorded in the first service years
of the high-speed railway Brescia-Treviglio in northern Italy.
To increase the accuracy of the models, two techniques have
been utilized. The first belongs to data normalization techni-
ques. As is well known, data normalization techniques are
one of the essential pre-processing phases. Min-Max, Z-score,
and Decimal Scaling stand out among the traditional normal-
ization methods to be able to improve the machine learning
models accuracy (Al Shalabi, Shaaban, & Kasasbeh, 2006;
Nawi, Atomi, & Rehman, 2013; Obaid, Dheyab, & Sabry,
2019). However, they are often inefficient due to the non-sta-
tionarity of the time series (Ogasawara et al., 2010). For such
reason, a sliding window technique has been exploited as a
pre-processing operation. It can filter out the impact of some
structural phenomena deferred in time, e.g. fluage. The prob-
lem at hand involves in continuous analysis of real-time data.

For this reason, for each new data, a z-score normalization
is used in this study, based on the mean and standard devi-
ation computed over the immediately previous fixed-time win-
dow. If the time size of the window is properly chosen, this
approach allows to obtain stationary series within the desired
range (Ogasawara et al., 2010). The second technique is the
use of additional temporal features (e.g. the week of the year
and the hour of the day associated with the recording time of
the other features) to mitigate the lack of some environmental
parameters (e.g. irradiation). Once created, the models have
been utilized to set alarm thresholds for the infrastructure
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control. To this aim, techniques in the field of machine learn-
ing and deep learning have been used. This approach, owing
to the combination of several techniques, turns out to be actu-
ally fit for the case study at hand and allows to exploit the
data to obtain a so-called ‘intelligent control’. The use of the
data-driven alarm thresholds showed a greater ability to detect
early-stage anomalies compared to thresholds based on the
design values.

2. The structure of the bridge

The Oglio Viaduct, a railway bridge located in the northern of
Italy nearby the highway A35 BreBeMi, has been the subject
of the analysis. It allows the passage of the railway line above
the homonymous river. It belongs to the high speed-high cap-
acity rail route Brescia-Treviglio, one of the segments of the
Mediterranean Corridor that will connect the Western and
Eastern Europe. It is 1287 meters long and it is composed of
43 spans, each of about 30 meters. A general view of the
bridge is shown in Figure 1. Each bridge span is simply sup-
ported by the piers and is a grillage with four longitudinal 2.5
meters high prestressed beams and five diaphragms. The top
slab shows two overhangs with service pathways. The track
spacing, the beam spacing, and the beam width are 4.5 2.6,
and 2.56 meters, respectively. The prefabricated beam weight is
1219.48 kN. Each longitudinal beam is prestressed with 88
strands of 0.6-inch diameter (30 strands neutralized at the sup-
ports) and has a non-perfectly uniform profile due to section
widening near the support. Its cross-sectional area is 1.2824m2

for approximately 90% of its length. The concrete beam’s
Young’s modulus is about 36.28� 109N/m2. The piers of the
viaduct have a 4 meters diameter circular shape connected at
the top with a pier cap on which the spans are resting on. The
foundation pile caps are laid underground to avoid scouring at
the base. The elevation view of the span between the viaduct
pier 3 and 4 is displayed in Figure 2.

3. Description of the SHM system

A long-term structural health monitoring system has been
designed and installed on the Oglio Viaduct by Rete
Ferroviaria Italiana. Its main aim is to highlight the tem-
poral evolution of the bridge under environmental condi-
tions by means of static measurements and to provide
warnings for anomalous values of monitored parameters. It

is not designed to capture the effects of train transit because
its objective is not to capture the structural response corre-
sponding to operation loads that would require high signals
sampling rate. Sensors, typically strain gauges, displacement
meters at supports, clinometers, surface and air thermome-
ters have been used to measure key parameters in different
sections of the structure. They constitute the labelled Level 4
in the hierarchical monitoring plan shown in Figure 3. The
highest levels of hierarchy are as follows: the UAD (Data
Acquisition Unit), the PPF (Fixed Peripherical Places) and
the PCS (Satellite Central Place).

After system installation, the data acquired from sensors
have been compared in real-time with expected values set
by experts in structural monitoring and design thresholds
(DT) have been defined. The additional step, developed and
presented in this paper, is the definition of regression cor-
relation models describing the real structural behavior to
define data-driven undamaged condition thresholds (UCT).

4. Sensors network and methodology

The structure, in service for about six years, was tested by
means of modular railway cars with a maximum axle load
of 40 tons to reproduce the maximum action to which the
viaduct can be subjected. Furthermore, the railway super-
structure was tested using diagnostic trains with a speed of
300 km/h. During its life, the viaduct is regularly checked
both in the railway superstructure with diagnostic trains and

Figure 1. View of the Oglio Viaduct.

Figure 2. Elevation view of the viaduct.

Figure 3. Monitoring system architecture.
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with visual inspections. Evidence from periodic and add-
itional checks are conveyed to the information system
Domus-Inrete 2000 that controls and reports the structural
state as well. Due to the absence of the reported structural
anomalies, the data recorded on the structure have been
associated with an undamaged structural condition.

The data exploited for the development of the correlation
models (Figure 4) have been recorded in two meaningful
sections for the structural typology: A-A (midspan) and B-B
(support), Figure 2. Table 1 reports the symbols labelling
the sensors. The sensor data have been processed with the
novelty detection approach presented in (Al-Dahidi, Baraldi,
Di Maio, & Zio, 2014; Hu, Palm�e, & Fink, 2017). The choice
to perform the analysis with this technique is justified by
two reasons. Firstly, real data belonging to the damaged
structural condition are not available. Secondly, the gener-
ation through simulation of damaged structural data can be
not fully reliable in terms of types of potential structural
anomalies. In fact, if a classification model had been trained
to recognize only some types of anomalies, the system may
not be able to catch other types. Consequently, the models
aim to highlight anomalies of any nature and there is no
classification of the damage type.

The adopted approach is based on the training of
machine learning regression models on a data set belonging
to the health conditions, so to learn what are the correla-
tions between quantities selected as independents (inputs)
and the ones selected as dependents (outputs). The selection
of independent and dependent parameters is based on
cause-and-effects relationships rooted in physical phenom-
ena. Once trained, these models are validated using another
set of data for the undamaged structure (the error validation
set). From the inputs of such dataset, the model predicts the
outputs, and it is possible to compute the error (residual) in
terms of the difference between the measured and the pre-
dicted outputs. In this way, the window of error dispersion
is defined through its mean (l) and its standard deviation
(r). It represents the ‘healthy condition error range’ and its
extremes are defined by the expression l ± kr, where k rep-
resents a controlling parameter. The extremes of the ‘healthy
condition error range’ correspond to the undamaged condi-
tion-based alarm thresholds (UCT). The alarm thresholds
UCT, developed using the above-mentioned methods, reflect
the undamaged structural condition and depend strongly on
the parameter k whose value is chosen, according to the
type of problem, from a range of statistically significant val-
ues. The value of k used ranging from 2 to 3. In this way,
the probability of having false alarms varies from 5 to 0.3%.
Values out of this range should be reported as anomalies.

If the residual had been considered as damage index, as in
the classical signal reconstruction approach, lots of false posi-
tives would be present. To overcome this problem, the mov-
ing median of the residuals with respect to the seven
preceding days has been adopted as such. In this way, if at

Figure 4. Sensors network.

Table 1. Symbols.

Symbol Sensor

T Thermometer (temperature of the material or of the air)
E Strain gauge
CL Clinometer
MGB Biaxial support displacement
AMB Single-base Measurer of settlement

4 G. MARASCO ET AL.



least more than 50% of the signals in the previous week have
an error falling outside the threshold, an anomaly is reported.
Seven days are considered a large enough time to filter out
false alarms and small too to report anomalies in time. This
technique is a particularly strong filter for reducing false posi-
tives in cases of residuals oscillating in sign beyond the
defined thresholds, under specific conditions. This damage
index allows to smooth the peaks of the residual providing
structural health monitoring more effective for actual use
owing to the reduction of maintenance costs.

It is worth pointing out the method used in the pre-proc-
essing phase, consisting of a z-score normalization with
respect to a moving time window. Among the most common
data transformation normalization approaches are the
min-max, the z-score, and the decimal scaling. Of them, the
z-score method overcomes the limitation of knowing the min-
imum and maximum value of the series but can only be
applied to stationary series. As in other fields, e.g. finance and
economics, most time series associated with structural quanti-
ties are non-stationary (Tsay, 2005). This behavior is accentu-
ated for some materials such as concrete that develop
phenomena deferred in time (e.g. fluage). To effectively han-
dle non-stationary problems, a sliding window technique has
been adopted. In this specific case, the values (v), for input
and output time-series, have been normalized with the follow-
ing formula (Equation (1)), where m and r are the mean and
standard deviation computed on the data belonging to the
previous temporal window, respectively. After the introduc-
tion of the normalized value v’ in the machine learning algo-
rithm, the data have been rescaled in their original range
(Equation (2)) by means of a post-processing operation con-
sisting of an inverse z-score normalization:

v0 ¼ v�l
r

(1)

v ¼ rv0 þ l (2)

More details are given in Section 5.

5. Correlation models

Starting from the data collected in the first service years of the
structure, three regression correlation models have been
developed to control the following aspects: the strains of the
unloaded deck, the displacements and the rotations of the
piers, and the deck-support displacement with respect to
environmental conditions. Several machine learning techni-
ques (e.g. Extreme Gradient Boosting Machine, Multi-Layer
Perceptron, LSTM, Bayesian Ridge Regressor) have been
studied for each problem. The problems are expressed as
regression models, as anticipated, due to the continuous
nature of the values and are designed to correlate inputs and
outputs measured at the same time, and not to predict out-
comes at later instants. Those producing the best regression
model, in terms of Mean Absolute Error and Symmetric
Mean Absolute Percentage Error on the error validation set,
have been selected and shown in the following sections. Such
techniques have been proved to be extremely efficient for two
of the three tasks (Section 5.1. and 5.2.). A much simpler

approach has been adopted for the assessment of pier dis-
placements due to its linearity. For such reason, it is not
reported in this study. In the following a brief description of
the models that have shown the best results is reported.

The first model is the Extreme Gradient Boosting Machine
(XGBoost). The term ‘Boosting’ refers to a family of algo-
rithms which converts weak learners to strong learners.
Boosting is an ensemble method for improving the model
predictions of any given learning algorithm. It is usually used
with a Decision Trees ensemble. Decision Tree classifies data
into branch-like segments that construct an inverted tree with
a root node, internal nodes, and leaf nodes (Quinlan, 1986).
The algorithm is non-parametric and can efficiently deal with
large, complicated datasets without imposing a complicated
parametric structure. It uses the training dataset to build a
decision tree model and a validation dataset to decide on the
appropriate tree size needed to achieve the optimal final
model. Gradient Boosting works by sequentially adding pre-
dictors to an ensemble, each one correcting its predecessor
trying to fit the new predictor to the residual errors made by
the previous predictor. XGBoost is a specific implementation
of the Gradient Boosting method which delivers more accur-
ate approximations by using the strengths of second order
derivative of the loss function, L1 and L2 regularization and
parallel computing. XGBoost is particularly popular because
it demonstrated to solve regression and classification prob-
lems in a more optimized way than other machine learning
techniques (Chen & Guestrin, 2016).

The second model is the Multi-Layer Perceptron (MLP).
It is a class of feedforward artificial neural networks able to
model extremely complex functions. Originally proposed by
McClelland, Rumelhart, and Hinton (1986), Multi-Layer
Perceptron consists typically of artificial units that receive
several inputs from input data or from other units in the
neural network. Each unit performs a weighted sum plus
bias and passes through an activation function that is com-
posed of a nonlinear function (Equation (3), where y is the
output of the MLP neuron, f is the activation function, W is
the set of weights in the layer, x is the input vector and b is
the bias vector). An example of popular activation function
is Relu (Equation (4)). The produced output is then passed
to another unit of the successive layer of the net. With a
defined number of layers and number of units in each layer,
the network’s weights and thresholds must be set to minim-
ize the prediction error made by the network defined
through the loss function. This is the role of the training
algorithms which use iterative techniques called stochastic
gradient backpropagation:

y ¼ f Wxþ bð Þ (3)

f xð Þ ¼ max 0, xf g (4)

5.1. Assessment of the midspan strain of the
unloaded deck

5.1.1. Problem definition and data analysis
The evaluation of the strain state of the deck is fundamental
to prevent some structural problems. Indeed, the
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deformations are the mirror of potential cracks or preten-
tion losses. Studies in the literature (Gonzales, €Ulker-
Kaustell, & Karoumi, 2013) have highlighted how, even the
change of just one factor (e.g. temperature) leads to changes
in structural properties expressible through non-linear laws.
For example, structural stiffness increases dramatically when
the temperature is less than zero degrees Celsius, and this is
captured through pronounced increases in natural frequen-
cies. Due to the complexity of the problem, the use of deep
learning techniques to build undamaged structural models
turns out to be effective.

The exploited parameters to develop the correlation
model in the undamaged condition have been the ones
recorded in the midspan section (Table 2). The first step to
build a correlation model that links the strain values to fac-
tors that cause them in healthy structural conditions, based
on the specific monitoring system, has been the identifica-
tion of the independent parameters. The strain data are due
to four factors: temperature, temperature difference (gradi-
ent), piers rotations, and train transit. The last factor has
been left out, despite, as revealed by fairly recent studies
(Matsuolka, Tokunaga, & Kaito 2021), the effect of the crack
is maximum at the passage of loads making it possible to
accurately predict the immediate drop in stiffness. Such
choice is due to several reasons. The strains due to high-
speed trains are characterized by high frequency and are
lower in magnitude than the ones caused by absolute tem-
perature and gradient of temperature (Ding et al., 2015).

Besides the monitoring system, as described in Section 3,
is not designed to measure the effects of the passage of
trains, the recordings having been done every 2 or 4 hours.
The development of the monitoring system architecture is
part of an overall optimization perspective. The proposed
methodology, even without the amplification of instantan-
eous reduction of stiffness due to the transit of trains, can
pick up quite small signal changes. Future developments
may however foresee the introduction of this component to
detect smaller anomalies. The contribution of piers rotations
has also been neglected. This is due to the lower quantity
and quality of available data. Three types of input can be
distinguished: raw, processed, and additional input. The
term raw points out the readings at the sensors without any
elaboration (e.g. air temperature). The term processed is
used for the input obtained after the processing of several
raw inputs (e.g. mean sensor data). The term additional is
utilized for features not directly linked to the readings at

sensors. In detail, reference is made to additional temporal
features indicating the hour of the day (Equations (5) and
(6)) and the week of the year (Equations (7) and (8)) in
which the parameters were recorded. To feed the model
with time information, those features have been encoded
using sine and cosine functions of the values to ensure time
data continuity and periodicity as follows:

hs ¼ sin 2p � h
24

� �
(5)

hc ¼ cos 2p � h
24

� �
(6)

ws ¼ sin 2p � w
52

� �
(7)

wc ¼ cos 2p � w
52

� �
(8)

The values of the hours (h) are within the range [0–24[,
the ones of the weeks (w) within the range [1–52]. Using
Equations (5) and (6) for hours and Equations (7) and (8)
for weeks, the system can uniquely identify these two
parameters. Figure 5 displays the sine and cosine represent-
ing the 24 hours of the day and an illustrative example of
the values (hs and hcÞ obtained for a specific hour of day
(e.g. 10 a.m.). For the outputs of the system, only raw out-
puts have been utilized. Figure 6 displays the trends of the
input-output data.

From a structural point of view, it is interesting to exam-
ine the evolution of the strain over time. As expected, there
are large fluctuations in time at seasons change. Moreover,
the seasonal effects of the thermal inertia of the deck (e.g.
the effects of a hot summer are reflected until the early
autumn periods) emerge observing the trend of strains that
is like a sawtooth wave. In fact, the trend of the strain is
roughly opposite to the one of the temperatures but after
time intervals in which the temperatures are enough high
(summer), the reduction of strains is manifested with a very
slight downward trend, almost constant. Thus, under the
same temperature, the observed strains in autumn are lower
than the ones recorded in spring. This is the reason for
which the temporal features, to identify the hour of the day
and the week of the year, have been added as inputs of the
correlation model. Certainly, in addition to the temperature
effects, there are additional ones deferred over time: shrink-
age and creep (Guo, Sause, Frangopol, & Li, 2011; Li et al.,
2019; Liverani, n.d.). They explain the decreasing trend of
the strains. Besides, other complementary effects as the ones
due to non-ideal mobile supports and to drift over time of
the sensors should be considered, but they are quite often of
very difficult determination.

5.1.2. Model and pre-post processing operations
A pre-processing operation consisting of a z-score normal-
ization, for input and output time-series, w.r.t. the preceding
60 days has been performed. The duration of normalization
period has been chosen to take into account the data sea-
sonality. This has allowed to filter the data deleting the
effects that precluded their repetitiveness in time. As can be

Table 2. Input and output parameters for correlation model.

INPUT OUTPUT

Air temperatures (T1, T2, T3)
MeanET¼mean [T01, T02, T03, T04]
MeanIT¼mean [T7, T8, T11, T12]
TotG¼ MeanET - MeanIT
EG¼mean [T01, T02]-mean [T7, T8]
IG¼mean [T03, T04]-mean [T11, T12]
[T01-T02]
[T03-T04]
[T7-T8]
[T11-T12]
Additional temporal features

Strains
at intrados of the midspan section
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seen in Figure 7, it was possible to obtain a stationary time
series using the moving window normalization.

Several supervised learning algorithms have been adopted
as regression models. As described in the introduction of
the Section 5, two of them (Extreme Gradient Boosting
machine and Multi-Layer Perceptron) have achieved the
best results. In detail, the Extreme Gradient Boosting model
(Chen & Guestrin, 2016) was set with decision trees with a
maximum depth of 6. The Gradient Boosting technique,
with a learning rate of 0.3, has been used to increase the
model accuracy. The Multi-Layer perceptron, instead, was
composed of two hidden layers of 30 and 20 neurons,
respectively. The Mean Square Error (MSE) has been used
as criterion and the Adam algorithm has been employed as
optimizer. The learning rate was set to 0.001 and the max-
imum number of epochs to 400, the batch size is equal to

16. Then, the data have been rescaled in their original range
by means of a post-processing operation consisting of an
inverse z-score normalization.

Figure 8 displays the values of the strain over time and the
subdivision of the overall set in three parts: train (50%), valid-
ation error (20%), and anomaly test (30%). As explained in
Section 4, once the model has been trained, the validation error
set has been exploited to compute the mean and the standard
deviation of the residual useful to define the healthy condition
error range by means of the UCT thresholds. The residual is
calculated in terms of the difference between the measured (xrÞ
output after the post-processing operation, and the
predicted ðxpÞ one. Table 3 reports the values of three indices
obtained by the validation error set, for both the Extreme
Gradient Boosting Machine and the Multi-Layer Perceptron, to
evaluate the model accuracy. In detail, the used indices are:

Figure 5. Functions to obtain the additional temporal features (e.g. hour of the day).).a Sine function; b Cosine function.

Figure 6. Input and output parameters for correlation model. a Temperature extrados; b Temperature intrados; c Air temperature; d Strain.
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MAE (Mean Absolute Error), SMAPE (Symmetric Mean
Absolute Percentage Error) and R2 (Coefficient of determin-
ation). They are useful to quantify the reconstruction accuracy
and have been utilized to choose which signals have been better
predicted. Higher model performance is associated with low
MAE and SMAPE values and high R2 values. Their formula-
tions are given in Equations (9) (10), and (11):

MAE ¼ 1
n

Xn
1

abs xp � xrð Þ (9)

SMAPE ¼
Xn

1
abs xp � xrð ÞXn

1
xp þ xrð Þ

(10)

R2 ¼ 1�
Xn

1
xp � xrð Þ2Xn

1
xr � xð Þ2

(11)

In such formulations xp is the predicted value, xr the
measured (real) one, and x the average of the values.

The gradient boosting technique, by means of the combin-
ation of several decisional trees, has achieved better results in

average both with respect to the Multi-Layer Perceptron and
to other regression models (e.g. LSTM, Bayesian Ridge
Regressor). These latter ones were not described in this article
due to the worse results. The subsequent analyses have been
focused on the sensors that have shown a Coefficient of deter-
mination close to 1 (greater than 95%). A scatter plot report-
ing the predicted and the actual values, from one of these
sensors (E15), has been displayed in Figure 9 to visualize the
goodness of the prediction.

5.1.3. Simulation of anomalies and damage identification
Simulated anomalies have been adopted to assess the dam-
age identification capacity of the proposed approach. They

Figure 7. Signal E15 a original series; b normalized series.

Figure 8. Strain. Signal E15. Subdivision into train, validation error and test anomaly set.

Table 3. Models evaluation metrics (validation error set).

MLP XGBOOST

Sensor MAE (me) SMAPE (%) R2 (-) MAE (me) SMAPE (%) R2 (-)

E10 3.560 1.046 0.794 3.022 1.020 0.965
E11 2.956 0.844 0.667 2.217 0.770 0.951
E12 1.744 0.613 0.764 1.545 0.610 0.97
E15 1.829 0.558 0.701 1.879 0.600 0.966
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have been simulated imposing a given offset in sensor val-
ues. This offset starts from zero and increases linearly in
time up to the given value in three considered different
time spans (168 h, 336 h, and 720 h). Each anomaly is there-
fore characterized by two parameters: the amplitude (offset)
and the time span to reach the given offset. The reliability
of the proposed strategy has been tested by varying the
starting point of the anomaly. Fifteen points belongings to
the test anomaly set have been considered. An illustrative
example has been reported in Figure 10. The anomaly plot
(Figure 10a) shows the application of an anomaly, on the
signal of the sensor E15, by means of the imposition of an
offset equal to 10 me achieved in 168 hours. The black dot
indicates the starting point of the disturbed signal. Figure
10b shows a zoom on the test set to highlight the largest
difference found between the signal and its prediction near
the starting point of the anomaly. On the other hand, the
residual plot (Figure 10c) displays, for the test anomaly set,
the trend of the residual (red line), the damage index
(median), and the ‘healthy condition error range’ (orange
band) limited by UCT thresholds. The residual error,
expressed as difference between the measured output after
the post-processing operation and the predicted one, has a
Gaussian distribution with a mean close to the zero value.
The value of k, for the sensor E10, E11, E12, and E15, to
define the extremes of normality range (UCT) has been set
equal to two. In the residual graph, the blue dashed circle
indicates the identification of the anomaly. In that section
the damage index falls beyond the control limit of the
healthy condition error range.

Table 4 synthesizes the results in terms of detected anoma-
lies, expressed by means of the ratio between the number of
detected anomalies and the total number of anomalies tested
equal to 15, as function of their amplitude and of the time
span. The method successfully captures anomalies representing
approximately 10% of the average signal value. Obviously, very

small anomalies that evolve in a wide time span are very diffi-
cult to detect. Beyond the ability to capture anomalies, it is
important to note the absence of false positives. These were not
detected for all sensors, except E11. For this sensor, there is a
systematic error most likely due to high uneven local volatility
(heteroscedastic time series). The results, expressed in percent-
age terms, may reflect good, mediocre, or poor damage detec-
tion capacity. The range of percentages and the colour
associated with each of these definitions is given in the
table caption.

The ability of the undamaged condition-based thresholds
(UCT) turned out to be greater with respect to the design-
based thresholds (DT) in detection of early-stage anomalies.
These are established based on considerations resulting from
the expected structural response. The design alert values are
set equal to 100% of the calculation value chosen as the
limit based on the maximum stresses obtained in the service
phase. The alarm values are equal to 120% of this limit
value. In detail, the design defines alert and alarm thresh-
olds equal respectively to 103.5 me and 124.2 me for the sen-
sors E10, E11, and E12. The corresponding thresholds for
the sensor E15 are set equal to 230.25 me and 276.3 me.
Being the detected anomaly by the UCT of the order of 10
me, the gain in terms of detection capacity attainable using
this approach is clear. Figure 11 shows a comparison
between the two approaches by simulating an anomaly with
an offset of 15 me and a time span of 168 h on the signal
recorded by the sensor E15. As visible, this anomaly (dis-
turbed signal plotted in violet) would not be signaled by the
design-based thresholds (DT). Indeed, the red and yellow
horizontal lines that indicate the alarm and alert thresholds
based on design are above the damaged/disturbed signal.
On the other hand, the latter exceeds the thresholds defin-
ing the healthy condition error range, namely the UCT.
Thus, the data-driven approach results more effective.

5.2. Assessment of pier rotations and joint expansion

5.2.1. Problem definition and data analysis
The assessment of the pier rotation and deck-support dis-
placement is crucial to understand the presence of irregular
piers movements and abnormal motions in the deck plane.
Correlation models for the undamaged condition have been
developed starting from the consideration that, in unloaded
structural condition, clinometers and measurement of deck-
support displacement are the mirror of the temperatures.
Such models utilize as input the average air temperature, the
rotations recorded by the clinometers, and the hour of the
day corresponding to the recorded parameters. The exploited
parameters to develop the correlation models in the undam-
aged condition have been reported in the Table 5.

More specifically, clinometers CL1 and CL2 (Figure 4)
have two channels defined by the abbreviations CL_CHA
and CL_CHB that refer to the rotation in the longitudinal
and transverse directions, respectively. Due to poor signal
quality, recordings of channel CL1 CHA were not consid-
ered as model input. Figure 12 shows the behavior of the
longitudinal rotation measured by the sensor CL2 CHA. On

Figure 9. Scatter plot E15 (validation set).
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the other hand, the output are the measurements recorded
by the biaxial joint gauges. Figure 13 displays the trend in
time of the signals recorded by the sensors MGB1L (longitu-
dinal) and MGB1T (transversal) and the subdivision of the
overall set in three parts. It should be noted that from an
engineering point of view the two sensors are different. The
first measures the displacement of the deck to the support
in the direction of the viaduct axis. The second one in the
transverse direction. The latter shows measurements with a
very small range of variation due to the layout of the con-
straints on the internal beam supports which block trans-
verse displacements.

5.2.2. Model and pre-post processing operations
The data have been subjected to a data cleaning operation to
remove outliers in the signals. An explanatory example has been
reported in Figure 12. Furthermore, a pre-processing operation
consisting in a z-score normalization w.r.t. the preceding 60days,
for input and output time-series, has been performed. Then, sev-
eral regression models have been used, as in the previous case.
Among them, those with the best results were the Extreme
Gradient Boostingmachine andMulti-Layer Perceptron, as in the
previous case (the parameters characterizing such models are the
same described in section 5.1.2). Actually, two sub-models associ-
ated to the Multi-Layer Perceptron, one for the transversal and

Figure 10. a Anomaly plot; b Test set; c Residual plot.
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the other for the longitudinal sensor, have been used to fine-tune
the results. The adoption of different parameter settings for the
two sensors reflects their different nature. Such two sub-models
are characterized by different values of two hyperparameters: the
learning rate and themaximumnumber of epochs. The twomen-
tioned hyperparameters have been set equal to 0.001 and 400 and
to 0.002 and 100, respectively. Once used the regression model,
the data have been rescaled with an inverse z-score normalization
(post-processing operation).

Table 6 presents the comparison between the two models
(the respective sub-models of the MLP and the Extreme
Gradient Boosting Machine) with better metrics. In this case

the Multi- Layer Perceptron achieves better results. Figure
13 shows the subdivision in train set (60%), validation error
set (10%) and test anomaly set (30%) of the overall data set.

5.2.3. Simulation of anomalies and damage identification
The procedure to define the healthy condition error range,
to simulate the anomalies and to verify the capacity to catch
them in terms of percentages has been the same described
and used in the Sections 4, 5.1.2., and 5.1.3. In this case, the
value of k chosen to define the extremes of the healthy con-
dition error range, namely the UCT, has been equal to 2.5
for MGB1T and equal to 3 for MGB1L. This is due to the
capacity of the system to detect very small anomalies, des-
pite a wider healthy condition error range that allows to
avoid false positives. For this problem, for both sub-models
used, zero false positives were found.

Table 7 depicts the outcomes in terms of percentages of
detected anomalies as a function of their amplitude and of
the time span. The results may reflect good, mediocre or

Table 4. Percentages of detected anomalies. Damage detection range definition: [80%, 100%], [40%, 80%], [0%–40%].

E10 E11

Peak reach time [h] Peak reach time [h]

Amplitude [me] 168 336 720 Amplitude [me] 168 336 720

2 0% 0% 0% 2 0% 0% 0%
10 53% 46% 40% 10 100% 80% 67%
15 93% 80% 60% 15 100% 100% 100%
20 100% 100% 87% 20 100% 100% 100%

E12 E15

Peak reach time [h] Peak reach time [h]

Amplitude [me] 168 336 720 Amplitude [me] 168 336 720

2 0% 0% 0% 2 0% 0% 0%
10 100% 100% 87% 10 93% 87% 73%
15 100% 100% 100% 15 100% 100% 93%
20 100% 100% 100% 20 100% 100% 100%

Damage detection colours definition: green, yellow, red.

Figure 11. Design thresholds (DT) and undamaged conditions thresholds (UCT).

Table 5. Input and output parameters for correlation model.

INPUT OUTPUT

Mean air temperatures¼mean [T1, T2, T3]
CL1 CHB
CL2 CHA
CL2CHB
Additional temporal features

MGB1L or MGB1T
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poor damage detection capacity. The range of percentages
and the colour associated with each of these definitions is
given in the table caption. The obtained outcomes, both for
MGB1T and MGB1L, have been very satisfactory. MGB1T

Figure 12. Longitudinal rotation CL2 CHA: original (blue) and filtered (orange) signal.

Figure 13. Displacements. Subdivision into train, validation error and test anomaly set. a Signals MGB1T; b Signal MGB1L.

Table 6. Models evaluation metrics (validation error set).

MLP XGBOOST
Sensor MAE (mm) SMAPE (%) R2 (-) MAE (mm) SMAPE (%) R2 (-)

MGB1L 0.003 0.042 0.666 0.006 0.075 0.533
MGB1T 0.002 1.435 0.806 0.002 1.875 0.903

Table 7. Percentage of detected anomalies (MGB1T and MGB1L). Damage
detection range definition: [80%, 100%], [40%, 80%], [0%–40%].

MGB1T MGB1L

Peak reach time [h] Peak reach time [h]

Amplitude
[mm] 168 336 720

Amplitude
[mm] 168 336 720

0.005 60% 47% 0% 0.008 80% 80% 80%
0.008 100% 100% 87% 0.01 100% 100% 80%
0.01 100% 100% 87% 0.04 100% 100% 100%

Damage detection colours definition: green, yellow, red.
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shows good results from an anomaly with an amplitude of
0.008mm, which is approximately 10% of the mean value of
the signal. On the other hand, the damage detection capabil-
ity using the MGB1L sensor is much greater as the results
are already good for a 0.008mm amplitude anomaly, which
is equivalent to about 2 per thousand of the average signal.
Even though the fault detection capacity has been consid-
ered reliable only for anomalies with an amplitude equal to
or greater than 0.04mm for MGB1L and 0.01mm for
MGB1T, it would turn out to be far greater than the one
based on the design thresholds (DT). Indeed, the alert and
alarm thresholds have been defined equal to ±170.9 and
±205 millimetres for MGB1L and to ±60 and ±72 milli-
metres for MGB1T. In this case the alert values for the
design thresholds are the joint excursion values calculated in
the two directions in the presence of an earthquake. The
alarm thresholds are, as in the previous case, equal to 120%
of these values.

6. Conclusions

This paper examines the static and environmental data
recorded on a prestressed railway bridge in the first period
of its service life. Correlation models have been developed
following evaluations of cause-effect relationships between
the measured quantities in the healthy condition. The mod-
elling hypotheses underlying such correlations are based on
physical phenomena. These last ones are described through
relationships, linking input parameters (causes) to output
ones (effects), which need to be expressed by articulated
models given the structural complexity and the manifold of
phenomena to which it is subject. In detail, two aspects
have been investigated and controlled. The first one, the
assessment of the midspan strain of the unloaded deck, has
been addressed considering the influence of several factors.
The temperature, its difference (gradient) measured over
several distances, and other environmental factors (e.g. solar
radiation) are among them. The second one, the assessment
of pier rotations and joint expansion, has been accomplished
by taking into account the influence of environmental
parameters on such phenomena. The correlation character-
izing the undamaged structural condition have been success-
fully modelled, providing very accurate predictions of the
signal chosen as output of the model.

The addition of a pre-processing operation, consisting of
a z-score normalization on a sliding window, has been
shown a tool able to mitigate the effects due to both struc-
tural and non-structural deferred phenomena. This is essen-
tial to obtain repetitiveness in the data. Moreover, this
enables to train effective correlation models and to derive
the undamaged structural condition. On the other hand, the
use of additional temporal parameters has been particularly
effective in solving the lack of some environmental parame-
ters like solar radiation. The followed signal analysis and
reconstruction approach have led to the definition of
undamaged-condition alarm thresholds (UCT) and to a suc-
cessful fault detection that have overcome the results achiev-
able with the traditional thresholds (DT) based on the

design values. Particular attention was focused on the reduc-
tion of false alarms. Their number was reduced using the
moving median of the residual between the predicted and
the measured signal as a damage index.

The choice of features composing the correlation models,
the use of pre-processing operations to give repetitiveness to
data over time, the exploitation of some temporal parame-
ters to compensate for the shortage of some environmental
parameters, the selection and the training of specific regres-
sion model, and the proposed damage index have been
found to be very efficient.This case study can be a starting
point to facilitate the assessment of railway bridges similar,
in static scheme and geometry, to the investigated one. A
continuous improvement for such analysed bridge would be
done by means of new accumulated data in time, although
the already satisfactory results. Moreover, the acquired
knowledge could be used to investigate similar structures
with less available data. Indeed, an advantage in developing
such models is their future generalization to the analyzed
structural typology that could be done with the introduction
in this context of domain adaptation techniques (e.g. Wang,
Michau, & Fink, 2019) already performed successfully to
address other issues in civil engineering (e.g.
Gopalakrishnan, Gholami, Vidyadharan, Choudhary, &
Agrawal, 2018; Yang, Shi, Chen, & Lin, 2020; Zhu, Zhang,
Qi, & Lu, 2020, Chiaia, Marasco, & Aiello, 2022).
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