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ABSTRACT 
In this research work it has been provided a method for ensuring the integrity of the data 
throughout their transfer from the client to the server by computing the checksum of the 
data on the server and comparing it with the checksum of the data after they have been 
transferred on the client side. Concurrency (multithreading) is also implemented to 
enable the data to be delivered in parallel. Various file sizes were used to test our 
methodology. This method can be used in different enterprises or governmental 
institutions to ensure their data are not being manipulated during the transmission 
process. Furthermore, will also serve as a reference for engineers who will be 
responsible for implementing integrity measures in their systems. 

Keywords: Concurrency; Data integrity; Checksum; Data security; Multithreading; 
Server-Client file transfer. 

1. INTRODUCTION 
Many of the distributed applications in public and non-public institutions have faced 
with the problems of the transfer file functions [1-3]. Nowadays, the biggest problems 
with data is their integrity during their transmission by using large files. A seriously 
situation comes for medical records of patients where it should pay attention from the 
data change during transmission. This would lead to a catastrophe for the patients. 
Furthermore, this problem is also vital for all businesses and government institutions 
that their data were not manipulated. This has led to increased attention to data integrity.  

There are a lot of studies and research works done in this field but as the technology 
for ensuring data integrity advances, the same happens with the technology that 
attackers use to crack data integrity. Some of the methods have been used for 
transferring large files between a client and a server for ensuring data integrity [4-6].  
Based on it, many questions need to be answered related to data integrity for 
implementing new effective approach.  

In this paper we will be focused to provide a method for ensuring the integrity of the 
data throughout their transfer from the client to the server by computing the checksum 
of the data on the server and comparing it with the checksum of the data after they have 
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been transferred on the client side. Concurrency (multithreading) is also implemented to 
enable the data to be delivered in parallel. Various file sizes were used to test our 
methodology. 

2. THEORETICAL BACKGROUND 
Data integrity focuses on data in other tables that are in harmony with each other while 
performing operations such as updating, deleting, or adding data in a table, thus 
ensuring that data consistency is not lost [7]. Ensuring data integrity can be done in two 
ways: 

• Identifiable data integrity: the data integrity can be provided by the properties of 
the defined objects. 

• Procedural (Programmatic) data integrity: Integrity must be designed with a 
programming logic. In SQL, this approach is done with Trigger (triggers), 
Stored Procedure (stored procedures) or programmer codes. 

2.1 Identifiable Data Integrity 

The data integrity obtained due to the definitions of the objects is called definable data 
integrity. There are three types of Constraints (restrictors), Rules (rules) and Defaults 
(defaults). Identifiable data integrity is more useful and auditable than procedural data 
integrity; however, in cases where identifiable data integrity cannot be used, procedural 
data integrity is used. 

2.1.1 Identifiable Data Integrity Principles 

We can collect definable data integrity principles under three headings. 
• Line Integrity (Entity). It is the integrity that allows each record to be a different 

value from the records entered in the table.  
• Column Integrity (Domain). It is the integrity that allows any column in the 

table to get data from which group or whether it can get a NULL value.  
• Application Integrity. Suppose that there are two related tables with a primary 

key and a foreign key. It is the integrity that ensures that records with the same 
primary key cannot be deleted from the table with the primary key, in case a 
record cannot be deleted from the table with foreign key. 

There are two basic ways to ensure data integrity in DBMS; Identifiable data 
integrity and procedural data integrity. Identifiable data integrity is the data integrity 
that can be provided by the properties of the defined objects. It does not provide much 
intervention and programming, but it is a very simple definition to use. Procedural data 
integrity requires designing the integrity with a programming approach. Procedural 
items are Triggers, Stored Procedures or high-level programs written by programmers 
[8]. 

2.2 Checksum 

Checksum is the result data obtained by running the Cryptographic hash function 
algorithm. If you download a file from a source and get the same result when you 
compare the Checksum provided by the source with the result of the Checksum you 
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have, it can confirm that the downloaded file and the file in the source are exactly the 
same and downloaded without error. Checksum can be called hash sum, hash value, 
hash code, or hash for short, by some sources [9]. 

Checksum works as a control mechanism that can be useful for computer users in 
many situations. In case that you downloaded a large file, it can be an ISO installation 
file of a Linux OS distribution, a Service Pack, or any other file. Based on such large 
files, you will see a Checksum code on the source page where you downloaded the file. 
Afterward you can download the file to your computer and getting a value from the 
downloaded file with the Checksum calculation method [10]. If the Checksum value of 
the downloaded file matches the one on the download page, it means that you 
downloaded the file without error. 

Furthermore, in case that you are downloading an ISO file (or any file) from a 
different source other than official sources, you can check whether the file you 
download is exactly the same as the official source, thanks to Checksum. Due to it you 
can keep yourself safe from malicious code injected or modified files. 

2.3 Concurrency (Multithreading) 

Multi-Threaded Programming is the ability to do more than one job at the same time in 
a program. In other words, while a piece of code is performing an operation, it means 
that another piece of code works in parallel with it at the same time. A channel (thread) 
for each employee working in parallel. 

Java basically supports multi-channel programming. Multichannel has not been 
added to the language with some libraries. Every Java program runs in one channel 
(thread). For example, by running the main method of applications, a main thread 
named 'main' is run. However, when there is only one channel, the programmer does not 
realize that the code he writes is running in a thread. Thread provides us the opportunity 
to do more than one job simultaneously, namely multitasking [11]. 

Thread benefits are: 
• Resource sharing 
• Less waiting time 
• More efficient hardware usage (Multiprocessor usage) 

When a new thread is created, the thread does not start working unless we give a start 
command, it is ready. It starts running when we give the command to start. In addition, 
we can hold the thread for a certain time with the sleep command and kill it with the 
stop command. But what is the difference between thread and multithread? 

As we can depict in Figure 1, although threads use the same code, data, and files, 
they have different registers and stacks. In this way, it can do different jobs within the 
same code and keep different things in memory. There are two ways to create threads in 
Java. It has been used it by implementing it. However, threads can be created by 
extending. There is also a concept called thread pool. You are giving a certain number 
of threads. Thread pool uses idle thread. One of the most important problems with 
multithreading is concurrent and synchronization problem. You have to add and delete 
at the same time. Otherwise, the question arises as to which element you will get 
without adding the one you want. There are 3 ways to solve this: 

• Producer-consumer problem: We can solve it with the same logic that we 
learned in the operating systems lesson with the producer-consumer problem. 
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• Circular buffer: Producer-consumer problem is a similar solution. The difference 
is that you create an array yourself and the lock control happens in this array. 

• Java collections: We can leave this to java without dealing with locks ourselves. 
We can use the collections class that Java provides its own solution to these 
issues. 

 
 
 

Figure 1. Single Thread vs Multithread [12] 

3. OUR APPROACH 
In this section we have implemented a system in JAVA in order to make the 
experiments and testing. We have created a server and a client and by using sockets we 
will transfer data between them. In our approach, the client will be the one that will 
define the number of threads that wants to be used for file transfer from client to server. 
This will indicate how many files will be send from client to server at the same time, of 
course if the number of files that will be sent is enough. In order to check this and to test 
the end of the file, we use the following formula: 
 
pageNumber*concurrency	+	listOfFiles.length%concurrency (1) 
 

Together with the file the client sends to server also the file name where at the server 
side we will have an identical copy of the file. Also, together with the file is sent its 
checksum at the server-side, when the checksum is calculated, it will be compared with 
the checksum sent from client side and see if they are the same. If they are the same, it 
means that the information into the files have not been corrupted, otherwise, if the 
checksums value is not the same the server will request from the client to send again the 
specific file. 

3.1 Calculation of the Checksum 
The file is sent as a metadata together with the calculated checksum from Client to 
Server. First, we put all the files that we want to transfer in a Queue and we create a 
thread for each file at the time that they are transferred. 
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At server side we include the received files in a buffer and then calculate the file 
checksum and compare if this checksum is the same with the checksum that came with 
the file from client. We have serialized file metadata and also have allocated 4 bytes for 
megabytes in the buffer. We have created an HexaArray in order to convert the bytes 
into a hexa value for the checksum. 
 
3.2 Disadvantages 
 

Related to our approach, there is also a disadvantage which is related to timing. When it 
comes to large files that are needed to be transferred from server side to client side, the 
calculation of the checksum for each thread that the client will define to provide 
concurrency takes a lot of time. This directly indicates the performance of the 
algorithm, even we have reviewed the complexity of it several times. In order to reduce 
the time that is needed to calculate the checksum for each file, we are considering of 
implementing the approach in a different technology (Python), since Java is a slow 
technology.  

4. EXPERIMENTAL SETUP 
To test the proposed approach, we have performed the implementation with 3 different 
scenarios. 

I. A dataset of 100 files each with 10MB: These files were sent first without 
calculating the checksum to the server and then together with the calculated 
checksum. Also, this scenario was implemented with different concurrency in 
order to see the indication of the checksum in time. 

II. A dataset of 10 files each with 1GB: These files were sent first without 
calculating the checksum to the server and then together with the calculated 
checksum. This second scenario was implemented with different concurrency in 
order to evaluate the impact of the checksum in time. 

III. The third scenario considers a mixed dataset of 10 files with 1GB and 100 files 
each with 10MB:  As it can be seen, this is a combination of the two previous 
scenarios. The reason why we run this scenario is to test our approach with 
different file size. These files were sent first without calculating the checksum to 
the server and then together with the calculated checksum. Even in this case the 
concurrency varies and the checksum versus time is evaluated. 

By running these experiments, we tested the time needed to transfer the files, the 
accuracy of our checksum approach and also the indication that the checksum 
calculation has in the time needed to transfer the files. 

Testing files were randomly created by using Python programming language. The 
data stored in these files are not real-world data, but they are used just for testing. The 
client communicates with the server by using a specific port (in our case 9999) in the 
socket that we have created.  

In the approach that we have presented, among the file transfer by using multi-
threading techniques, that is widely used for data and file transfer, we have calculated 
the checksum of each file for each thread, to ensure the integrity of the file when it 
reaches the client side. Besides this, when the algorithms checks if the checksum of the 
files is the same at client side, it also compares the file name and if one of these to 
comparisons has a negative result, it requests from the server to resend the file. Until 
now, these techniques were not seen during the literature review. The approach can be 
improved, so in case that some file is lost or damaged in the server side, by keeping 
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track on the clients that the file was sent, the server can request the file so it can restore 
it. 

5. EXPERIMENTAL RESULTS 
In this section are analysed the results for all the scenarios described in the previous 
section. 

5.1 Scenario with 100 Files x 10MB Dataset 

Figure 2 depict concurrency that is equal to 1 where throughput is 23 s. When 
concurrency is 2 the throughput corresponds to 21 s. If concurrency is equal to 4 the 
throughput is 19 s and, when concurrency is 8 the throughput is 17 s. As we can see 
from the results, when the concurrency (number of threads) increases, the time needed 
to transfer these files decreases and in all cases the accuracy is 100%, which means that 
the files in client-side and server-side are completely the same. 
 

 
Figure 2. Results for the scenario with 100 Files x 10MB Dataset. 

5.2 Scenario with 10 Files x 1GB Dataset 

In Figure 3 are shown concurrency which is equal to 1 and the throughput is 196 s, 
when concurrency is 2 the throughput is 188 s. If concurrency is equal to 4 the 
throughput is 183 s, and when concurrency is 8 the throughput is 176 s. As the number 
of threads increases, the time again decreases. Also, the accuracy of the checksum is 
100%, which means that the files were the same in client and server side. 

 
Figure 3. Results for the scenario with 10 files x 1GB Dataset. 

0

5

10

15

20

25

1 2 4 8

Ti
m

e 
in

 s

Concurrency

100 files x 10MB dataset

160

170

180

190

200

1 2 4 8

Ti
m

e 
in

 s

Concurrency

10 files x 1GB dataset



Aleksander Biberaj, Alban Rakipi, Bledar Kazia, Esmeralda Kazia, Sonila Xhaferllari 

 

1012 
 

5.3 Scenario with 10 Files x 1GB + 100 Files x 10MB Dataset 

In the Figure 4 it has been shown that concurrency is equal to 1 and the throughput is 
1220 s. When concurrency is 2 the throughput is 1130 s. If concurrency is 4 the 
throughput is 1072 s. And last when concurrency is equal to 8 the throughput is 1037 s. 
As we can see, as the number of threads increases, the time needed to transfer the files 
decreases and in terms of checksum, the accuracy is 100 % in all the cases. The files are 
identical in both server and client side. 

 
Figure 4. Results for the scenario with 10 files x 1GB + 100 Files x 10MB Dataset. 

6. CONCLUSION 

In this paper, we have provided a method for ensuring the integrity of the data 
throughout their transfer from the client to the server by computing the checksum of the 
data on the server and comparing it with the checksum of the data after they have been 
transferred on the client side. In our experimental results of the tests that we made with 
different datasets, due to the concurrency number is increased it has been seen a 
tendency of time decrease for sending the files from Client side to Server Side. In all 
scenarios the accuracy of the checksum is 100 % due to the increasement of the 
concurrency number. The files were in all cases the same in both server and client side. 
There is a small increase in the size of the files sent from client to server due to the send 
of the checksum calculation together with the file. It is obvious that since the size of the 
file is increased, we have seen that the time is also increased. 

In this approach we have seen that checksum calculation play an important role for 
assuring the information integrity. Our research work needs to be tested in real world 
for assuring the accuracy of the implementation of this approach in real world would be 
the same.    
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