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Abstract: 

Previous research investigating information disclosure with online merchants has extended social contract theory 
using psychological contracts to explain the nature of the relationship between the consumer and merchant. This 
research extends the role of psychological contracts to social media platforms (SMP) by investigating how institutional 
psychological contract violations (PCV) influence trust in the SMP through institutional arrangements. Using a sample 
from MTurk, we presented two hypothetical scenarios manipulating the degree of PCV. Our findings suggest 
institutional PCVs act differently on institutional arrangements. Institutional PCVs impact attitudes toward institutional 
arrangements and trust in the SMP. 
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1 Introduction 

One of the underlying tenets of privacy is that situations involving information disclosure generate 
uncertainty (Acquisti & Grossklags, 2005b; Pavlou et al., 2007) or perceptions of risk (Dinev & Hart, 2006; 
Malhotra et al., 2004; Van Slyke et al., 2006) due to concerns over secondary use of personal information 
(Culnan, 1993; Van Slyke et al., 2006). This uncertainty can occur because individuals cannot establish all 
future conditions due to imperfect information (Pavlou et al., 2007) or discount future threats and risks in 
lieu of immediate benefits (Acquisti & Grossklags, 2005b). Research has shown that uncertainty can be 
mitigated by institutional structures such as privacy seals (McKnight et al., 2004; Rifon et al., 2005), 
information transparency (Awad & Krishnan, 2006), privacy statements (Liu et al., 2005), or employment 
of fair information practices (Culnan & Armstrong, 1999). Yet, this extant research has mainly focused on 
Internet users’ relationships with online merchants in which information disclosure occurs between a 
faceless entity and user. Information disclosure on social media platforms occurs between users within 
interpersonal relationships (Nosko et al., 2010), whose information exchanges are not governed well by 
institutional structures (Obar & Oeldorf-Hirsch, 2016). 

Social media platforms (SMPs) have significant influence on society, politics, commerce, etc. (Kokolakis, 
2017). Anecdotal evidence and research suggest that the increase in the number of SMP users is 
associated with some challenges for individual users: lack of privacy, cyberbullying, and mental well-being 
resulting in lower levels of mood, increased levels of anxiety, stress, and depression (Brown, 2018). This 
is alarming because the daily active users of SMPs continue to increase (i.e., the number of daily active 
Facebook users has increased to 1.93 billion in 2021 (Statista, 2021)). For perspective, the population in 
the United States in 2020 was estimated to be 329.48 million (World Bank, 2020). SMPs collect so much 
personal information that users generally become concerned about whether their privacy is invaded. 
Subsequently, user engagement (e.g., posting likes and comments) decreases due to institutional privacy 
concerns (Jozani et al., 2020).  

Even with the existence of institutional structures to combat privacy concerns, all structures (which behave 
and operate like contracts) are inherently incomplete (Macneil, 1980) resulting in the inclusion of the 
implicit, psychological component (Pavlou & Gefen, 2005; Rousseau & Parks, 1993). This implicit 
component, or psychological contract, is an individual’s belief regarding the terms and conditions of a 
reciprocal exchange agreement between the individual and another party (Rousseau, 1989; Rousseau & 
Greller, 1994; Rousseau & Parks, 1993). The idea of reciprocity is ingrained in who we are. As humans, 
we seek out reciprocated welfare and experiences, which lead to increases in emotional stability and well-
being, as well as decreases in resource constraints (Baumeister & Leary, 1995; Rousseau & Greller, 
1994; Scott & Davis, 2007). Psychological contracts create certainty and reciprocal obligations within 
other parties (Rousseau, 1989, 1995). Humans are social beings who desire social experiences 
(Baumeister & Leary, 1995; Maner et al., 2007) even in online environments (Williams et al., 2000) leading 
to the creation of psychological contracts. As one possible mechanism of psychological contracts in 
action, previous research suggests that perceptions of normative beliefs conform behaviors into 
predictable patterns (Ajzen, 1985, 1991; Ajzen & Fishbein, 1973), including during the usage and adoption 
of technology (Davis et al., 1989, 1992; Taylor & Todd, 1995). 

Due to the inherent risk with online exchange relationships, violations are bound to occur (Robinson, 
1996; Robinson & Rousseau, 1994). These violations are psychological contract violations (PCV) and 
occur when one party perceives that the other party has failed to fulfill its obligations or promises 
(Rousseau, 1995). PCVs are not limited to physical proximity (Dawson et al., 2014) and span across time 
(Robinson et al., 1994), implying the ability of violations to overcome digital barriers of online relationships. 
Previous research in Information Systems (IS) determined that PCVs between online merchants and 
users decreased trust, increased risk perceptions, and decreased information disclosure via transaction 
intentions (Pavlou & Gefen, 2005).

1
  In other IS research, PCV has been applied in e-commerce (Chiu et 

al., 2010; Salam et al., 2005; Xiao & Benbasat, 2011) and IT-outsourcing (Koh et al., 2004; Sabherwal, 
1999).  Yet, what is not clear is how PCVs influence privacy concerns, trust, and information disclosure in 
social media platforms. Additionally, previous research has examined how institutional arrangements 

                                                      
1
 While Robinson and Morrison (Robinson & Morrison, 2000) distinguish between psychological contract violation (feeling) and 

psychological contract breach (perception), we follow the original unitary conceptualization by Rousseau (Rousseau, 1989) as used 
by Pavlou and Gefen (2005). 
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(Granovetter, 1985) govern exchange relationships involving perceptions of contract violations (Pavlou & 
Gefen, 2005), still research has yet to elucidate the relationship these types of mechanisms have when 
PCVs are present. Based on these gaps in the literature, we explore the following research questions: 

RQ1: How will PCVs operate in social media platforms? 

RQ2: What institutional arrangement mechanisms govern social contracts in social media 
platforms? 

To address the research questions, we draw from the information privacy, trust, and psychological 
contract literature to develop and validate a model that analyzes the effects of institutional PCV on trust 
and information disclosure through institutional arrangements. We conceptualize and operationalize our 
model constructs to the context of SMP. The results, based on the survey data analysis of 401 Facebook 
users, show that institutional PCV influences institutional arrangements, which in turn negatively impact 
trust in SMP. Consequently, lower levels of trust perceptions reduce information disclosure. The paper 
contributes to the literature by (1) extending the literature to the context of social media platforms, (2) 
identifying institutional arrangements within SMPs, and (3) highlighting the importance of institutional 
arrangements on online users’ information disclosure via trust.  

Next, we develop the research model and hypotheses drawing on the literature on psychological contract 
violation, institutional arrangement, trust, and information disclosure. Figure 1 illustrates our proposed 
research model and the relationships between the constructs. 

 

Figure 1. Research Model 

2 Theoretical Development 

2.1 Social Contract Theory and Psychological Contract Violation 

According to social contract theory (SCT), people in society follow a social agreement governing rights 
and rules of behavior. The theory focuses on both morality and government. The former consists of the 
practices acceptable by rational people; the latter ensures compliance with essential moral rules (Rachels 
& Rachels, 1986). At the organizational or institutional level, SCT interactions occur through existing 
contracts and through hypernorms (universal principles) and moral free space (Donaldson & Dunfee, 
1999). At a more granular level, rules and obligations are made by individuals in institutions. One 
approach to understanding individual-level SCT is using the concept of psychological contract (Thompson 
& Hart, 2006) as it concerns the perception of reciprocal obligations between individuals and their 
organizations. In other words, individuals construct their own beliefs of principles which determine how 
their institutions should behave.  

Unlike legal or explicit contracts where two parties reach an agreement, a psychological contract is one 
person’s belief regarding the reciprocal relationship, which is perceptual, unwritten, and implicit (Argyris, 
1960; Rousseau, 1989; Weick, 1979). Since no contract can be perfectly complete (Hart & Moore, 1999), 
there is a psychological component in all contracts, where a party to the agreement will assume certain 
obligations from the other party and vice versa. The expectations stem from individual differences in goal 
attainment. Individuals with desires for high levels of privacy will expect exchange relationships to adhere 
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to higher standards of protection, control, disclosure, and use (Taylor et al., 2015). Personality traits and 
dispositions influence information disclosure (Junglas et al., 2008) and dispositions related to privacy and 
trust influence situational expectations of privacy (Davazdahemami et al., 2018; Malhotra et al., 2004; 
Taylor et al., 2015) and trust (Colquitt et al., 2007; Lim et al., 2006; Lowry et al., 2008; Mayer et al., 1995; 
Mcknight et al., 1998; McKnight et al., 2004; Pavlou & Gefen, 2004). Dispositions surrounding privacy and 
trust dictate behavioral norms, the extent of reciprocal exchanges, and fair treatment; thus, the formation 
of psychological contracts is dictated by these dispositions. 

PCVs occur when enough discrepancy exists between expectations of privacy and perceived privacy. The 
discrepancy can occur due to reneging and incongruence. Reneging occurs when a party knowingly fails 
to meet expectations due to opportunism or incompetence (Morrison & Robinson, 1997; Pavlou & Gefen, 
2005). Incongruence is defined as the difference between party members’ understanding or expectations 
of obligations (Morrison & Robinson, 1997; Pavlou & Gefen, 2005). Organizational behavior literature has 
examined how PCV influences employment relationships (Morrison & Robinson, 1997; Robinson & 
Morrison, 2000; Robinson & Rousseau, 1994; Rousseau, 1989). When employees believe an organization 
fails to fulfill one or more obligations or promises, he or she will develop feelings of anger and betrayal 
toward the organization (Morrison & Robinson, 1997).  

While PCV has not been explicitly applied in the context, to the best of our knowledge, Choi, Jiang, Xiao, 
and Kim (2015) revealed that embarrassing exposures will affect perceived privacy invasion and 
subsequent behaviors. These exposures, such as getting tagged in a Facebook post for sleeping in a 
lecture, can be perceived as a violation of a psychological contract. Studies in other subfields of IS have 
more explicit applications of PCV. For example, the effect of PCV has been investigated for buyer-seller 
relationships in e-commerce (Bansal et al., 2010; Chiu et al., 2010; Pavlou & Gefen, 2005; Salam et al., 
2005; Xiao & Benbasat, 2011) and for interorganizational relationships in IT-outsourcing (Koh et al., 2004; 
Sabherwal, 1999).  

The role of trust in online exchange is well-established and has been extensively applied in both e-
commerce (Chen & Dhillon, 2003; Gefen, 2000; Kim et al., 2005; McKnight et al., 2002; Salam et al., 
2005) and social media (Chow & Chan, 2008; Dwyer et al., 2007; Sledgianowski & Kulviwat, 2009; 
Valenzuela et al., 2009). Trust in the SMP reflects the user’s perception that effective mechanisms are in 
place to assure that the service will behave consistently with the user’s favorable expectations (Lowry et 
al., 2008; McKnight et al., 2002; Shapiro, 1987; Stewart, 2003).  

Trust is closely related to psychological contracts. PCV is typically accompanied by feelings of anger and 
betrayal, which will reduce the trustor’s belief in the trustee. We extend previous research by 
hypothesizing a relationship between institutional PCV and trust in SMP. When violations occur, the 
trustee has failed to fulfill certain obligations in the eyes of the trustor, subsequently diminishing trust. This 
is because PCV acts as a “negative retrospective appraisal of past problems” (Pavlou & Gefen, 2005) with 
trustees (Robinson, 1996; Robinson et al., 1994). This mechanism has also been found to operate in 
other contexts such as e-commerce (Pavlou & Gefen, 2005), suggesting that institutional PCV influences 
the trust of institutions such as SMPs, as well as others operating within the SMP. Thus, we extend this 
research by hypothesizing the following: 

Hypothesis 1: Institutional psychological contract violation will have a negative effect on 
trust in the SMP. 

2.2 Institutional Arrangements 

In their research on psychological contract violations, Pavlou and Gefen (2005) theorized that institutional 
structures aid in enhancing trust and reducing perceptions of risk with individuals (Reichheld & Schefter, 
2000) and about a community (Pavlou, 2002; Pavlou & Gefen, 2004). These institutional structures 
provide rules and policies influencing behavior to secure a more predictable future. This is similar in 
concept to institutional arrangements (Granovetter, 1985). Institutional arrangements are necessary in 
undersocialized environments (such as online merchants) to guide behavior (Granovetter, 1985) and 
include institution-based structural assurances and institution-based situational normality (Gefen et al., 
2003). An undersocialized environment involves interchangeable parties, such that if malfeasance 
occurred, an individual can readily exchange with a different party (Granovetter, 1985; Shapiro, 1987). 
Due to the fairly anonymous nature of parties in undersocialized environments, institutional arrangements 
are necessary. Granovetter (1985) claims these institutional arrangements are a mere substitute for trust. 
Pavlou and Gefen (2005) theorized four institutional structures exist in online buyer-seller environments: 
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feedback technologies, escrow services, credit card guarantees, and trust in the intermediary (Pavlou & 
Gefen, 2004). 

In SMPs, these specific institutional structures are different. Social contracts govern psychological 
contracts by individuals internalizing assumptions, beliefs, and norms concerning appropriate behavior 
within a particular social unit (Homans, 1974). Social contract governs the execution of the psychological 
contract, indicating how the reciprocal exchange in a psychological contract should be carried out 
(Morrison & Robinson, 1997). The social contract serves as a backdrop for individuals’ interpretation of 
contract violation (Morrison & Robinson, 1997). Relying on social contract theory, Malhotra et al. (2004) 
posited three mechanisms governing privacy concerns: 

 Collection: Emphasizes equitable information exchange based on the agreed social contract 
and the perceived fairness of outcomes (Culnan, 1993). 

 Control: Represents a voice to control procedures based on procedural justice (Gilliland, 1993; 
Thibaut & Walker, 1975; Tyler, 1994). 

 Awareness: Indicates knowledge and understanding about established policies of actual 
practices (Culnan, 1995). 

SMPs provide institutional arrangements and mechanisms to aid in governing information disclosure. We 
conceptualize these institutional arrangements as a concern over collection, control, and awareness. That 
is, these three are what constitute institutional arrangements, rather than feedback technologies, escrow 
services, credit card guarantees, etc. (Pavlou & Gefen, 2004). Malhotra et al. (2004) conceptualized these 
three pillars of privacy concerns as a second-order construct. We decompose these into three distinct 
concepts to enhance the extant theory. By theorizing and testing hypotheses for each mechanism, we can 
develop a richer theory on social contract. As an example of decomposing a construct, Lowry, Gaskin, 
Twyman, Hammer, and Roberts (2012) replace enjoyment in TAM (see Van der Heijden (2004)) with the 
first-order constructs of cognitive absorption. This allows for generating individualized causal mechanisms 
for each sub-construct, inducing parsimony of theory and explanatory power into the model. 

Many definitions of privacy concerns include the concept of collection as a dimension. For example, 
privacy concern is defined as the extent to which an individual is worried about the perceived fairness of 
the collection, storage, and usage of personal information (Dinev & Hart, 2006; Milberg et al., 2000; Smith 
et al., 1996; Van Slyke et al., 2006). Collection is “the degree to which a person is concerned about the 
amount of individual-specific data possessed by websites” (Hong & Thong, 2013, p. 278; see also 
Malhotra et al., 2004). Collection of personal information is regulated by privacy (Sheng et al., 2008) and 
may elicit concerns involving the primary or secondary usage of that personal information (Culnan, 1993) 
especially without consent (Roussos et al., 2002). When individuals surrender personal information for 
collection, an expectation of benefits is created (Culnan, 1993; Laufer & Wolfe, 1977; Stone et al., 1983), 
though the benefits may not be realized in the short-term (Acquisti, 2004; Acquisti et al., 2006; Acquisti & 
Grossklags, 2005a). Utilizing institutional arrangements and structures can alleviate concerns over the 
collection of personal information (Granovetter, 1985; Pavlou & Gefen, 2005) such as implementing fair 
information practices (FIP) (Lee et al., 2011). 

The concept of control and limited access to information has been widely studied in the information 
privacy literature (Culnan & Williams, 2009; Il-Horn et al., 2007) either as one central element of 
information privacy or by defining general privacy as control (Smith et al., 2011). In defining privacy, 
control typifies the regulation of personal information, limiting access to third parties, including the 
solicitation, storage, and use of said information (Il-Horn et al., 2007). Information privacy is the ability of 
the individual to control his personal information in terms of how and to what extent the information is 
communicated to others (Westin, 1967) over transactions between parties enhancing autonomy and 
reducing vulnerability (Lanier Jr & Saini, 2008; Margulis, 1977). Control is a social issue and context-
specific (Margulis, 2003; Xu et al., 2012), and invasions of privacy and control over information are 
dependent on the number of parties involved during information exchange (Sheehan & Hoy, 2000). This is 
because control governs the boundaries of information exchange between the self and others (Hong & 
Thong, 2013; Malhotra et al., 2004). 

Awareness refers to the extent to which users are informed about privacy procedures and practices 
regarding the use of disclosed information (Correia & Compeau, 2017; Dinev et al., 2006; Donaldson & 
Dunfee, 1994; Hong & Thong, 2013; Hui et al., 2007; Malhotra et al., 2004; Phelps et al., 2000). Scholars 
found that consumers’ privacy concerns increase when they realize that organizations have collected or 
used their information without their consent (Cespedes & Smith, 1993; Nowak & Phelps, 1992). While 
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data can be collected without individuals’ awareness (Soliman et al., 2006), Schwartz (1999) developed 
multidimensional rules for personal information practices in cyberspace in which organizations are 
responsible for limiting the use of personal data and for transparent information processing systems. 
Privacy statements help impact individuals’ privacy beliefs. Users perceive collection of personal 
information is fair when they are aware of policies that assure them they have control over the disclosure 
and subsequent use of information (Culnan & Bies, 2003). According to Malhotra et al. (2004) awareness 
incorporates two types of justice: interactional and informational. Interactional justice “includes issues of 
transparency and propriety of information made during the enactment of procedures”; informational justice 
relates to “the disclosure of specific information” and “perceptions of fairness” are exhibited with specificity 
of information. Referring to the idea of procedural fairness, Culnan and Armstrong (1999) conceptualize 
fair information practices as encompassing notice and consent in that people “have the right to know why 
the information is being collected, its expected uses, the steps that will be taken to protect its 
confidentiality, integrity and quality, the consequences of providing or withholding information, and any 
means of redress available to the individual” (Culnan & Armstrong, 1999, p. 107). Thus, previous research 
has established that awareness is necessary for information exchange with online institutions and a 
requisite component for trusting beliefs (Malhotra et al., 2004). 

2.3 PCV on Institutional Arrangements 

Pavlou and Gefen (2005) theorized that psychological contract violations decrease the perceived 
effectiveness of institutional structures. Individuals who perceive conditions are secured perceive an 
increase in the effectiveness of institutional structures (Pavlou & Gefen, 2004). In an online marketplace, 
when an individual experiences outcomes or situations that are contrary to expectations of conduct, then 
their faith in the institution decreases. In their original model, Pavlou and Gefen (2005) conceptualize the 
perceived effectiveness of institutional structures as a second-order formative construct including 
feedback technologies, escrow services, credit card guarantees, and trust in intermediaries. We theorize 
institutional arrangements facilitate information disclosure in SMPs, but as different mechanisms. Rather 
than feedback technologies, escrow services, credit card guarantees, and trust in intermediaries as 
previously studied, we theorize that institutional arrangements of SMPs include concerns over collection, 
control, and awareness. We hypothesize that a failure to adequately safeguard a user of a SMP will 
positively influence attitudes toward concerns over collection, control, and awareness. Based on the 
discussion above, we hypothesize that: 

Hypothesis 2: Institutional psychological contract violations will increase concerns over 
collection. 

Hypothesis 3: Institutional psychological contract violations will increase concerns over 
control. 

Hypothesis 4: Institutional psychological contract violations will increase concerns over 
awareness. 

2.4 Trust and Institutional Arrangements 

Pavlou and Gefen (2005) theorized that perceptions of institutional structures and arrangements influence 
trust in the community of sellers, citing previous work (Fukuyama, 1995; Pavlou & Gefen, 2004; Zucker, 
1986). Two viewpoints dictate the influence institutional structures have on relationships: they reduce 
perceptions of risk and uncertainty or they function to increase trust. Pavlou and Gefen (2005) take the 
latter view as do we. In this section, we discuss how institutional arrangements (collection, control, and 
awareness) influences trust in a SMP. 

2.4.1 Collection 

Privacy concerns first arise during the initial interaction with another party when personal information is 
collected (Hong & Thong, 2013). Importantly, social contract theory (Donaldson & Dunfee, 1994) 
“suggests that the fairness of collection of personal information on a website can only be justified if an 
online consumer is granted control and informed of the intended use of the information” (Hong & Thong, 
2013, p. 277). Thus, implicit in psychological contracts is the idea of fair treatment by the other party. This 
fair treatment can also include the accuracy of the collection (Stewart & Segars, 2002) and subsequently 
an accurate representation of the individual. An individual (principal) who shares information with another 
party (agent) gives the agent power (and becoming vulnerable to the agent) to represent the principal’s 
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interests in subsequent dealings (Pavlou et al., 2007) especially when handing that information over to 
third parties. This vulnerability is a willingness on the principal’s part to be vulnerable by accepting the 
power of the agent (Lowry et al., 2008; Mayer et al., 1995; Mcknight et al., 1998). These agents provide a 
specialty that the principal is unable to provide and therefore trusts the assessment of the agent in 
determining how much and what type of information to collect (Shapiro, 1987). In oversocialized situations 
normative beliefs, morals, and societal and community values may regulate the extent of this collection, 
whereas in undersocialized communities, institutional arrangements, structures, legal contracts regulate 
collection (Granovetter, 1985). In SMP, information is collected by other users (i.e. oversocialized) and the 
company itself (i.e. undersocialized) requiring vulnerability on the part of the primary sharer of information. 
Thus, we hypothesize that an increase in the collection of information in an SMP is related to a decrease 
in trust. 

Hypothesis 5: An increase in concerns over collection will lead to a decrease in trust in the 
SMP. 

2.4.2 Control 

Control is a necessary, but not sufficient condition for information disclosure. Perceptions of control over 
the practices of gathering and handling of personal information may lend legitimacy to an organization’s 
practices (Alge et al., 2006) instilling trust in an individual. Perceived control over information impacts 
individuals’ perceptions of trust in online social networks (Taddei & Contena, 2013). When users perceive 
less control, the level of trust decreases. Lack of trust arises from a lack of customers' control over their 
personal information through institutional arrangements and mechanisms (Hoffman et al., 1999). In 
studying online services, Aïmeur, Lawani, and Dalkir (2016) showed that control of private data increases 
trust. Furthermore, in the context of healthcare, scholars found that a lack of control over data collection 
practices and awareness of usage through health information exchange (HIE) systems increase patient 
concern over health records and reduce trust in HIE (Esmaeilzadeh, 2019; Perera et al., 2011). Privacy 
concern, defined as a mechanism of control, increases trust in HIE (Bansal et al., 2010). Thus, we 
replicate previous research by theorizing that control is important in generating trust in an organization, 
that when individuals perceive a lack of control, their trust in that organization decreases. 

We also theorize that perceptions of control surrounding trust operate in online social exchanges such as 
those found in SMPs. In studying an organizational context, Alge et al. (2006) identify two facets of 
information privacy: control over the gathering of personal information (collection and storage) and control 
over handling of that information after collection (use and dissemination). Hoadley, Xu, Lee, and Rosson 
(2010) found that Facebook users perceive fewer privacy concerns when control over information 
disclosure increases. Thus, in relationships, individuals require a degree of control over the information 
disclosed online. In SMP, control exhibits itself in diverse ways. In general, the user can control how 
information is disseminated on SMPs by specifying groups or individuals who will see a post via tagging, 
using tags to direct a post to specific channels of communication, or ultimately limiting who is connected to 
the individual online. Additionally, most SMPs allow deleting or changing the level of privacy of posts.  

Hypothesis 6: An increase in concerns over control will lead to a decrease in trust in the 
SMP. 

2.4.3 Awareness 

In theorizing awareness, context appears to play a role in its relationship with information disclosure. It is 
possible that personal information disclosure requires situational awareness and that it plays a key role in 
individuals’ privacy behavior and decision making (Sim et al., 2012). For example, Xu, Dinev, Smith, and 
Hart (2008) found that awareness is a significant predictor of disposition to value privacy in e-commerce, 
finance, and healthcare but not in SMPs. One explanation is that SMPs provide features that allow users 
to control who can access their personal information but may not generate awareness during an actual 
post. In a different study, Young and Quan-Haase (2009) find evidence suggesting Facebook users are 
reluctant to expose their information due to a lack of awareness concerning who could access their 
information. This agrees with previous research suggesting privacy concerns trigger when online users 
are uncertain who has access to personal information and its subsequent use (Dinev & Hart, 2006). 
Furthermore, studies revealed that awareness has a significant negative influence on self-disclosure on 
Facebook suggesting that when users are more informed and aware of privacy, they will have higher 
privacy concerns and subsequently will be less likely to disclose personal information (Culnan, 1995; 
Zlatolas et al., 2015). Thus, in an SMP, trusting beliefs will be influenced by awareness of the access to 
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personal information and its subsequent use, such that as awareness increases, interpersonal trust will 
decrease. 

Hypothesis 7: An increase in concerns over awareness will decrease trust in SMP. 

2.4.4 Trust in Information Disclosure 

We replicate previous research by hypothesizing the relationship between trust and information 
disclosure. Information disclosure is defined as the intention to provide information in a social exchange 
which includes both user-business (Belanger et al., 2002; Malhotra et al., 2004) and interpersonal (Lee & 
Ma, 2012; Nosko et al., 2010). A well-established positive relationship exists between trust and intention in 
online exchange relationships (Chiu et al., 2010; Dinev et al., 2006; Gefen et al., 2003; Pavlou & Gefen, 
2005; Sledgianowski & Kulviwat, 2009). When the trustor expects the trustee to fulfill the trustor’s 
expectation and feels less likely to be taken advantage of, he or she will be more likely to disclose 
information to the other party. 

Hypothesis 8: An increase in the trust of a SMP will lead to greater information disclosure. 

3 Methodology 

We assessed the theoretical model empirically using a sample of Facebook users. Facebook was chosen 
as the underlying platform because it is the largest SMP in terms of the number of users (Clement, 2020). 
We used an online crowdsourcing market, Amazon Mechanical Turk, a platform that allowed us to utilize 
an online survey to collect data anonymously among individuals within the U.S. This platform has seen 
use in multiple fields of research outside of Information Systems (Buhrmester et al., 2018; Hunt & 
Scheetz, 2019; Kees et al, 2017). Previous research has validated the use of this platform for collecting 
data and provides recommendations to optimize data collection (Lowry et al., 2016; Steelman et al., 
2014). Respondents were asked to pass a screening question about whether they are active Facebook 
users and then were allowed to continue responding to all of the survey questions if they were active 
users. They received a small monetary reward ($0.40) for providing an honest and complete response. 
Twenty-one responses were eliminated due to incomplete or unconscious answers (e.g., fail to answer 
attention check questions). In the end, 203 responses were included in the data analyses with diversity in 
levels of education, employment, gender, and usage behavior on Facebook. Table 1 reports our sample 
demographics utilized for all analyses. 

Table 1. Descriptive Statistics of Survey Respondents (n=203) 

  Frequency Percentage 

Gender Male 85 41.8 

Female 118 58.12 

 
 
 

Age 

18-30 years 61 30.05 

31-40 years 74 36.45 

41-50 years 27 13.3 

51-60 years 23 11.33 

Above 60 years 18 8.87 

 
 

Education 

High School or equivalent 36 17.73 

College graduate 109 53.69 

Higher-Education 58 28.57 

 
Employment  status 

Full-time 125 61.58 

Part-time 35 17.24 

Unemployed 43 21.18 

 
 

Years of experience 

Less than 1 year 12 5.91 

1-3 years 22 10.84 

4-10 years 45 22.17 

Above 10 years 124 61.08 
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Table 1. Descriptive Statistics of Survey Respondents (n=203) 

 
 
 

Daily Time Spent  on Facebook 

Less than 30 minutes 50 24.63 

30-60 minutes 71 34.98 

1-2 hours 52 25.62 

2-4 hours 24 11.82 

More than 4 hours 6 2.96 

 
 

Frequency of checking Facebook per 
day 

Less than 3 times 56 27.59 

3-5 times 62 30.54 

6-10 times 41 20.20 

11-20 times 27 13.30 

More than 20 times 17 8.37 

To ensure that participants experience feelings of violation, we provided scenarios presenting violations. 
These scenarios were assigned randomly to each participant. To capture different types of privacy 
violations and to reduce a potential bias of perceived violations by respondents, we considered a low and 
high level of violation for institutional PCV. We also asked participants to rate the severity of the assigned 
scenario to evaluate to what extent they agree that the assigned scenario violated their privacy. The 
scenarios are presented in Table 2. 

Table 2. Scenarios for Psychological Contract Violation 

 Scenarios Mean St.dev t-test 

High Institutional 
PCV 

Your entire Facebook profile was unlawfully 
extracted to aid a political campaign due to the 
negligence of Facebook. 

5.89 1.61 

1.13 (p > 0.05) 
Low Institutional 
PCV 

Your Facebook friend list was exposed to a gaming 
app on Facebook due to the hidden terms of 
Facebook. 

5.66 1.23 

Surprisingly, the mean differences between the two scenarios were not very significant. Prior to this study, 
we pilot tested four different scenarios with students and MTurk users. While two of those scenarios did 
not exhibit any difference, the two we included in the final study for this research did exhibit a significant 
difference (p < 0.000; one-tailed) in the pilot. The mean of High Institutional PCV in the pilot study was 
6.06 (Std. 1.34) whereas the mean of Low Institutional PCV was 4.97 (Std. 1.45). The pilot test was 
conducted a year prior to the study in this research, so it is possible that environmental factors (e.g., 
events related to Facebook in the news) influenced the perception of these scenarios.  

At this point we have a decision to make regarding the data: merge the groups and continue with the 
analysis or retain them separately. In analyzing the mean differences of the other measures, none of them 
are significantly different. The only measure that comes close is institutional PCV with a p-value of 0.052. 
Given these results, and the scenarios not resulting in a statistical difference, we do not feel justified in 
conducting the analysis with separate groups. Consequently, we merged the data from the two scenarios 
as we continued our analysis. 

To measure the constructs of the proposed model, we drew on the literature to select an initial set of items 
from well-established measures. Then, we modified some items to reflect the Facebook context to the 
measurement items. The measures for institutional PCV (Robinson & Morrison, 2000) were adapted 
based on validated measures. For example, here are two items from Robinson & Morrison (2000): 

 I feel a great deal of anger toward my organization. 

 I feel betrayed by my organization. 

These were adapted to read as follows: 

 I feel a great deal of anger toward Facebook. 

 I feel betrayed by Facebook. 
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Collection, control, and awareness (Malhotra et al., 2004) and Trust in SMP (Sledgianowski & Kulviwat, 
2009) were adapted for the context of Facebook. Finally, intention to disclose information was measured 
using validated items (Lee & Ma, 2012). All items used a seven-point Likert scale. Table 3 presents a 
complete list of items used in the survey. 

Table 3. Measurement Items and Standardized Latent Construct Loadings 

Latent 
variable 

Item Loading CR AVE α 

Institutional 
PCV 

I feel a great deal of anger toward Facebook. 0.85 

0.94 0.79 0.94 
I feel betrayed by Facebook. 0.91 

I feel that Facebook has violated the user agreement between us.  0.85 

I feel extremely frustrated by how I have been treated by Facebook. 0.93 

Control 

Social network users have a right to exercise control and autonomy over 
decisions about how their information is collected, used, and shared. 

0.64 

0.77 0.53 0.76 
Social network users control of personal information lies at the heart of 
user privacy. 

0.81 

I believe that social network users’ privacy is invaded when control is lost 
or unwillingly reduced as a result of a marketing transaction. 

0.72 

Awareness 

A social network seeking information should disclose the way the data 
are collected, processed, and used. 

0.78 

0.87 0.70 0.87 
A good social network’s privacy policy should have a clear and 
conspicuous disclosure 

0.89 

It is very important to me that I am aware and knowledgeable about how 
my personal information will be used. 

0.83 

Collection 

It usually bothers me when social networks ask me for personal 
information. 

0.80 

0.89 0.66 0.88 

When social networks ask me for personal information, I sometimes think 
twice before providing it. 

0.80 

It bothers me to give personal information to so many social networks 0.83 

I’m concerned that social networks are collecting too much personal 
information about me. 

0.84 

Trust in SMP 

I feel that Facebook is honest. 0.88 

0.90 0.63 0.89 

I feel that Facebook is responsible. 0.68 

I feel that Facebook understands its customers. 0.72 

I feel that Facebook cares about me. 0.81 

I feel that Facebook is very professional. 0.87 

Intention to 
disclose 
information  

I intend to keep sharing on Facebook in the future. 0.91 

0.93 0.81 0.92 I expect to share Facebook posts contributed by other users. 0.82 

I plan to keep sharing on Facebook regularly. 0.96 

Note: CR: composite reliability; AVE: average variance explained; α: Cronbach’s alpha 

4 Data Analysis and Results 

To test the measurement and structural models in our study, we used Mplus as the primary statistical tool 
(Muthén & Muthén, 2016) and conducted structural equation modeling, a covariance-based technique to 
analyze constructs and their relationship in our model (Kline, 2015). 

4.1 Measurement Model 

To assess the psychometric properties of the measurement model, we examined model fit, convergent 
validity, composite reliability, and discriminant validity of the constructs (Barclay et al., 1995). First, we 
conducted a confirmatory factor analysis on the entire set of items where each observed variable was 
restricted to load on its construct. The results of fit indices (CFI, RMSEA, SRMR) satisfied the threshold of 
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good model fit (Kline, 2015). Table 4 reports the results of the CFA analysis. All values are above/below 
the suggested cutoff values, suggesting that the data fit the model well. Also, as reported in Table 3, all 
the items showed high-factor loadings (mostly above 0.70) and are above the recommended minimum 
value of 0.60, indicating that each latent variable accounts for at least 50% of the variance of the 
underlying construct (Chin, 1998). Moreover, we calculated the average variance explained (AVE) for 
each construct which all are above the recommended value, 0.50 (Chin, 1998). 

Table 4. Goodness of Fit Measures for the Measurement and Structural Model 

Goodness of fit measures  2 (d.f.) CFI RMSEA SRMR 

Good model fit threshold Non-Sig. >90 <0.1 <0.1 

CFA model 426.79 (194) 0.93 0.077 0.057 

SEM model  546.457 (201) 0.90 0.092 0.126 

Second, to evaluate the reliability of constructs, we assessed Cronbach’s alpha reliability and composite 
reliability (see Table 3). The values of alpha range from 0.76 to 0.94, and composite reliability ranges from 
0.77 to 0.94, above the required score of 0.70 (Gefen et al., 2000). Finally, the discriminant validity of 
each construct was verified by comparing the square root of the AVE (see Table 5) to the inter-construct 
correlation coefficients (Fornell & Larcker, 1981). 

To assess the presence of common method bias, we conducted Harmon’s one-factor test (Podsakoff et 
al., 2003) and correlation test between constructs (Pavlou et al., 2007). Harmon’s one-factor test resulted 
in the emergence of six factors, with the 74% cumulative variation with the largest of 38% variation for a 
single factor. This is less than the commonly accepted value of 50% confirming that common method bias 
is not a problem. Furthermore, following Pavlou et al. (2007), a correlation matrix between constructs was 
generated to check whether there is a high correlation among constructs ( r

2
> 0.90). According to the 

results of Table 5, we did not observe a high correlation among constructs. This suggests that common 
method bias is not a concern in our study. 

Table 5. Latent Variable Statistics  

Construct Mean SD 1 2 3 4 5 6 

1. Inst. PCV 3.94 1.81 0.89      

2. Control 5.27 1.44 0.32 0.73     

3. Aware 6.07 1.19 0.24 0.70 0.84    

4. Collection 5.53 1.47 0.47 0.55 0.54 0.81   

5. Trust in 
SMP 

3.55 1.73 -0.55 -0.25 -0.37 -0.47 0.79  

6. Info. 
Disclos. 

4.40 1.74 -0.36 -0.13 -0.16 -0.32 0.61 0.90 

Note: The diagonal entries are square roots of the AVE. 

4.2 Structural Model 

We tested the hypothesized model by employing structural equation modeling. The fit indices were 
assessed and as reported in Table 4, they all exhibited a converged and adequate fit (except for SRMR). 
The results of the structural model provided evidence for the hypothesized relationships. Figure 2 shows 
the standardized path coefficient, the significance of the path coefficients, and the amount of explained 
variances ( R

2
). The structural model explained 37% of the variance related to intention to share.  

The negative effect of institutional PCV on trust in SMP (β= -0.44, p <0.001) provided support for H1.  
Regarding to institutional arrangement constructs, institutional PCV showed positive significant effects on 
control (β= 0. 30, p <0.01), awareness (β= 0.26, p <0.001), and collection (β= 0.49, p <0.001) which 
provided support for H2, H3, and H4. Moreover, both awareness (β= -0.23, p<0.01) and collection (β= -
0.21, p<0.01) exhibited negative effects on trust in SMP while control did not show a significant impact on 
trust in SMP (β= 0.15, p > 0.05), providing supports only for H5 and H7. Finally, trust in SMP (β= 0.61, 
p<0.001) had positive effects on information disclosure indicating support for H8.  Table 6 provides a 
summary of all hypotheses in this study and indicates whether or not they were supported.  
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Figure 2. Results of the Structural Model Assessment (* p <0.05, ** p <0.01, *** p < 0.001) 

 

Table 6. Summary of Hypothesis Support 

Hypothesis Supported  

H1. Institutional psychological contract violation will have a negative effect on trust in the SMP. Yes 

H2. Institutional psychological contract violations will increase concerns over collection. Yes 

H3. Institutional psychological contract violations will increase concerns over control. Yes 

H4. Institutional psychological contract violations will increase concerns over awareness. Yes 

H5. An increase in concerns over collection will lead to a decrease in trust in the SMP. Yes 

H6. An increase in concerns over control will lead to a decrease in trust in the SMP. No 

H7. An increase in concerns over awareness will decrease trust in SMP. Yes 

H8. An increase in the trust of a SMP will lead to greater information disclosure. Yes 

5 Discussion 

The purpose of this study was to 1) examine how PCVs operate in social media platforms and 2) develop 
a theoretical explanation for what institutional arrangements govern social contracts in social media 
platforms (SMP). We extended previous research on psychological contract violations (Pavlou & Gefen, 
2005) into SMPs. We theorized that institutional arrangements (concerns over control, collection, and 
awareness) govern relationships via psychological contracts. The concepts of collection, control, and 
awareness were originally conceptualized as first order constructs in the second order construct of IUIPC 
(Malhotra et al., 2004), a context specific version of online privacy concerns. In previous research privacy 
concerns were found to play a significant role (Gerlach et al., 2015; Krasnova & Veltri, 2010; Stutzman et 
al., 2011). Our study used a sample of experienced Facebook users to test our hypotheses. Our findings 
indicate that psychological contract violations operate through the institutional arrangements of control, 
collection, and awareness. We also demonstrate that collection and awareness decrease trust in the 
SMP; control, however, did not. Finally, trust in the SMP leads to greater information disclosure. 

One surprising result of this study is the nonsignificant relationship between control and trust. This result 
corresponds with recent findings of other privacy research. For instance, Ayaburi and Treku (2020) 
reported a non-significant correlation between privacy concerns and social media trust. They argue that 
privacy concern in social media is too complex and context-specific of a construct to be understood. Some 
SMP users could pay less attention to their privacy control after active presence. Similarly, Chang et al. 
(2017) showed that Facebook users’ trust is not significantly related to their privacy concerns. But their 
further investigation suggested that privacy concerns would impact the trust of LinkedIn users. One 
possible explanation of this is the type of social media platform and information exchanged determine the 
association between control afforded by the platform and user trust. Regarding Facebook, one can infer 
individuals immerse themselves so much that the platform has become an inseparable part of life. 
Therefore, regardless of the potential negative consequences, users take risks to engage in SMPs. This 
idea is corroborated by an article published by the BBC indicating that despite the detrimental effects of 
SMP use (decrease in social well-being, increases in anxiety, stress, depression, etc.), individuals are still 
willing to engage and use these services (Brown, 2018). 
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5.1 Contributions 

First, this paper extends previous research on social contracts by examining how psychological contract 
violations operate online in social media platforms. This was done by performing a study using Facebook 
as the context with experienced users of that social media platform. We theorized that PCVs operate 
through institutional arrangements and trust in the SMP. As theorized, PCVs lead to a decrease in trust 
and an increase in concerns over control, awareness, and collection. Psychological contracts act as 
implicit contracts between an institution and its users. These psychological contracts establish 
expectations of outcomes, especially those related to the handling of personal information. When 
expectations are violated, trust is lost in the SMP and concerns increase. This leads to a decrease in 
information disclosure. 

Second, we theorize that PCVs operate through institutional arrangements much like online exchange 
relationships with online merchants rely on institutional arrangements and structures (Granovetter, 1985; 
Pavlou & Gefen, 2005). We theorized that collection, control, and awareness govern social exchange to 
facilitate trust in online environments. The possibility exists that other institutional arrangements exist that 
were not tested in this study. For example, specific website functionality may act as institutional 
mechanisms, which may increase or decrease trust depending on how information is governed. 

5.2 Limitations 

A limitation of this study is that constructs were conceptualized and operationalized at a context-specific 
level, rather than the specific level (Davazdahemami et al., 2018; Taylor et al., 2015). Interpersonal 
relationships are varied and can be extremely complex, described as multiplex (Haythornthwaite, 2001; 
Scott & Davis, 2007). Privacy, as a social construct, may exhibit differently when individuals are studied 
embedded within those relationships as opposed to atomized actors (Granovetter, 1985). As a possibility, 
studying this phenomenon as situational (as opposed to general or contextual) may yield more insights 
into how institutional arrangements, psychological contracts, and privacy breaches may operate. Using 
the embedded view, or a network-based lens, would provide a means to study privacy in dyads, within a 
network, assessing the extent to which multiplexity exhibits privacy concerns and interpersonal trust. This 
suggests that the dyad level would exhibit a situational or state tendency and the individual level of 
analysis as a trait. 

Another limitation is related to the nonsignificant difference between the manipulation groups. In the 
original pilot test, the two groups tested significantly different. The high PCV condition did not change from 
the pilot test to this study; however, the low PCV condition resulted in a 1-point increase. One possible 
explanation is that much more variance in the population exists, such that various samples (even those of 
sufficient size) may vary because of the underlying characteristics of the population. Another possible 
explanation is a shift in attitudes within the population. With the prevalence of social media and how 
embedded it is in the lives of people, the possibility exists that attitudes are becoming more normative as 
a whole across large portions of the population. This might also explain the nonsignificant relationship 
between control and trust: attitudes related to control may have shifted in the population. Further 
investigation should delve deeper into providing a wholistic view of the entire population, perhaps even 
implementing a longitudinal study to determine how it changes over time. 

5.3 Future Research 

This research and previous research (Pavlou & Gefen, 2005) studies have focused on the relationship 
between the user and institution. While utilitarian systems (i.e., mobile banking, e-commerce) typically 
have a singular relationship (i.e., user-institution), social media platforms maintain a multitude of 
relationships among its users. Unlike the institutional relationships studied here, interpersonal 
relationships among users may operate differently. This suggests that contract violations not only occur 
between users and an online merchant, but also among online users as well. This suggests that 
psychological contract violations occur within interpersonal relationships, not just institutional ones. 
Additionally, interpersonal trust would influence information disclosure.  

Given this possibility, it is possible that spillover effects may exist between interpersonal PCV and 
institutional PCV, as well as interpersonal trust and trust in the SMP. Violations with one party may be 
generalized to unrelated parties (Folkes & Patrick, 2003; Pugh et al., 2003). Pavlou and Gefen (2005), in 
theorizing about online merchants, state that PCV is conceptualized at two distinct levels: individual seller 
and a community of sellers. For the individual seller, the relationship exists between the user of the online 
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merchant and the party selling the product the user wishes to purchase. When a violation occurs, the 
attribution of blame lays with the direct seller of the product or service, yet can extend to all sellers who 
belong. Thus, it is possible that when a violation occurs between users on SMPs, this extends to the 
institution and other users. As a possible explanation for a spillover effect of trust from interpersonal to the 
SMP may occur via the cognitive process of trust transference (Stewart, 2003) which transpires when 
initial trust in one party extends to another related party. Trust transference between parties is explained 
by way of entitativity, or the perception of the similarity, proximity, and common fate of the parties 
(Campbell, 1958). Thus, the possibility exists for spillover effects between relationships. 

5.4 Conclusion 

The purpose of this study was to investigate how institutional psychological contract violations influence 
users’ trust and their intention to disclose information on social media platforms through institutional 
arrangements. This research supports the idea that institutional arrangements—including control, 
collection, and awareness—play a role with institutions via social contracts.  Our findings demonstrated 
that institutional PCVs act through institutional arrangements and trust. Institutional PCVs impact concerns 
of control, awareness, and collection. These findings suggest that the perception of a violation could 
incriminate SMPs since PCVs are positively associated with trust in the SMP. Our research contributes to 
the understanding of the role of institutional arrangements in relationships on social media platforms. 
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