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Abstract— Nature may be used as a treatment method for patients with mental disorders which has yet to 

be implemented despite numerous evidence showing that being in touch with nature links to increased 

happiness, positive affect, positive social interactions, and a sense of meaning and purpose in life, as well 

as reduced mental distress. This project focuses on demonstrating the benefits of nature towards improving 

emotional well-being of people based on the detection of Electrodermal Activity (EDA). EDA signals will 

be collected from the controlled and experimental participants for the identification of nature’s positive 

impact towards participants’ mental well-being. Raw signals will require pre-processing and feature 

extraction which will use an open-source Python toolkit called PyEDA. The project will also incorporate 

machine learning for EDA signal classification which also utilizes python open-source software. The 

results will be observed and studied based on its accuracy in classifying the EDA signals between the 

controlled and experimental conditions. This project will be heading towards improving mental health 

treatment by proving that incorporating the world’s most abundant resources, nature together with the 

incorporation of biosensors for mental health detection will help close the gap between mental health 

patients and clinicians. 
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1. INTRODUCTION 

Stress is defined as a state of mental tension and worry. However, in medical context, stress is described as a 

physical, mental or emotional factor that contributes to bodily or mental tension which can be triggered by either 

external or internal means [1]. As for mental health, the World Health Organization described it as “a state of 

well-being where a person realizes their own abilities, being able to cope with normal stresses of life, being able 

to work productively and is able to contribute to their community.” This simply refers to how a person thinks, 

feels and acts throughout their life which plays a huge role in our daily life and are interrelated to each other [2]–

[4]. Stress is also much easier to treat compared to mental problems.  

Since the pandemic, the number of people who suffers from mental health problems increases drastically[5]. 

Astro Awani news also reported that there were 336 suicide cases in the first quarter, doubling the previous years 

and 122,328 calls in the first 6 months of 2021 in which 89.4% calls were focusing on mental health issues 

demonstrating that the pandemic has greatly affected the public’s mental state[6]. Consequently, this has affected 

the country in various institutions as well [7], [8]. Also, people were disconnected with natural environment 

causing them to be nature-deficit. This prevents them from enjoying the physical and psychological benefits of 

nature including showing positive effects towards mental health and well-being [9]–[12].  

There are multiple biosensors that can be used to detect bio signals of the human body. This includes Salivary 

Alpha Amylase (SAA), Electroencephalogram (EEG), Electrodermal Activity (EDA) or Galvanic Skin Response 

(GSR), Electrocardiogram (ECG)[13]–[20]. However, the biosensor that was chosen for this project is the 

Electrodermal Activity (EDA) which is due to its high accuracy despite using only two electrodes [21], [22].  

The problem statement of this project is to prove the positive effect of nature towards the emotional well-being 

of individuals which will be use as a treatment method while also integrating biosensors as a mean of detecting 

mental illness. This allows patient to have the opportunity of better mental health treatment which caters with the 

low psychiatrist to population ratio as well as the lack of accuracy and continuous observation or assessment of 

patients’ mental health. 

The objectives of this project include to collect data on Electrodermal Activity (EDA) on the effect of nature 
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towards well-being. Next, to analyse the signal differences between controlled and experimental conditions. 

Finally, to develop an algorithm that can identify the improved state of well-being through the effect of nature. 

2. METHODOLOGY 

2.1 Experimental Setup 

Large number of data samples are needed to ensure higher accuracy in data recording thus the proposed 

number of data samples for this study will be at least 15 participants. Each participant will have their EDA reading 

recorded in both the controlled environment, a closed room and the experimental environment, nature 

environment. An elaborate detail of the data collection process in both conditions are shown below. In both 

conditions, participants are required to be relaxed to ensure maximum accuracy of the data. Participants will also 

be asked to fill in a survey to record their emotional experience before and after the whole process. The survey 

will be used to gather statistical data of the participants. Fig 1 below shows the example of controlled and 

experimental conditions of the project. 

 

CONTROLLED CONDITION (CLOSED ROOM) 

1. Take a walk inside a building for two minutes or more. 

2. Fill in the questionnaire on participant’s emotional state. 

3. Record EDA reading for 1 minute. 

4. Enter the closed room and sit for three minutes while facing an empty wall. 

5. Record EDA reading while still facing the wall. 

6. Fill in questionnaire on participant’s current emotional state. 

 

EXPERIMENTAL CONDITION (IN NATURE) 

1. Take a walk inside a building for two minutes or more. 

2. Fill in questionnaire on participant’s current emotional state. 

3. Record EDA reading for 1 minute. 

4. Walk barefoot on a field while looking at the surroundings for three minutes. 

5. Record EDA reading while sitting near the field while staying barefoot. 

6. Fill in questionnaire on participant’s current emotional state. 

 

   
Fig. 1 Example of experimental and controlled condition grounds [12] 

     

For this project, the participants will consist of university students in their 20s with an above average level of 

stress and no sign of mental illness. This is to ensure consistency of the recorded data and to ensure a distinct 

difference in data gathered in both conditions. The participants’ mental health state will also be noted to guarantee 

no abnormalities of the data recorded and to ensure consistency of the experiment. 

 

2.2 Bitalino (R)evolution Board Kit 

The sensor used for this project is the Bitalino (R)evolution Board Kit shown in Fig 2 below. It consists of 

multiple sensors such as ECG, EEG and EDA. However, as mentioned the EDA sensor was chosen due to its 

convenience and accuracy in recording emotional changes among its users. Bitalino is a sensor that does not 

require any coding or additional components such as a microcontroller or a display to be connected to operate. 
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Instead, this sensor connects to a laptop or computer installed with the OpenSignals software via Bluetooth. The 

OpenSignals software will then display the obtained signal which will be immediately saved into the computer 

according to the time and date of the data recorded as shown in Table I below. 

 
Table I File saving format 

File name Time Date 

opensignals_98D381FD5FBE_2021-12-13_23-15-15 11:15 p.m. 13.12.2021 

opensignals_98D381FD5FBE_2021-11-01_22-36-08 10:36 p.m. 01.11.2021 

 

 
Fig. 2 Bitalino (r)evolution Board Kit 

2.3 Electrode Placement 

 
Fig. 3Placement of electrode patches on participant’s palm 

As shown in Fig 3 above, the electrode patches will be placed on the palm of the participant’s non-dominant 

hand to ensure systematic data to be recorded between participants. The palm of the hand also has high sweat 

glands density making it a suitable placement for the electrode patches. It is also the most convenient place to 

apply the patches as it is not a body part that is usually covered unlike the shoulders or the foot. 

2.4 Data Pre-Processing 

In real world application, any recorded data that is based on a signal contain noises. These noises are important 

to be filtered as it may disrupt the result obtained from the data. This is also the reason why a proper data recording 

method is established to ensure minimum noises is captured during the process. Even with all the controlled 

experimental conditions, noises are still captured especially when it comes to physiological data such as the EDA. 

Any slight movement of the body effects the reading of the EDA creating noises which needs to be filtered [16].  

Furthermore, different analysis algorithm requires different features of data which needs to be filtered allowing 

it to extract information effectively. Some of the suggested pre-processing methods are shown below. However, 

the methods listed below are not in any order and some may be omitted from the project depending on its signal 

to noise ratio after the pre-processing process. 

 

Median Filter  

Usually, the noises present in the raw data are usually non-negotiable and is difficult to control or minimize 

during the data collection process [16]. The noises are also harder to contained due to the high sampling rate used 

to record the EDA signal. To eliminate these noises, the median filter is applied which cleans the obtained signal 

while also retaining its features. Median filter is a filtering method that computes each sample of the recorded data 

into its median. This allows any extreme unwanted signals to be discarded thus providing a clean signal. 
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Resampling 

For this project, the signal is sampled with a frequency of 1000 Hz as it matches the suitable sampling rate for 

the signal. The suitable sampling rate or the EDA signal varies from < 10 Hz, 200 – 400 Hz and 1000 – 2000 Hz 

[23][24]. This depends on the required features as different sampling rates provide different accuracy of the 

features. Since the sampling rate of the signal is quite high, resampling is done to reduce the signal’s processing 

time and the memory footprint that the signal possesses. 

 

Moving Average 

Finally, moving average filter is also applied. Like the median filter, moving average also eliminates non-

negligible noises that are present in the signal caused by body movements including respiration[25]. The moving 

average is the process of calculating the average of a signal across a certain period. For this project, the period 

used in the moving average will be 0.75 second. This process cleans the obtained signal while also help smoothens 

upcoming processes such as the feature extraction and classification. 

2.5 Feature Extraction 

After the data went through pre-processing, the result obtained data is a clean data. Now, these data only 

contain its characteristics that needs to be extracted. These characteristics or features consumes a lot of 

computational resources to process them into meaningful information which also consumes a lot of time. 

Therefore, to simplify the process, feature extraction is done which helps to group the large data and its 

characteristics into manageable sizes called features. The features to be extracted for this project consist of two 

aspect which are the EDA features and the statistical features which will be explained below. 

 
Table II List of feature extraction process 

NO. 
FEATURES 

EDA STATISTICAL 

1. Trough-to-peak Mean 

2. Signal decomposition Standard deviation 

3. Frequency-based Skewness 

4. Time-frequency-based Coefficient of variance 

5. - Peak amplitude 

 

EDA Features 

Firstly, the signal undergoes the trough-to-peak analysis [26]. Trough and peak refer to the lowest and highest 

point of each cycle in a signal. After pre-processing, the derivative of the clean signal is applied with a threshold. 

This process reveals new signal response in the case where the incidents occur within an interval of more than 

one second from other signal responses. The trough and peak of the new signal responses will be labelled as the 

new zero crossing derived for the signals before and after the response respectively. This process helps to extract 

four features which are the number, overall magnitude, duration and area under the graph of the EDA signal. 

The next feature extraction method will be the EDA signal decomposition. This is done to obtain the signal’s 

tonic and phasic components. In this feature method, the components that will be calculated is the Discrete 

Deconvolution Analysis (DDA) utilising nonnegative deconvolution and the Continuous Deconvolution Analysis 

(CDA) which minimizes negativity [26][27]. By applying these methods, the continuous tonic and phasic of the 

signal is obtained. Furthermore, statistical features for each of the components are also extracted. For instance, 

the average, standard deviation, minimum and maximum of the components. This has helped complete both the 

statistical and EDA features of this project altogether.  

The use of frequency-based features to allow comprehensive understanding of the signal’s transient 

characteristics can be achieved by analysing the signal’s frequency domain representation [26][28]. The utilization 

of Welch’s algorithm for the estimation of the Short-time Fourier Transform (STFT), Fast Fourier Transform 

(FFT) and power spectral density (PSD) are the most common method. After transforming the processed signal 

into the frequency domain, the data will undergo median filtering if it is deemed necessary [16]. To ensure that 

the frequency of the EDA signal will be analyse in detail, the frequency oscillation of the signal will be divided 

into several frequency sub bands. This is due to the frequency variation of the signal which is caused by the 

differences in physiological process that each participant experience despite being under the same conditions. 

Finally, the time-frequency based feature is extracted from the signal which are the Discrete Wavelet 

Transform (DWT) and Stationary Wavelet Transform (SWT) [28]. This method is widely applied to analyse time 

and frequency information of bio signals[29]. DWT is used by sampling the wavelets discretely as the name 

suggest. However, it has its limitation whereby as the level of decomposition increases, the resolution of the signal 
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reduces. This is where the SWT comes into place providing better results compared to the DWT in terms of the 

sampling rate and can retain the signal’s full resolution during the decomposition process. 

Statistical Features 

There are several statistical data that will be extracted from the signal gathered which are listed is Table III 

below. The features will be extracted to help perform the statistical analysis of the project which will also be 

analysed together with the statistical data extracted from the questionnaire. 

 
Table III List of statistical features to be extracted 

Features  Definition   Standard Formula  

Mean Average/central value of a data. 
𝜇 =  

∑ 𝑋

𝑁
 

Standard 

deviation 

Indicator of how far a signal deviates from its average [30]. 

𝜎 =  √
∑(𝑥𝑖 − 𝜇)

2

𝑁
 

Skewness Measurement of deviation between the probability distribution and the normal 
distribution. 𝜇̃3 =  

∑(𝑋𝑖 − 𝜇)3

(𝑁 − 1) ∗  𝜎3
 

Coefficient 

of variance 
Measure of relative variability/ratio between standard deviation & mean [31] 𝐶𝑉 =  

𝜎

𝜇
 × 100 

Peak amplitude  Maximum deviation of the obtained signal either positive or negative from its zero-

reference point. 

-  

 

2.6 Statistical Analysis 

Next process will be the statistical analysis. It is a process of identifying trends and patterns of a data. Firstly, 

this process involves the analysis of the questionnaire which the participants were required to fill in during the 

experiment. This includes all the standard statistical analysis such as the mean, standard deviation, maximum and 

minimum of each question provided in the questionnaires. Similarly, the behaviour of all the participants in both 

controlled and experimental conditions will also be observed.  

Secondly, the statistical analysis of the obtained signal will also be conducted. Like the questionnaires, this 

process also involves the group analysis and individual analysis of participants in both controlled and experimental 

conditions. This allows the participant’s physiological readings in all conditions to be carefully analysed providing 

useful insights on their responses. The method of conducting this analysis is by using python programming 

utilising pyEDA library. By applying this method, the participant’s physiological differences with and without 

nature interaction will be attained.   

2.7 Classification 

To complete the experiment, the classification process involving machine learning will be conducted. The 

classification method used for this project is based on supervised learning which is an algorithm that utilizes a 

well labelled data for its training process. The data that will be used for the learning method will be the recorded 

signals that had already been processed. These signals will also have its features extracted based to ensure the 

classification process runs smoothly.  

This process uses the K-Nearest Neighbour (KNN) algorithm which is also one of the simplest classification 

algorithms. The way this algorithm works is that whenever a new data is input, it will compare the new data with 

the existing data and will categorized it according to the closest existing data. This also means that the algorithm 

does not learn from the existing data upon input but instead will only perform the classification when a new data 

is inserted which is also why it is called lazy learner algorithm. Additionally, KNN is also a suitable algorithm for 

dataset that contains many noises making it suitable for this project’s application.  The working principle of the 

algorithm is shown in Fig 4 below. 
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Fig. 4 Example of the working principle of KNN [32] 

To determine which category is the nearest to the new data point, the Euclidean distance formula is used which 

is shown below: 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √(𝑋2 − 𝑋1)2 + (𝑌2 − 𝑌1)2                                                                           (1) 

Based on the obtained results, the category that has the greatest number of nearest data points will be the 

category that the new data point will be assigned to. As shown in Figure 5 above, the new data point is assigned 

to Category A indicating that it has the greatest number of nearest data points to the new data. 

3. RESULTS AND DISCUSSION 

3.1 Data Collection 

The data collection process was conducted among fifteen (15) participants for the controlled and experimental 
conditions. The controlled condition took place in a hostel bedroom while the experimental condition took place in 
the hostel compound. The nature interaction method used for the experimental condition is known as grounding or 
earthing where participants were asked to walk on grass barefoot [32]. Their emotional states before and after their 
interaction with both conditions were also recorded using the EDA sensor and by filling in a questionnaire. Fig 5 
to 7 below illustrates the data collection process including the participants’ interaction with each environment. On 
the other hand, Fig 8 demonstrate the EDA signal displayed during the data recording process. 

 

 

Fig. 5 Data collection before both conditions 
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Fig. 6 Participant's interaction with a closed room and data collection process (controlled condition) 

  

Fig. 7 Participant's interaction with nature via grounding and data collection process (experimental condition) 

 

Fig. 8 EDA signal displayed in OpenSignal software 

3.2 Questionnaire Analysis 

The statistical data of the signal gathered during the data collection process will be elaborate and tabulated. 
These data were obtained through questionnaires given before and after the participants interact with the tested 
surroundings. The questionnaire is conducted by inquiring the intensity (1 - 5) of participants’ emotions such as 
happy, calm, angry and tense. The obtained results are averaged among all participants allowing the data to be 
statistically analysed. 

To further explain the questionnaire, the rating of five (5) shows maximum intensity of all the listed emotions. 
For instance, very happy, very confident, very angry and very sad. On the other hand, this also demonstrates the 
rating of one (1) shows negative rating indicating lowest intensity of the emotions. For example, least happy and 
least angry. 

Controlled Condition  
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Fig. 9 Statistical data obtained from questionnaire for controlled condition 

Table IV Tabulated data for controlled condition 

ANALYSIS FOR CONTROLLED CONDITION 

Emotions 
Before After 

Mean Variance skew Mean Variance skew 

Happy 3.69 0.63 -0.25 2.88 0.78 -0.39 

Energized 3.06 1.00 0.32 2.63 0.78 0.23 

Confident 3.88 0.52 0.19 2.94 0.86 -0.43 

Calm 3.38 0.78 0.43 3.31 1.56 -0.21 

Sad 2.06 0.73 -0.13 2.25 1.67 0.74 

Angry 1.69 0.63 0.66 2.00 1.87 1.08 

Stress 1.94 0.86 0.71 2.56 2.13 0.45 

Tense 2.19 1.10 0.38 2.31 1.96 0.52 

 

Fig 9 and Table IV above shows the statistical data for the controlled condition of the project. The data is 
separated into two emotions, positive and negative. Based on the data gathered before participants’ interaction with 
the closed room, their rating of positive emotions was quite neutral while also leaning slightly towards intense 
emotions ranging from 3.06 to 3.88. On the other hand, negative emotions indicated the opposite trend of slightly 
low emotion ratings ranging from 1.69 to 2.19.  

Post interaction with the closed room, participants’ positive emotion ratings decrease to a mild rating, 2.63 to 
3.31. As for negative emotions, it increases slightly with a range of 2.00 to 2.56. This indicates that participants’ 
interaction with the closed room has trigger negative emotions which can be seen based on the slight increase in 
negative emotions as well as a slight decrease in positive emotions of participants. Additionally, the variance and 
skew before participants’ interaction with the closed room is ranged from 0.52 to 1.10 and -0.25 to 0.71 respectively. 
While after participants’ interaction with the closed room, their variance and skew are ranging from 0.78 to 2.13 
and -0.43 to 1.08 respectively.  
 Furthermore, individual observation of the emotions demonstrates a similar trend as describe above. Each 
positive emotions shows a decrease in the averages while the negative emotions increase after the closed room 
interaction process. However, each emotion experience different degree of increment or decrement. Some might 
have a higher or lower degree compared to the other. This depends on each participant’s opinion on their emotional 
experience throughout the experiment. Some might have a higher intensity of emotions while some might have 
lower intensity. Nonetheless, the result shown above clearly explain that confinement of participants inside a closed 
room has shown to trigger negative emotions. 

Experimental Condition  
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Fig. 10 Statistical data obtained from questionnaire for experimental condition 

Table V Tabulated data for experimental condition 

ANALYSIS FOR EXPERIMENTAL CONDITION 

Emotions 
Before After 

Mean Variance skew Mean Variance skew 

Happy 3.33 0.81 0.58 4.07 0.50 -0.09 

Energized 3.53 0.98 0.15 3.73 1.07 -1.18 

Confident 3.60 0.83 0.31 4.00 0.86 -0.62 

Calm 3.53 0.84 -0.11 4.27 0.50 -0.43 

Sad 2.07 0.78 -0.14 1.80 0.74 1.20 

Angry 2.07 0.78 -0.14 1.60 0.40 0.55 

Stress 2.33 1.38 0.16 1.80 0.31 -0.11 

Tense 2.40 0.97 0.06 1.87 0.41 0.10 

Fig 10 and Table V above demonstrate the statistical data obtained from the experimental conditions. Similarly, 
the data is divided into positive and negative emotions. The obtained results before participants’ interaction with 
nature demonstrates that positive and negative emotions have similar trend to the controlled conditions before 
interaction with the closed room. The positive emotions have a rating ranging from 3.33 to 3.60 while negative 
emotions are on the low range between 2.07 to 2.40. These indicate participants’ emotions were relatively neutral 
and are feeling slightly positive.   

After interaction with nature, participants’ emotional rating increases in positive emotions ranging from 3.75 to 

4.27 while negative emotions decrease with a range of 1.60 to 1.87. These results indicated that positive emotions 

were triggered after the participants interacted with nature. This demonstrated that interaction with natural 

environment i.e., grass, earth and sky has proven to positively impact their emotions and reduce their negative 

emotions. This aligns with previous studies conducted on this topic demonstrating the positive impact of nature 

towards human emotional wellbeing after their interaction with nature. In addition, the variance and skew of 

participants before their interaction with the closed room is ranged from 0.78 to 1.38 and -0.14 to 0.58 respectively. 

While after participants’ interaction with the closed room, their variance and skew are ranged from 0.31 to 1.07 and 

-1.18 to 1.20 respectively.  
 Next, individual trends of emotions before and after the participants interacted with nature shows that each 
positive emotion experiences a significant increase in averages while negative emotions decrease. Correspondingly, 
the intensity of the increment and decrement of these emotions differs from each other which depends on the 
participants’ sensitivity towards the experiment. The most significant difference in these averages comes from 
‘calm’ and ‘happy’ with an increment of 0.74 while the lowest comes from ‘energized’ with an increment of 0.2 
only. 

3.3 Data Pre-Processing & Feature Extraction 

This section of the report demonstrates the results of the feature extraction process conducted using the 

gathered EDA signals. The process took place using a python library obtained from GitHub known as pyEDA 

which performs both the EDA and statistical feature extraction. Before performing these processes, the program 

will also perform data pre-processing allowing clean signals to be input for the feature extraction processes.  

Before performing these processes, the data is separated into four (4) which helps with the processing of the 

signals as the whole data of 1 minute was not able to be processed due to hardware constrains. Furthermore, the 

instead of using the local IDE software, Google Colab was chosen as it provides better processing power to 
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perform the program due to the application of cloud-based GPU and RAM. This allows the program to be executed 

smoothly without the hardware limitations. 

Data Pre-Processing 

The pre-processing process involves three methods which are the data resampling, moving average filter and 

the extraction of phasic and tonic components of the EDA signals. For resampling, the signal is down sampled 

from 1000 Hz at which the signal is recorded, to a lower frequency of 250 Hz. This method helps to speed up the 

signal processing time of the program while also retaining its features. Moving on, the next process involves the 

moving average filter. This process is conducted by setting the window size of the signals in which the window 

size is set to be 0.75 seconds. The program will then calculate the average filter by multiplying the rescale 

sampling rate with the window size. All of these processes were performed using the built-in library of pyEDA 

which are executed during the statistical and EDA feature extraction process. 

EDA Feature Extraction 

Moving on, the program then executes the EDA feature extraction process. As stated earlier, the feature 

extraction is performed immediately after the data pre-processing processes is conducted. In this section, the data 

is trained using deep learning to identify the best feature to be extracted for the signal. This is done by performing 

the learning process for 100 times or in deep learning terms, 100 epochs. The sample of the training process is 

shown in Fig 11 below. 

 

 
Fig. 11 Training process for EDA feature extraction 

In the program, the number of losses is also inserted while running the training process. This is to allow 

monitoring of the feature extraction training to ensure minimal losses is achieved. Based on the training conducted, 

the range of losses for the whole data set is less than one (1) which demonstrates that almost all of the dataset is 

being used to train the data. This also portrays the accuracy of the EDA feature that was extracted by the program. 

The extracted feature is then saved into Excel files which will be used as training data for the machine learning 

process. 

Statistical Feature Extraction 

The next process is the statistical feature extraction of the EDA signal. Here, the statistical features that was 

extracted includes the number of peaks, maximum value of the peaks, average of EDA signals and more. This 

process also extracts the tonic and phasic components of the EDA signal. The coding command for this section is 

shown below. 

m,wd,eda_clean=process_statistical(eda,use_scipy = 

True,sample_rate=1000,new_sample_rate=250,segment_width=0,segment_overlap=0) 

 

From the command above, a new sampling rate will be obtained from 1000 Hz to 250 Hz. The signal 

segmentation is done for 10 seconds. The output ‘m’ is the number of peaks, the maximum value of peaks and the 

mean of the signal, ‘wd’ contains the filtered phasic and tonic components of the EDA and finally ‘eda_clean’ 

stores the processed signal. These outputs will be displayed in the command prompt of the program and was not 

saved into the local hardware. The obtained statistical feature of the signal is shown in Fig 12 below. The features 

were labelled as pcost, dcost, gap, pres and dres whereby, similar to the EDA features, the optimal solution for 

these features were obtained to ensure the best feature was extracted. 
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Fig. 12 Statistical feature results from pyEDA 

3.4 Machine Learning (KNN Algorithm) 

Finally, the experiments continue with the machine learning process which uses the KNN algorithm. Similarly, 

the algorithm is also performed on Google Colab to allow better processing from the cloud-based GPU and RAM. 

The classification method is performed based on the labelled data whereby both gathered signals, controlled and 

experimental signals will be labelled before training the algorithm.  

After labelling, the data will be trained to classify the differences between the controlled and experimental 

conditions. The algorithm will also split the data into two which is the training dataset and the testing dataset. To 

perform the learning process, several variables were set which includes the number of neighbours, 

n_neighbours=2, the test size, test_size=.5 and the random state, random_state=9. This is performed using two 

lines of command which is shown below. 

 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=.5,random_state=9) 

knn = KNeighborsClassifier(n_neighbors=2) 

 

The testing data will then be used to identify the accuracy of the algorithm in which for this experiment, obtains 

52% only as shown in Fig 13 below. This demonstrates that the classification algorithm was only able to classify 

the tested dataset correctly only half of the time. This can also be observed by the list of accurate (acc) and 

inaccurate (unacc) training results displayed in Fig 13 below which is written to study accuracy of the predictions 

made by the algorithm. 

 

 
Fig. 13 Prediction lists and accuracy of KNN algorithm 

4. CONCLUSION AND FUTURE WORKS 

4.1 Conclusion 

 To conclude, this project has achieved all its objectives. This includes to study nature’s effect towards the 

well-being by using EDA signals. It is also proven that interaction with natural environment provides positive 

impacts towards the well-being of individuals who interacts with it. Not to mention, this theory is proven with 

both statistical data through questionnaire and the EDA signal. 

 Next, the signal differences between the controlled and experimental conditions are also observed and 

tabulated successfully. Finally, the algorithm that is capable in identifying the improved state of well-being 
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through the effect of nature was constructed successfully. All in all, this project has proven to be successful in 

achieving all its objectives. 

4.2 Future Works 

For future works, this study should include some of these recommendations. Firstly, since classification 

process will be performed, a bigger dataset should be gathered as classification relies heavily on number of 

datasets in which the greater the number of datasets, the better.  The dataset should include a wider scope of 

individuals to help identify the impact of nature’s intervention among individuals of various age groups and 

comprises of both male and female. Next, multiple classification algorithms should also be used. The results of 

these algorithms should also be compared with each other to determine the algorithm with the best model and 

highest accuracy in classifying the EDA signals. 

4.3 Limitations 

The most prominent limitation for this experiment is the machine learning algorithm as it was only able to 

display an accuracy of 52%. Next, hardware limitations are also a concern as classification algorithms require 

huge memory and processing power which the hardware could not cope. Not to mention, the data collection 

process also contains interference by people passing by as it was performed in public areas. 
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