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The Development of Teaching Case Studies to Explore Ethical
Issues Associated with Computer Programming

Four Case Studies on Programming Ethics.

Damian Gordon
ASCNet Research Group,
Technological University Dublin,
Dublin, Ireland
Damian.X.Gordon@TUDublin.ie

ABSTRACT

In the past decade software products have become pervasive in
many aspects of people’s lives around the world. Unfortunately,
the quality of the experience an individual has interacting with
that software is dependent on the quality of the software itself, and
it is becoming more and more evident that many large software
products contain a range of issues and errors, and these issues are
not known to the developers of these systems, and they are unaware
of the deleterious impacts of those issues on the individuals who
use these systems. The authors of this paper are developing a new
digital ethics curriculum for the instruction of computer science
students. In this paper we present case studies that were explored
to demonstrate programming issues to First Year Computer Science
students. Each case study outlines key issues associated with a
particular scenario and is accompanied by specific questions to
be used by the instructor to allow students to begin to reflect on,
and evaluate, the implications of these issues. The objective of this
teaching content is to ensure that the students are presented with,
and engage with, ethical considerations early in their studies and
well before they encounter them in an employment setting.
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1 INTRODUCTION

This research is part of an Erasmus+ project, Ethics4EU [12], which
is exploring issues around the teaching of ethics in computer science
curricula. To achieve this goal a number has steps have already been
undertaken, including a Pan-European survey of the attitudes of
computer science departments in 61 universities across 23 different
European countries towards the teaching of computer ethics. This
found that 36% of respondents (or 22 universities) do not teach
any computer ethics, citing either a lack of available time or a
lack of expertise as being the key reasons as to why they don’t
teach this topic [13]. Research has consistently shown that ethics
is an important missing element in computer science education
unlike all other science disciplines [16, 34], thus one of the key
objectives of this project is to develop a range of teaching content
and instructor guides to encourage the instruction of digital ethics
to university students. Given the ethics issues particularly related to
programming issues, a number of resources are being developed in
that area. In this paper we present sample educational content that
was developed as part of the project, specifically lessons that focus
on how issues with software can adversely impact a wide range
of people. The content is designed to serve as a way to improve
computer science students’ ability at consequence scanning — a
way to consider the potential consequences of new software on
people, communities and the planet [10].

The ethical lenses that are being used in the Ethics4EU project
are the three classic moral theories which explore the ethics of
actions and their consequences [19]:

e Deontology: This model of ethics argues that the morality of
a scenario should be judged on the actions taken in that sce-
nario and whether they adhere to a set of principles. There-
fore, actions such as the Volkswagen emission scandal, where
the Volkswagen Group altered software to make it appear
their cars where scoring better in their emissions tests than
they should have been [21], or the British post office scandal
[9] whereby between 1991 and 2015, over 900 post office
workers were prosecuted for alleged theft, false accounting
and/or fraud due to known software errors in the post office
accounting systems which reported that there were financial
discrepancies, resulting in wrongful imprisonment, loss of
reputation and livelihood, and bankruptcy [23].

e Utilitarianism: This model of ethics argues that the moral-
ity of a scenario should be judged on the consequences of
the scenario, and the actions taken to achieve these conse-
quences are not important. For example, if a software system
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has errors in it, whether those errors are accidental or delib-
erate is irrelevant, all that matters are the consequences of
those errors. There are numerous well-known examples of
this, including the destruction of the 1962 Mariner 1 space
probe, which cost the US government $160 million in 2021
adjusted dollars [22], the failure in the propulsion system
of the United States Navy cruiser USS Yorktown [33], the
simple programming error that caused a number of bank
terminals for the Bank of Queensland, Australia to be in-
operable for up to a week [35], the Boeing 787 Dreamliner
computer systems that needed to be rebooted every 248 days
[2], or the English couple who switched electrical supplier
and their monthly bill went from £87 to £53,480,062 due to a
minor programming error [5].

o Virtue Ethics: This model of ethics argues that the morality
of a scenario rests solely on the character and intentions of
the individual in the scenario, therefore neither their actions
or the consequences of those actions are as important as the
virtues and vices of the individual involved. For example,
professional codes of conduct emphasize the responsibility
of the individual to conduct themselves in a virtuous way
[17], and this applies when governments make public health
choices also [3].

It is inevitable that errors will occur in computer programming
[36], but whether these occur accidently or deliberately, what is
important, in an ethical sense, is whether or not the individuals
and organisation responsible take accountability for these errors.

The history of computer ethics is almost as old as computers
themselves, dating back to the works of Weiner and Weizenbaum
almost 70 years ago [7]. In 1985 James Moor defined computer ethics
as “the analysis of the nature and social impact of computer technology
and the corresponding formulation and justification of policies for the
ethical use of such technology”, and in the same paper Moor argued
that even if computers make it possible for a someone to do a vast
number of things, the question must be asked whether one ought
to do them [26]. In the same year Deborah Johnson published her
seminal book “Computer Ethics” where she noted that computers
introduce new and unfamiliar ethical dilemmas and moral problems
that did not exist previously [20]. In the 1990s, the concept of “value-
sensitive computer design” emerged, focusing on designing new
technology in ways that prevent harm to human values [15]. At
the same time, others including Donald Gotterbarn [17] pointed
out that computing ethics should be part of a professional code of
conduct, which resulted in the development of a number of codes
of ethics and codes of conduct for computing professionals, for
example, the ACM Code of Ethics [1]. Recent work on programming
ethics by Fiesler et al. proposes a new way forward for incorporating
ethics into programming modules, by focusing on incorporating the
ethical content into the assignments and assessments and leaving
the teaching content unchanged, which has delivered promising
results [14]. Although the Ethics4EU project is taking a different
approach to the development of content, even so, the work of Fiesler
et al. will be incorporated into the project.

To help first year computer students understand some of the
potential pitfalls of working in the software development industry
and the importance of ensuring that technology is fit for purpose,
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case studies were chosen to highlight some of these troubling issues.
A case study method was chosen as these are designed to explore
real-world phenomena and they focus on interpreting events and
exploring the impact of the case study on the broader society, in-
cluding ethical issues [11, 24] which are in contrast to much of the
teaching that is typically more quantitative in nature. This may
mean a change of teaching style for computer science lecturers
who are typically instructing students on content, which is well
understood and not subject to significant individual interpretations
whereas the goal of teaching digital ethics is to explore a range of
ethical questions and dilemmas and to allow the students to make
up their own minds what they would or would not do in terms of
their professional practice. This represents a change in teaching
paradigm from a more Behaviourist approach towards a more Con-
structivist approach [31], and to address this change of teaching
approach, a number of instructor guides are being developed to
accompany this content.

2 METHODS

This experiment is a qualitative research study using a Participa-
tory Action Research (PAR) methodology [18], that focuses on the
following research questions:

1. Do computer ethics case studies highlight the importance of
ethics for computer professionals?

2. Does delivering the computer ethics case studies in a Con-
structivistic manner help students see the case from multiple
perspectives?

The lessons were delivered using paired teaching [18], and to
evaluate the outcomes of the case studies, the lecturers recorded
their reflections about the classes on a weekly basis in diaries. After
the lessons were completed, the students were invited to participate
in a survey to collect their feedback on the process. This process
was developed with reference to the BERA Guidelines to ensure
that it adhered to ethical educational research practices [6].

The case studies are delivered in a constructivist environment,
where each class had three parts to it: (1) the main lesson deliv-
ered by a pair of lecturers introducing the topic for consideration,
(2) the discussion session where students were put in break-out
rooms and took their time to discuss the key points of the lesson,
as well as consider some questions supplied to them, and (3) the
sharing session, where students shared their thoughts with the
entire class, either using the on-line classroom, or in an anonymous
note-making environment (Padlet). This structure was inspired by
the TPACK framework [25], and it allowed the students to develop
an ownership of the content, and to construct their own meaning
of the lessons being taught [4]. To help students anticipate the po-
tential outcomes of software systems (i.e. consequence scanning),
they need to reflect on three questions:

1. What are some of the potential consequences (intended and
unintended) of this software?

2. Which of those are positive consequences, and how can we
enhance them?

3. Which of those are negative consequences, and what should
we do to mitigate them?

As this content was delivered as part of a first-year computer
science programming module, the case studies were designed to
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be accessible to computer novices, and focused specifically on
topics that are directly relevant to other content being delivered
in this module [28]. There are a number of pre-existing com-
puter ethics case studies, for example, those provided by the ACM
(https://ethics.acm.org/integrity-project/case-studies/), but it was
felt that the lessons would be more effective if case studies were
identified that would be both relevant to the students and of in-
terest to them. To help brainstorm some of the relevant content,
a PESTLE (Political, Economic, Sociological, Technological, Legal
and Environmental) analysis was undertaken [37], yielding four
key areas that were deemed to be relevant and appealing to the
students: Social (the 2020 Irish state examinations), Political (the
2016 political bias of Google), Technical (autonomous cars), and
Legal (judicial sentencing software), each of which will be detailed
in section 3 of this paper.

3 CONTENT DEVELOPED

Four case studies were carefully selected and developed, which
focused on a number of programming-related ethical scenarios.
One case study per week was delivered (over 4 weeks) as part of
a first-year programming module to allow the students time to
assimilate the ethical learning outcomes related to that particular
case study and also understand and reflect on the nature of the
programming scenario involved.

3.1 Irish State Examinations 2020

The Covid-19 pandemic had a profound effect on the Irish state’s
Leaving Certificate examination in 2020. This examination is of-
fered to all students who have completed the senior cycle of their
secondary education (high-school), the results of which serve as
the Irish state’s university matriculation as well as offering appren-
ticeships, job-training, etc., to those wishing to take that career
path.

Due to a national stay-at-home rule by the Irish Government for
health and safety reasons, the Irish Government cancelled the Leav-
ing Certificate in 2020 and replaced it with an estimated-grading
system. A student’s grade in each subject was estimated based on
their expected performance in the Leaving Certificate combined
with their School’s statistical profile of achievement. This profile
was created based on the student’s prior examination results and
other related assessments to date. Following this process, all esti-
mated results were submitted to the Irish Department of Education
and Skills. When the Department received the estimated results
from all Schools, a national standardisation process was applied
to ensure a consistent standard in the estimated-grade process
nationally.

The national standardisation process was put out to tender result-
ing in an external company being hired and contracted to develop
the software to implement the algorithm used in this process. As
part of on-going quality assurance and verification process, two sep-
arate professional bodies oversaw the development of this software.
They detected four errors. These errors resulted in approximately
10,000 students being assigned a lower estimated grade in one or
more subjects to what they should have received following the
national standardisation process. As soon as the errors were de-
tected, the affected students were identified and corrections made.

However, the delays in making these corrections meant that some
students had not received correct offers for university places and
had to wait to commence their third-level study in the following
academic year.

The authors posed three questions to the students to consider
and discuss the ethical implications of this case study and the impact
the resulting errors had caused. These were:

1. Did it make sense to have a Canadian company develop the
software to implement the national standardisation process
algorithm instead of an Irish company, which would be ex-
pected to have a better understanding of the Irish Leaving
Certificate process?

2. If an Irish company had made a bid to develop the software
at a much higher cost than other competitors, would your
group have agreed to award the contract?

3. Can you make four recommendations to avoid this issue
occurring again?

The students were placed in groups to discuss and answer the
three questions.

3.2 Search Engine Bias

The Google search engine is one of many services offered by Google
to search for information available on the Internet. A feature offered
by this search engine is to auto-complete search parameters as the
user enters their search string. The auto-completion is based on a
number of factors including the user’s prior search history and also
commonly used phrases that people have searched previously. In
many cases, this auto-completion completes the search string with
a high accuracy rate. However, there are instances when the auto-
completion makes poor suggestions, which might seem amusing
but can cause offense.

The Google search auto-completion is part of the overall search
engine, which uses a page-rank algorithm to perform the search
process and return a set of results. The results returned are ranked
in a specific order. Using these ordered results, the search engine
attempts to auto-complete the search string whilst the user is typing.
Google’s rationale for offering this auto-completion of the search
string is to provide a more personalised search experience and
increase the relevance of search results for any given user. There
are factors that can influence the ranking of the search results
returned and subsequent auto-completion. These include:

1. Fee payment to Google: By paying a fee to Google, an indi-
vidual or organisation can improve the ranking of their web
presence.

2. Search engine optimization: Specialised companies can be
hired to improve the ranking of their client’s web presence
through a number of mechanisms such as (i) cross-linking
pages on the same site, (ii) cross-linking pages on differ-
ent sites, (iii) regular updates to the content of the site, (iv)
adding additional metatag information to a web page that is
hidden from the user but is used by the search engine when
searching and ranking the page.

3. Political and Legal factors: It may be the case that in certain
jurisdictions, political and legal factors will influence the
search results and subsequent ranking.
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The following questions were posed to the students on reflection
of this case study:

1. Do you use any search engine other than Google?

2. Do you logout from your Google account before using the
Google search engine?

3. Think of four guidelines you would give parents to teach
their children to be more aware about online bias.

The students were divided into groups and tasked with dis-
cussing and answering these questions. This included their thoughts
about the ethical implications of the search engine ranking algo-
rithm and associated auto-completion. Specifically, the students
needed to consider how programmers involved in the design and
development of the search algorithm can have a direct influence in
the ranking of returned results and the factors they must consider.

3.3 Judicial Sentencing Software

In the United States of America, courts of law in some states are
employing commercial software systems to assist the judiciary
in sentencing criminal defendants. There are publications freely
available that have analysed these sentencing systems and in some
cases, found that certain bias is being employed by the system
when making a sentencing recommendation. In some cases, racial
profiling and gender-bias are factors being included in the algorithm
used when making a sentence recommendation to the presiding
judge in the case before the court.

Essentially, the software is developed to assist the judiciary in
making a sentencing recommendation especially when there are
several factors to be considered in favour and against the defendant.
The algorithm developed in this system should be unbiased in
all scenarios but there is evidence that biased factors have been
included by the system’s programmers.

Similar to the previous case studies, the students were divided
into groups and tasked with discussing the ethical concerns to be
considered when developing the software for such software systems.
They were also asked to answer the following three questions:

1. If the overall rate of crime is significantly reduced by us-
ing this kind of sentencing recommendation software, is it
ethical from a deontological perspective?

2. If the overall rate of crime is significantly reduced by us-
ing this kind of sentencing recommendation software, is it
ethical from a utilitarian perspective?

3. If the overall rate of crime is significantly reduced by us-
ing this kind of sentencing recommendation software, is it
ethical from a virtue ethics perspective?

3.4 Automotive Accident Algorithms

In recent years, the automobile industry has seen some car man-
ufacturers incorporating self-driving as an available feature. This
feature enables the car to autonomously navigate between two
geographical points without any, or minimal, intervention by the
driver. The car uses an array of sensors to capture data in its envi-
ronment, which is input to software controlling the car’s mobility
and navigation.

The software developed to enable autonomous self-driving must
be capable of responding to the threat of a potential or imminent ac-
cident. Various accident algorithms need to be implemented in the

Damian Gordon et al.

software to facilitate the car’s response to such threats. When imple-
menting these algorithms, the programmers need to be cognisant of
parameters that might include legal, moral, cultural, ethical and ge-
ographical factors. Additionally, artificial intelligence (A.L) features
may also be incorporated in the software, which creates further
complexity.

The students were given the following questions to discuss and
report:

1. In the event of an accident occurring, who is responsible? Is
it the driver of the car who engaged the self-driving feature
or the programmers who developed the self-driving code?

2. Should AL be incorporated in the self-driving software
whereby a car in self-driving mode can decide itself how
to respond to the threat of an imminent accident?

4 DISCUSSION AND RESULTS

The four case studies were delivered to a group of 175 first year
computer science students at Technological University of Dublin,
Ireland between the 15th of April 2021 and the 30th of April 2021,
as part of the computer programming module, which is assessed
using a combination of continuous assessment and examinations.
The content was delivered using a virtual classroom for the main
lessons, with breakout rooms for the students to discuss the ethical
issues from each session in smaller groups, and Padlet (https://
padlet.com/) was used as an idea sharing space where participants
could highlight their key take-aways from each lesson.

The students were surveyed with a questionnaire with seven
questions using a combination of open-ended (O) and closed-ended
(C) questions to evaluate the effectiveness of these sessions. The
questions are presented below and were based on examples from
AN. Oppenheim’s 2000 book on Questionnaire design [27]:

(C) How interesting would you rate the ethics classes? [Not at
all interesting] [A little bit interesting] [Fairly interesting] [Very
Interesting] [Really, really interesting]

(O) In what way(s) were the ethics classes interesting (if they
were)?

(C) Did the ethics classes encourage you to look at computer
issues from multiple perspectives? [Not at all] [A tiny bit] [A little
bit] [Somewhat] [Totally]

(O) In what way(s) did the ethics classes encourage you to look
at issues from multiple perspectives (if they did)?

(O) What, for you, were the three key takeaways from the ethics
lessons?

(O) In terms of the content of this lesson, how did you find it?

(O) In terms of the format of this lesson, how did you find it?

The survey was deployed following the completion of the classes,
between the 30th of April 2021 and 3rd May 2021 using Microsoft
Forms. A total 25 students of the 175 that participated in the classes
responded to the survey giving us a response rate of 14.29%. This
response rate is relatively low, however as noted by Porter and Um-
bach [29], student response rates can vary dramatically between
different educational institutions, varying from as low as 14% to
as high as 70%. Sheehan [32] suggests that there are a number of
factors that impact the response rate, including the perceived rele-
vance of the survey to the participants (in terms of importance and
timeliness of the survey), whether the participants are notified that
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a survey will be occurring, whether they are reminded to do the
survey after they have received it, and finally, the number of ques-
tions involved in the survey. Additionally, it is worth noting that as
a result of the COVID-19 pandemic, the participants of this survey
have never met in person, and therefore, may not have developed
the sense of esprit de corps that would typically be found in First
Year classgroups, which may have also impacted on the response
rate. The students were given the following key instructions: (i) the
survey is voluntary, (ii) all submissions do not record the students’
names, and (iii) the results will be published as part of the broader
discussion on these issues.

Question 1 used a closed-ended question to ask the respondents
to indicate whether or not they found the ethics content interesting
and an overwhelming majority of them (23/25) indicated that they
found the ethics content very interesting.

Question 2, an open-ended question, asked the students in what
ways they found the content interesting. The lessons were positively
received, and they allowed the students to understand the potential
implications of the work once they are working in the computer
industry. Indicative quotes include: “It’s interesting to know how
programs that serve very important purposes that can potentially
change someone’s life for worse or better can be ruined by a rushed
design and bad programming practices”, and “all topics that were
discussed were really interesting and the fact it gave us an insight
on how the things were related to real life situations was great to see
and learn about”. They also found it enjoyable to interact with their
classmates on these topics, for example, “really got a good discussion
and got to share an opinion”, and “Interacting with classmates”. Many
found the content enjoyable, for example, “They were a bit of fun,
and a change of pace from the rest of the module”.

Question 3 used a closed-ended question to ask the participants
if they felt that the content presented encouraged them in future
to look at issues from multiple perspectives and a large majority
of them (21/25) did feel that it encouraged looking at things from
multiple perspectives.

Question 4 asked in which ways did the ethics classes encourage
the participants to look at issues from multiple perspectives. The
respondents all agreed and it also made them consider issues from
specific groups such as “minorities and people with disabilities” as
well as “the perspectives of the most vulnerable”. The interaction was
mentioned by the majority of participants, for example “The group
discussion helped to show different perspectives from my classmates.”
and “discussion about them and sharing of ideas helped me see things
newly”. Some noted that it helped them “think of things that I didn’t
think had to be written into code” and others noted that it “made me
think about problems which may occur in our lives”. Most crucially,
the students came to realize the importance of ethics in program-
ming, for example “I started seeing code as something that can change
people’s lives and impact many real world things”.

Question 5 asked the participants for three key takeaways from
the ethics lessons and the participants focused on some crucial
issues, including that small errors can have big consequences, for
example “Even the smallest mistakes can cause serious disruption,
impacting people’s lives. always take a step back, think about it” and
“Basic mistakes can be dangerous”. They also expressed a great deal of
concern over Artificial Intelligence, for example “The ways that Al
affects people’s lives that we do not know about”. Most importantly

the participants noted the importance of thinking about things
before programming them (consequence scanning), for example “It’s
important to always consider the outcomes of your actions, whether
they’re large or small’.

Question 6 asked the participants what they thought about the
content of the lessons; all of the participants referred to the content
as interesting and relevant to them, “Really interesting as it is to do
with recent events and very relevant”, and “thought provoking”. Many
noted that the self-driving cars lesson was particularly engaging,
for example “I found it very engaging. I personally enjoyed the study
on self-driving cars and the ethics behind programming cars to avoid
accidents”, and “Very interesting, such as learning about autonomous
cars”. Some indicated that they “wished for more ethics classes in the
future” and some mentioned that the content was “super interesting
and very well delivered by two awesome lecturers”. Most importantly
the participants found the content to be easy to understand, for
example “Really easy to follow and to understand”, and “I found
the content easy to understand, mostly because of the relatable and
modern-day examples of ethical issues”.

Question 7 asked the participants what they thought about the
format of the lessons. The students responded saying they par-
ticularly enjoyed the format of the lessons with the three parts
(lesson, discussion, and share), for example “The content delivery
and format was excellent. I found the transition to the breakout rooms
then the return to the min room super effective to allow us to express
our opinions on the topics”, “It was great. I liked it as it was very
balanced when the lecturer explains and presents the content and then
lets the students reflect on the questions asked together, making it very
engaging and enjoyable”, and “I enjoyed the anonymous notepad and
the slides!”. Since the classes were delivered on-line (necessitated by
COVID-19 restrictions) some students found the discussion process
challenging, for example “I thought the breakout rooms were a good
idea. It’s easier to discuss your opinions with smaller groups than all
together. Although still not everyone will be comfortable voicing their
opinions, I think it’s a little easier to do in person than online which
will hopefully be the case for future years” and “Having one person
from each group have to speak was sometimes a bit awkward though,
especially with the online meeting format”. Overall, the students ex-
pressed their satisfaction with the mix of teaching approaches, for
example “Slides were very clear and being able to discuss the topics in
small groups was useful”, “Good format, got us to work together”, and
“The class was enjoyable. Information is clear and easy to understand”

In summary, the students who participated in the survey felt
these case studies and subsequent analysis and discussion helped
them consider the consequences of different programming tasks on
the end-users and, for example, it got them to question whether AL
should be used in situations where people’s lives can be affected by
the outcome. They also felt these sessions on ethics gave them a
new perspective on programming and they enjoyed discussing the
different topics with their classmates and seeing their different per-
spectives. They found the topics themselves interesting, authentic,
and relevant to their lives and their future careers.

In parallel with the lessons the two lecturers involved in de-
livering this content kept reflective diaries, and considered a few
issues after each lesson, including whether or not there was a good
balance between the technical and ethical issues, looking at the
positives and negatives of each of the case studies, and noting any
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missing content or errors in the slides. The key reflections that may
be of use to other CS educators includes that when teaching in a
Constructivistic paradigm it is important to listen to the students’
voices; to be encouraging, and to be supportive and positive. Also,
to highlight the importance of consequence scanning; students
have to be asked to imagine, and reflect on, the potential of both
intended and unintended consequences of a software system. Most
powerfully, in a constructivist teaching session, an educator is free
to say the phrase “I don’t know, but I'll check”, and to acknowledge
that the students, as digital natives [30], may have reflected more
deeply on some of the issues, for example, the trade-offs between
digital privacy and on-line services, and to praise their perspectives
on those issues. Other key take-aways from this study include the
observation that the cases that most appealed to the students were
those that were tangible and nuanced, as opposed to hypothetical
and simplistic. Also, by including videos and links to newspaper
articles and blogs, the students felt the content was relevant and
timely. Both the lecturers and the students noted that many of the
ethical programming issues could have been prevented with better
software testing — an issue that was discussed and reflected on by
them in detail. Finally, it is evident that all of the students who
participated in the survey enjoyed the cases, and wished for more
time for discussion sessions in general in all of their classes.

5 LIMITATIONS

The goal of this research is to explore the impact of topic-focused
case studies on first year computer science students’ understanding
of some of the ethical issues associated with software development.
There are several limitations to this study, firstly, the duration of
the study was from 15th of April 2021 to 3rd May 2021, a duration
of 18 days (necessitated by the academic calendar of the institution
in which this study took place), which is a limited timespan for
this type of study. A follow-up study with the same students in
the next academic year would be useful to identify what they can
recall from the case studies and what lessons they have learned
from them. Secondly, the relatively low response rate of 14.29%
makes it difficult to draw any general conclusions from this study,
however, this low response rate was related to the limitations of the
students’ schedule, and follow-up studies can be scheduled more
effectively. Finally, the use of a questionnaire as the sole means
of data collection may have limited the type of student who was
willing to participate in the study, and may have limited the types
of answers that the students gave. A complimentary focus group
session may have provided a different perspective on the study, and
will be used in future iterations of this research.

6 CONCLUSIONS

This research outlined the design and delivery of four case studies
focused on programming ethics as part of a first-year computer
programming module, and this was followed by a qualitative eval-
uation process. The goal of this process is to raise awareness of
the potential ethical conflicts that students may encounter once
they graduate college and begin their professional lives. Crucially,
there is no intention in the lessons to tell the students what the
“right answer” is in terms of any ethical dilemmas but rather by
having students discuss they topics themselves, in combination
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with a description of different ethical perspectives (deontology, util-
itarianism, and virtue ethics), they were scaffolded in developing
their own views on the content. This mode of teaching represented
a shift of teaching paradigm from Behaviourist approach to a more
Constructivist approach, which was supported by the three-part les-
son structure (lesson, discussion, and share). Based on the feedback
from the students who participated in survey we can tentatively
conclude that the students found the lessons extremely enjoyable
and engaging and they felt the break-out rooms were essential in al-
lowing them to see the content through other people’s eyes, which
was further enhanced by the Padlet activities. Some students found
conversing on-line to be somewhat cumbersome, nonetheless, all
of the students who participated in the survey remarked that these
sessions were a catalyst for them to consider more thoroughly the
potential ethical consequences of the software they develop, and to
scan for the potential (intended and unintended) consequences of
their decisions on real people.
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