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Abstract - Modeling rainfall is very important to be developed in managing natural resources to deal with the impacts of 

climate change.   We modelled the daily rainfall for data recorded in Pekanbaru City from 1999 to 2008. the main goal of 

this study is to find the best fitting distribution to the daily rainfalls by using the maximum likelihood approach. for this 

purpose, Gamma distribution and some Extended Gamma Distribution will be used and tested to determine the best model to 

describe daily rainfall in Pekanbaru City. the extended gamma distribution meaning some mixture two and three gamma 

distribution, namely rani, shanker and sujatha distribution. the maximum likelihood method will be used to get the estimated 

parameter value from the distribution used in this study. the distributions will be selected based on graphical inspection 

probability density function (pdf), numerical criteria Akaike’s information criterion (AIC) and Bayesian Information 

Criterion (BIC). in most the cases, graphical inspection gave the same result but their AIC and BIC result differed. the best 

fit result was chosen as the distribution with the lowest values of AIC and BIC. in general, the Gamma distribution has been 

selected as the best model 

 

Keywords - Ektented Gamma Distribution, Rainfall Modelling, Rani Distribution, Shanker Distribution, Sujatha Distribution. 

 

1. Introduction 
Clusterwise regression is a method that finds simultaneously an optimal member of data in k cluster and each cluster 

have the best regression model. Analysis of a simulated data set has also been presented for illustrative purposes. Gamma and 

normal distributions were used for distribution of responses scenario with different parameters. This simulation study is 

carried out by initializing the number of clusters, classify observations randomly as an initial partition, move observation to 

the cluster giving the smallest residual and re-estimate the regression model from final partition. This simulation showed that 

clusterwise regression is able to form partition according to the distribution of data, also to form the best generalized linear 

model with Gamma distribution and linear regression model [1]. 

 

There are many observations in the economics, social and science that arise with a high variance. When the data was 

estimated a single regression model there was a mistake in presenting the data structure. the data can be classified to reduce 

variance. One of the ways to classify the data is clusterwise regression techniques. the clusterwise regression is based on the 

combination of these two techniques that find simultaneously an optimal partition of data in k cluster and regression function 

within cluster [2]. It is assumed that samples come from a certain number of populations and consider the existence of 

subpopulations of heterogeneous populations. the proportion of subpopulations is unknown. A specific form for each 

subpopulation can be determined and the purpose of clusterwise regression is to describe the sample into mixture components 

based on the subpopulation. Estimating parameters in the cluster wise regression method is needed to estimate the regression 

coefficients for each cluster. Various kinds of algorithms are formed to overcome this problem, among others, based on 

exchange algorithm [3], statistical techniques [4], and optimization techniques [5] [6]. the application of cluster regression to 

various fields of research has been carried out, such as business research, physics, and social studies. Data not only arise from 

normal distribution but also arise from exponential families. Statistical techniques from [4] developed the cluster wise 

method for the approach for generalized linear models. 

 
Water resource assessment involved various variables that can be simplified and tackled by developing a suitable 

mathematical model. Rainfall-Runoff (RR) modeling considered as a major hydrologic process and is essential for water 

resources management. This study presents the development of rainfall-runoff model based on artificial neural networks 
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(ANNs) models in Shipra river basin of Madhya Pradesh. the ability of model was evaluated based on sum of squares error 

(SSE) and relative error. the Sum of squares error obtained during this study was 30.525 in training and 53.076 in testing and 

the Relative error value obtained was 0.939 in training and 0.874 in testing at Mahidpur station but at Ujjain station, the SSE 

obtained during this study was found to be 30.488during training and 10.703 during testing while the relative error value 

obtained was 0.938 in training and 0.915 in testing. the model was found suitable for simulating hydrological response of the 

basin to the rainfall and predicting daily runoff with high degree of accuracy. the study demonstrates the applicability of 

ANN approach using the statistical tool SPSS 16.0 in developing effective non-linear models of rainfall-runoff process in 

order to represent the internal hydrologic structure of the watershed [7]. We need to study the basin response to the catchment 

rainfall for water resource planning of a basin. This requires development of a relationship between basin rainfall and runoff. 

Most of river catchments in India are ungauged and generally the limited discharge data are available with the concern state 

and central agencies. Under such circumstance’s rainfall-runoff model can be developed to simulate the natural hydrological 

processes to estimate the runoff from the catchment. A rainfall-runoff model is a mathematical. representation describing the 

rainfall-runoff relations of a catchment area or a watershed. More precisely, it produces the surface runoff hydrograph as a 

response to a rainfall as an input. Rainfall-runoff models are classified as deterministic, stochastic, conceptual, theoretical, 

black box, continuous event, complete, routing or simplified [8]. the widely known rainfall-runoff models identified are the 

rational method [9] Soil Conservation Services (SCS) Curve Number method [10] and Green-Ampt method [11]. Considered 

watershed as a series of identical reservoirs and prepared a conceptual rainfallrunoff models by routing a unit inflow through 

the reservoirs [12]. Kumbhare and Rastogi (1984) tested the Nash conceptual model (1958) and found that runoff was 

generated in good agreement with actual runoff hydrograph [13]. Kumar and Rastogi (1989) developed a mathematical model 

of the instantaneous unit hydrograph based on time area histogram for a small watershed at Pantnagar [14]. Now-a-days, 

artificial neural networks (ANN) have found increasing applications in various aspects of hydrology. ANN approach is faster 

compared with its conventional compatriots, robust in noisy environments, flexible in the range of problems it can solve, and 

highly adaptive to the newer environments. Data-driven black box models such as ANNs are preferred alternatives for 

systems in which different mechanisms impact each other and precise identification of the interactions among all these 

mechanisms is not possible. 

 

The expanded generalization of both function generalization and gamma distribution has been highlighted in recent 

decades for their widespread use in important application areas in pure and mixture models, and this expansion provides a 

comprehensive mathematical treatment to trace the behavior of some random phenomena represented by this distribution. the 

author introduces some key characteristics of extended generalization to gamma, modified and extended gamma, and 

provides moments, quantitative function, and other important metrics. the findings of this work will be useful and 

constructive for practitioners in various fields of theoretical and applied sciences [15]. the gamma distribution is the most 

popular model for analysing skewed data and hydrological processes. Standard lifetime distributions usually present very 

strong restrictions to produce bathtub curves, and thus appear to be inappropriate for analysing data with this characteristic. 

the three-parameter generalized gamma distribution [18] includes as special models the exponential, Weibull, gamma and 

Rayleigh distributions, among others [16, 17, 18]. One of the important families of distributions in lifetime tests is the 

extended gamma distribution. the extended generalized gamma distribution is a highly known distribution due to its utility in 

modelling lifetime data where the hazard rate function is monotone in special cases [19, 20]. in 2004, Bachioua proposed an 

extended gamma distribution with the special feature of being able to adapt failure rates with bathtub and unimodal shape 

curves [21]. 

 

Extended Generalized gamma distribution has proved to be of considerable interest in the field of reliability. It is a 

reasonable model for life-time distribution of a component (or a system of components) [22, 23]. This distribution does not 

have the expected impact due to its complicated form. Among these, the extended five gamma distribution was presented by 

Bachioua et al., among others. A good review of these models is presented in Abdul Moiz and Bachioua [23]. Large-scale 

rainfall data such as daily is a useful input in statistical models to produce simulations of rainfall data for several years to 

come as an effort to maintain the availability of water resources. Modelling of daily rainfall data using some statistical 

modelling have been done to understanding about the rainfall pattern and its characteristics. the statistical modelling of 

rainfall has become well established over the past 30 years. in particular, the gamma distribution has been used many times 

to model rainfall totals on wet days [24]. Although many daily rainfall modelling studies use a single distribution, there are 

several studies that use a mixed distribution. Daily rainfall modeling is very well done using a mixture of exponential 

distributions [25], [26]. Single log normal distribution with two parameters is not good when compared to a mixture of two  

log normal distributions in modeling daily rainfall [27]. Shimizu [28] suggests using a mixed log normal distribution as a 

daily rainfall probability model if there are zero data. Selection of the best distribution in modeling daily rainfall is a major 

part of researching rainfall. in this study we will determine the best distribution for daily rain based on several goodness-of-fit 

tests namely on graphical inspection probability density function (PDF) and numerical criteria (AIC and BIC). the objective 
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of this study is to propose Gamma Distributions and some extended Gamma Distributions namely Rani Distribution or Two 

mixture of Gamma (1, β) and Gamma (5, β) with their weighted 
𝛽5

 

𝛽5+24 
and 

24
 

𝛽5+24 
respectively [29], Shanker Distribution or 

Two mixture of Gamma (1, β) and Gamma (2, β) with their weighted 
𝛽2

 

𝛽2+1 
and 

1
 

𝛽2+1 
respectively   [28] and Sujatha 

Distribution or Three mixture of Gamma(1, β), Gamma(2, β) and Gamma(3, β) with their mixing weighted 
𝛽2 

, 
 

  𝛽  2 
, 

𝛽2+𝛽+2 

respectively [30]. Comparison of the proposed mixture distributions with existing distribution functions is 
𝛽2+𝛽+2  𝛽2+𝛽+2 

done to demonstrate their suitability in describing daily rainfall characteristics. 

 

2. Data and Study Area 
Pekanbaru is a big city which is the capital of Riau Province. Pekanbaru which has a tropical climate, with daily rainfall 

with varying amount. the initial information about the nature of daily rainfall in Pekanbaru can be seen in table 1. Some basic 

statistics are displayed based on daily rainfall data in PekanbaruFrom. From Table 1, it can be seen that the variation of 

rainfall is 304.1024 which means that the city of Pekanbaru has a very varied rainfall from 0.10 m/s to 93.30 m/s. the average 

daily rainfall of 13.94 m/s indicates that Pekanbaru is still experiencing less heavy rain. .the original data consisted of wind 

speed records from 1999 to 2008, which were provided by the meteorological, climatological, and geophysical agency of 

Pekanbaru city, Indonesia. the data and the histogram or characteristic wind speed are presented in Fig. 1. From the 

histogram data it can also be seen that the rain modeling can use an unbalanced distribution such as the Gamma distribution 

and which has the same properties as it. 

 

Fig. 1 Plot and histogram daily rainfall data on Pekanbaru respectively 

Table 1. The descriptive statistics for daily Rainfall 

 

 

3. Methods 
3.1. Probability Density Function 

Rainfall modelling requires analysis of daily rainfall data over a number of years. the primary tools to describe rainfall 

characteristics are probability density functions. Four probability density function namely the Two parameter gamma 

distribution with continuous shape parameter (α), continuous scale parameter (β) and some extended Gamma Distibutions 

with continuous scale parameter (β) (Rani, Shanker and Sujatha) associated with modeling daily rainfall, are considered in 

this paper. the probability density function for each distribution that we consider are as given in Table 2, where y denote the 

observed values of the random variable representing the event of interest. 
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Table 2. Probability Density Function (PDF) Gamma and some Extended Gamma distribution 

No Gamma and some Extended Gamma distribution Probability density function (PDF) dan distributin 

function (CDF) 

1 Gamma (α,β)*) 
𝑓(𝑦, 𝛽) =    

𝛽    
𝑦𝛼−1 exp(−𝑦𝛽) , 𝑦 > 0, 𝛽 > 0 

Γ(𝛼) 

2 Two mixture of Gamma (1, β) and Gamma (5, β) with 

their weighted 
𝛽5 

and 
24 

respectively**) 
𝛽5+24 𝛽5+24 

𝛽5 

𝑓(𝑦, 𝛽) = (𝛽 + 𝑦4)𝑒−𝑦𝛽, 𝑦 > 0, 𝛽 > 0 
𝛽5 + 24 

3 Two mixture of Gamma (1, β) and Gamma (2, β) with 

their weighted   
𝛽2     

and 
1 

respectively***) 
𝛽2+1 𝛽2+1 

𝛽2 

𝑓(𝑦, 𝛽) = (𝛽 + 𝑦)𝑒−𝑦𝛽, 𝑦 > 0, 𝛽 > 0 
𝛽2 + 1 

4 Three mixture of Gamma(1, β), Gamma(2, β) and 

Gamma(3, β) with their mixing weighted 
𝛽2 

, 
𝛽2+𝛽+2 

𝛽 
, 

2 
****) 

𝛽2+𝛽+2   𝛽2+𝛽+2 

𝛽3 

𝑓(𝑦, 𝛽) = (1 + 𝑦 + 𝑦2)𝑒−𝑦𝛽, 𝑦 > 0, 𝛽 > 0 
𝛽2 + 𝛽 + 2 

the Gamma and Some Extended Gamma distribution have known a Gamma distribution*), Rani distribution**), Shanker 

distribution***), and Sujatha Distribution****) 

 

For selecting the best fit model, choice of the model definition, parameter estimation tools are important. the parameter 

estimation of the distribution function are calculated using maximum likelihood method. the function of maximum likelihood 

for this model is in implicit and complicated and we will not discuss detail in this paper. the non-linear equation generated by 

the maximum log likelihood function (ln L) requires a numerical method, namely the newton rhapshon to get the solution of 

the equation. However this method has been employed in the iteration system to find the solution. Some initial value have 

been tested for this procedure. If the initial value coverge to the same value, it is considered to be the chosen estimated 

parameter. the procedure of goodness of fit tests for model selection, both numerically and graphically, is discussed. 

 

3.2. Mximum Likelihood Estimate (MLE) and Goodness of Fit Tests (GOF) 

Let (𝑦1, 𝑦2, ⋯ , 𝑦𝑛) be random sample from Gamma and Extended Gamma Distributions. the natural log likelihood (ln L) 

are presented in Table 3. the MLE �̂� 𝑜𝑓 𝜃 is the solution of the equation 𝑑 ln 𝐿 = 0  and thus it is the solution of the following 
𝑑𝜃 

nonlinear equation. the most appropriate distribution is identified using results found based on several goodness-of-fit tests. 
the GOF tests considered are based on graphical inspection probability density function (PDF) and numerical criteria 

Akaike’s information criterion (AIC) and Bayesian information criterion (BIC) were applied to determine the goodness-of-fit 

criteria of the distributions. in most the cases, graphical inspection gave the same result but their AIC and BIC result differed. 

the best fit result was chosen as the distribution with the lowest values of AIC 

 
Table 3. Log Likelihood function (ln L) for Gamma and Some Extended Gamma Distrbuitons 

Distribution ln L 

Gamma 𝑛𝛼𝑙𝑜𝑔(𝛽) + (𝛼 − 1) ∑ 𝑙𝑜𝑔(𝑥) − 𝛽 ∑ 𝑥 − 𝑛𝑙𝑜𝑔(Γ(𝛼) 

Rani 
𝛽5 

𝑛𝑙𝑜𝑔 ( ) + ∑ 𝑙𝑜𝑔(𝛽 + 𝑦4) − 𝑛𝛽�̅� 
𝛽5 + 24 

Shanker 𝑛(𝑙𝑜𝑔(𝛽2) − 𝑙𝑜𝑔(𝛽2 + 1)) + ∑ 𝑙𝑜𝑔(𝛽 + 𝑦) − 𝑛𝛽�̅� 

Sujatha 𝑛(𝑙𝑜𝑔(𝛽3) − 𝑙𝑜𝑔(𝛽2 + 𝛽 + 2)) + ∑ 𝑙𝑜𝑔(1 + 𝑦 + 𝑦2) − 𝑛𝛽�̅� 

 

the formula for computing AIC and BIC are as follows: AIC = - 2 ln L + 2k, BIC = -2 ln L + k ln n , where k = the 
number of parameters, n = the sample size 
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4. Result and Discussion 
The fitting of daily rainfall collected across Pekanbaru part of Riau Province was considered using data from the period 

between 1999 and 2008. the data used for are presented and also the daily rainfall data histogram are presented on Figure 1. 

for the purpose of modelling the rainfall, various distributions have been used, such as Gamma distribution , Rani 

distribution, Shanker distribution and Sujatha distribution. Behavior of the pdf for varying values of parameters β shown in 

Fig. 2. It is clearly seen from the graphs of pdf it is obvious that four simple mixture distribution is monotonically decreasing. 

As the value of parameter β increases. 
 

Fig. 2 Graph of pdf some Extended Gamma Distributions (the Rani, Shanker and Sujatha) for different values of the parameter beta (β) . 

 

Tables 4 shows the estimated parameter value and Table 5 show the statistical parameters for GOF evaluation of pdf 

namely AIC and BIC currently analyzed for the Gamma distribution and some extended Gamma distributions at the 

Pekanbaru station. From Table 5, by comparing each model, it is clear that the Rani have the highest AIC values, implying 

that pdf is not a good model for rainfall in Pekanbaru. However, Gamma distribution has the lowest AIC and BIC values, 

which implies that Gamma distribution models provides a model that more adequately fits the data. 

 
Table 4. The estimated parameters distributions 

 Gamma Rani Shanker Sujatha 

α (shape) 0.651 - - - 

β (scale) 0.047 0.369 0.146 0.206 

 
Table 5. The ln L, AIC and BIC values for daily rainfall data 

 Gamma Rani Shanker Sujatha 

ln L -12259.74 -20651.96 -14191.61 -15300.37 

AIC 24523.47 41305.93 28385.21 30602.75 

BIC 24535.76 41312.07 28391.35 30608.89 

 

Fig. 3 shows the fitted for Gamma and some Extended Gamma distribution, based on pdf. From this figure Gamma 

probability density function is very close to the histogram data, this can be interpreted Gamma distribution model is able to 

provide a good result for daily rainfall data. 
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Fig. 3 Fitted pdf plots of Gamma and some Extended Gamma distributions (Rani, Shanker and Sujatha) for the given dataset. 

 

5. Conclusion 
The search for the best distribution in fitting daily rainfall has become a main interest in several studies. in this research 

focused on determining the best statistical model daily rainfall in Pekanbaru. the Four Distribution namely Gamma and some 

Extended Gamma distribution (Rani, Shanker and Sujatha distribution). There of were fit to the data. the results obtained 

based on graphical and AIC values indicated that Gamma distribution adequately modelled the daily rainfall distribution in 

Pekanbaru. Additionally,From the pdf curve Gamma distribution can be seen that the most probable daily rainfall occurs at a 

0-10 m/s. 
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