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Abstract 
Breast cancer is the leading cause of death among women around the world. It is a primary malignancy 
for which genetic markers have revealed the ability for clinical decision making. It is a genetic disease 
that generates due to gene mutations, but the cost of a genetic test is relatively high for a number of 
patients in developing nations like India. The results of a genetic test can take a few weeks to determine 
cancer. This time duration influences the prognosis of genes since certain patients suffer from a high rate 
of malignant cell proliferation. Therefore, a computer-assisted genetic test method (CAGT) is proposed 
to detect breast cancer. This test method will predict the gene expressions and convert these expressions 
in the state of mutation (under-expression (-1), transition (0) overexpression (1)) and afterwards perform 
the classification to get the benign and malignant class in reduced time and cost. In the research work, 
machine learning techniques are applied to identify the most responsive genes of breast cancer on the 
premises of the clinical report of a patient and generated a CAGT. In the research work, the hard voting 
ensemble approach is applied to detect breast cancer on the basis of most responsive genes by CAGT 
which leads to improving 3.5% accuracy in cancer classification. 
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1. Introduction 

Cancer is a genetic disease. It is categorized by the uncontrolled growth of cells in the body due to 

mutations in genes [1]. It can develop anywhere in the body. It starts when a few clusters of cells grow 

uncontrollably and crowd out the neighbouring cells for resources. Breast cancer is the frequently 

diagnosed form of cancer. It has consistently been a leading cause of cancer fatalities for decades. Once 

metastasized, affected cancerous cells are capable to infiltrate any organ of the body and hamper its 

normal course of functioning [2]. It, therefore, becomes imperative to diagnose cancer at a primary stage. 

Cancer is a genetic disease so genomic test gives the more accurate detection of cancer. Gene 

expression report contains genes mutation information, but the genomic test is costly and time-consuming 

in underdeveloped nations like India. Genetic tests are unaffordable for several families in India [3] and 
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most of the expenses have to be borne by patients as very few government hospitals are offering genetic 

tests. Research centers with the infrastructure to offer genetic testing usually provide results in 4 weeks 

while private testing facilities generate the test report in 2 to 4 weeks. This idle time spent to wait for the 

reports can lead to cancer growth and increased spread throughout the body [3]. So, a test method is 

required that can diagnose breast cancer on the basis of gene mutation in a reduced time.  

In the research work, a Computer-Assisted Gene Test (CAGT) method is generated that can predict the 

most responsive genes on the basis of the clinical report of patients. To generate CAGT, a Van’t Veer 

data set is used that contains the clinical report and gene expression of the same patients. The clinical 

report contains the test report of different biomarkers that are involved in cancer such as follow-up time 

(year), diameter (mm), metastases, angioinvasion, grade, lymphocytic infiltrate, ERp, PRp and brca1 

mutation. The Gene expression dataset contains the genomic information of the patient. It is generated 

by microarray technology [4]. In the genomic research area, microarray technology is a widely used tool 

for gene identification of specific therapy [5]– [7]. It is mainly applicable for cancer prediction [8], [9], 

drug action investigation [10] and disease diagnosis [11]. The microarray technique offers the high-

dimensional data that comprises the genes expression information with various environmental conditions 

as a large matrix. 

High-throughput technology is used to test the genes that certainly generate the gene expression data 

in a large amount. It leads to the incorporation of data analysis techniques, machine learning and tools to 

extract details from large data. Machine Learning (ML) and data analytics are key tools in breast cancer 

research when it comes to detection and other clinical issues. ML emphasizes the advancement of 

computer algorithms that process data and enable the machine to learn [16], [17]. In the research work, 

gene expression microarray and clinical data of the same patient are analyzed and processed for an 

advanced testing model. 

The following point summarizes the research contribution: 

• We propose an SVM-RFE_MI technique to select the most relevant genes in the dataset. 

• Regression technique is tuned to predict the gene expressions of selected genes on the basis of 

clinical parameters. 

• Classification model is trained to identify cancer using predicted gene expression. The proposed 

solution is performed using Apache Spark data processing engine and shows promising results 

of cost and time reduction. 

The rest of the paper is organized as follows: Section 2 depict the related works and explain the main 

Algorithms, technologies, and data processing engines are used in this framework. The proposed 

methodology is described in Section 3 with a detailed explanation of the process flow. Section 4 presents 

the experimental design of the proposed framework. Section 5 represents the experimental results and 

the work is concluded with Section 5. 

 

2. Related Work  

Breast Cancer is the most common disease in women that is caused by the excessive proliferation of 



mutated cells (Breast State, 2017). It starts to begin from breast tissues and spread to remaining fatty 

tissues. Breast cancer is generally detected when patients feel the lump or during breast screening. The 

breast lumps can be cancerous (malignant) and non-cancerous (benign). Researchers have applied 

different approaches to predict cancer at an early stage to decrease the mortality due to breast cancer. 

During the past few decades, machine learning methods have been implemented into various complex, 

complicated and massive data-intensive fields, for instance, cosmology, prescription, cellular biology etc. 

These approaches provide precise solutions to extract the information encrypted in the data [27], [28], 

[49], [80], [81]. Machine Learning contains various techniques which are specifically designed to assist 

in cancer diagnosis. A survey of machine learning is presented on the basis of techniques, metrics and 

frameworks used for breast cancer detection. ML techniques involved to diagnose the cancer are 

represented in Table 1. 
 

Table 1: Study of Machine learning approaches applied in breast cancer prediction (State-of-art) 

 

S. 
no. 

Machine learning methods Solutions Outcome (%) 

1 Support Vector Machine technique [12] Breast cancer prediction using 
Microarray Dataset 

Accuracy: 94.5% 

2 Deep learning Technique [13]. Prediction of cancer survival rate using 
multi-platform data analysis. 

mean survival in 
breast cancer: 70% 

3 Deep Transfer Learning using single cell 
[14]. 

Breast Cancer high-content analysis Accuracy: 77% 

4 Artificial Neural Networks (ANN) [15]. Risk estimation of breast cancer Accuracy: 96% 

5 Ensemble learning using ANN with C4.5 
Rule [16]. 

Disease diagnosis (diabetes, hepatitis 
and Breast cancer) 

Error rate: 2.9, 24 
& 14.9 respectively. 

6 Simple Logistic, RBF Network and 
RepTree[17]. 

Prediction of breast cancer 
Survivability 

Accuracy: 74.5% 

7. Analogous Random Forest Technique [18]. Big Data Computing Analytic Using 
Spark Cloud Computing 

Error rate is 0.2 for 
500 trees. 

8. Neural Networks (NN) [19]. Limited datasets handling for medical 
diagnosis 

Accuracy: 86.5% 

9. Artificial Neural Networks re-entered [15]. Risk estimation of breast cancer Accuracy: 96% 

10. Support Vector Machine [20]. Breast cancer prediction and 
susceptibility using nucleotide 
polymorphisms 

predictive power: 
69% 

11. Semi-supervised learning technique based 
on graph [21]. 

Breast cancer survivability prediction 
using semi-supervised learning, SVM 
and ANN models. 

Accuracy: 76% 

12. Graph based semi-supervised machine 
learning technique [22]. 

Generate an integrated gene network 
model to observe cancer recurrence. 

Max Accuracy: 
80% 
 

13. Semi Supervised Learning Co-Training 
Algorithm [23]. 

Breast cancer survivability prediction 76% Accuracy 

14. Support Vector Machine [24]. Breast cancer prediction using gene 
recurrence and signature 

73% Specificity 
89% Sensitivity 

15. Bayesian network [25]. Incorporation of microarray and 
clinical data to predict the breast 
cancer. 

85% AUC 

16. Executed 17 support vector machine 
classifier model using LIBLINEAR [26] 

Cancer Classification at primary sites 62% Accuracy 



The study presented in table 1 enlists commonly used Machine Learning techniques for gene selection. 

Machine learning techniques are applicable in various data-intensive fields like cosmology, biology and 

prescription, etc. In the research work, Machine learning techniques are applied to process the gene 

expression microarray and clinical data for the advanced testing models. 

    Data acquisitions of gene expressions are accomplished by High-Throughput Microarray Technology 

(HTT).  The microarray is a commonly used technology in the genomic research area. It is mainly 

applicable in disease prediction, gene identification for a drug action investigation, specific therapy and 

cancer prediction. The microarray technique provides high-dimensional data that comprises the gene 

expression information with different environmental conditions. In the past decades, several researchers 

have found out the insight of genomic datasets.  

     To process the high throughput microarray dataset, above mentioned technologies need the data 
processing engine. These engines are capable to process different sizes of data [72]. The selection 
of data processing engines depends on the significance and size of the dataset. A study of some data 
processing engines is shown below: 
 

Data Processing Engines 
    In the past decade, several tools are accessible data processing such as Map Reduce, Storm, 

Apache Spark, Apache Flink and H2O. The study [65] of these widely used data processing engines 
are as follows: 

 
Apache MapReduce and Apache Hadoop: Apache Hadoop and MapReduce both are different 

paradigms. MapReduce is a programming platform that processes high dimensional data by using 
the divide and conquer approach. Hadoop is an open-source platform that is the implementation 
MapReduce. 

 
Apache Spark: Apache spark is developed for speed processing and big data analytics. Spark is 

an open-source in-memory data processing engine. Apache Spark is built in the bottom-up 
mechanism to increase performance. It is faster than Hadoop in terms of speed, mainly for large 
scale data processing because of in-memory computation and other optimizations. 

 
Apache Flink: It is a platform for distributed computing. It is especially an open-source stream 

processing engine. It performs well in the case of unordered streaming data. It is easy to use on 
thousands of nodes with better throughput and latency characteristics. 

 
Apache Storm: It is an open-source platform for real-time distributed computation. Apache Storm 

is easy to use and set up. It is compatible, scalable and fault-tolerant with any programming 
language. 

 
H2O: H2O is a fast in-memory data processing engine. H2O is used for predictive analysis on a 

large amount of data. It is an open-source, scalable and distributed software that can be implemented 
on various nodes. 

 
These processing engines are measured on the basis of associated ML tools, latency, supported 

language, fault tolerance and execution model. Latency is the time duration between initiating a task 
and receiving the output. Fault tolerance is the mechanism of a system that permits ongoing working 
appropriately in case of failure of a few modules. Comparative analysis of all the listed data 
processing engines is represented in table 2 on the basis of several parameters. 

 



Table Error! No text of specified style in document.: Comparative analysis of Processing Engines 

Data 
Processing 

Engine 

Current 
Release 
(June, 
2015) 

Supported 
Languages 

Associated 
ML Tools 

Execution 
Model 

In Memory 
Processing 

Fault 
Tolerance 

Low 
Latency 

Haddop 2.7.0 Java Mahout Batch × ✓ × 

Spark 1.3.1 Java, R, 
python, 
Scala 

Mlib, 
Mahout, 

H2O 

Streaming, 
Batch 

✓ ✓ ✓ 

Flink 0.8.1 Java, Scala SAMOA Streaming, 
Batch 

✓ ✓ ✓ 

Storm 0.9.4 Any SAMOA Streaming ✓ ✓ ✓ 

H2O 3.0.0.12 Java, Scala, 
R, Python 

H2O, 
Mahout, 

Mlib 

Batch ✓ ✓ ✓ 

 
Table-2 represents that Apache Spark supports python programming that contains various 

libraries of machine learning, image processing, etc. Spark performs in-memory processing that 
provides the result faster. It contains a better ability of fault tolerance and it provides low latency in 
comparison to other processing engines. Therefore, in the proposed work Apache Spark was used 
to process the high throughput microarray data.  

In the research work, a computer-assisted genomic test method (CAGT) is proposed to predict 
gene expression levels to reduce breast cancer risk using machine learning and big data analytics. 

 

3 Materials and Methods 

In this work carried out, a CAGT (Computer Assisted Genomic Test) is generated on the basis of 
a clinical report by using ML techniques. Machine Learning is a part of AI, in which a machine 
learns from its previous experiences. As per Mitchell [27], In ML, machines is used to learn a task 
on the basis of past experiences and its performance can be evaluated with some parameters like 
accuracy. Machine learning approaches works in two stages: (i) Analysis of dataset to find out the 
dependencies of a model. (ii) Output prediction of a model on the basis of projected dependencies. 
Machine learning is applicable in medical research in numerous uses, where a suitable hypothesis 
is acquired for a biomedical sample dataset over a multi-dimensional space, using distinctive 
algorithms [28], [29] [68]. 

In the work, genes selection is performed using correlation coefficient, and mutual information 
(ranking method). The explained ratio is used to find the relevant genes for breast cancer. 
Subsequently, significant genes are selected that has more diagnostic power. The regression 
technique is applied to predict the gene expressions using the clinical outcome of a patient. Then 
classification is performed to classify cancer using the predicted gene expression. 

The proposed work is implemented on Apache Spark to make the technique fast and scalable 
using the R programming language and the Sparkler package [30]. 

 

3.1 Relevant Gene Selection 

Genes are sections of DNA that are passed on the chromosomes and determine specific human 
characteristics, such as hair color, height and genetic disease. In the research work, commonly 
established feature selection algorithms are used to locate the most significant genes. 

 

3.1.1 SVM-RFE_MI Gene Selection Technique 

SVM-RFE is a wrapper feature selection approach based on SVM. It uses a classification 



algorithm to select the features. [31] [69] [70]. The purpose of SVM-RFE is to compute the ranking 
weights for all features and sort the features according to weight vectors as the classification basis. 
SVM-RFE removes the least containing features and improves the classification accuracy [32]. 
SVM- RFE feature selection technique follows three steps, (1) Processing of specific dataset for 
classification, (2) weight estimation of each feature, (3) the deletion of features with low weight in 
order to obtain the ranking of features as shown below [32]: 

 

(1) Input 
 Training Datapoints: X = [𝑥1, 𝑥2, … . . , 𝑥𝑛]𝑇 

 Label: Y = [𝑦1, 𝑦2, … . . , 𝑦𝑛]𝑇 

 The complete feature set: S = [1,2,3 … . . 𝑛] 

 Reduced feature list: R = [] 

(2) Sorting of Selected Features 
 Repetition of procedure until R = [] is received. 
 A new training data on the basis of remaining features: X1 = X (: S). 
 Classification model used: α = SVM-train (X, y). 
 weight Estimation: w =∑ 𝑘𝑥𝑘𝑦𝑘𝑥𝑘 
 sorting:  𝑆𝑖  = (𝑤𝑖)2 
 Estimate the features containing minimum weight: m = arg min (S). 
 Updating the sorted feature list: R = [S(m), R]. 
 Eliminating the features that contains minimum weight: S = S (1: −1, m + 1: length(S)) 

 
3) Outcome:  This step deals with the sorted feature list.  On the basis of prediction accuracy, 

the feature with the least weight (𝑤𝑖)2 is deleted in each iteration. SVM-RFE technique is 
executed repeatedly until a feature-sorted list is obtained. 
 
In the research work, feature selection is performed on genomic data. Size of the genomic 

data is 1980 * 24368, where 1980 is sample size and 24368 is number of genes. After 
applying SVM-RFE, the size of dataset is reduced to 1980 * 120. Then Mutual Information 
(MI) statistical technique is applied to sort the dataset ranks wise and higher ranked (0.9 to 
1) features are extracted. MI sorted list provides 18 breast cancer specific genes among 120 
selected genes. These gene selection techniques provide the relevant genes of breast cancer, 
but most significant genes are required to find that have higher variance and predictable 
ability. 

3.1.2 Explained variance 

It is the subpart of total variance which is described by the attributes of the dataset [33]. The 
maximum percentage of explained variance shows the stronger strength of the attribute. These 
attributes can make higher predictions of cancer. In the research work, explained variation is 
calculated by Principal Component Analysis (PCA) because it emphasizes variation in the dataset 
and provides strong patterns in a dataset. It provides top k genes that have the total explained 
variance of the dataset. According to the study, acceptable cumulative variance is 70% [34].   

In the proposed work, the top 5 genes with 98.5% explained variance is selected as the variance 
is increased slightly after 5 genes which can result in increased computation.    

 
3.1.3  Principal Component Analysis 

 
PCA incorporates the overall variation in data samples and transforms the original attributes into a 

smaller set of linear combinations [35]. The smaller set contains the significant details of the dataset. PCA 



is commonly used when the goal is to identify the reduced feature set with the highest number of 
variances, especially when performing multivariate analysis. PCA retains only the first C principal 
component from total P attributes. PCA is an orthogonal transformation that projects the data from P to 
C dimensional subspace. In this transformation (P-C) components are vanished which shows that PCA 
minimizes the variability of data. In the research work, PCA is selected due to the following 
characteristics [36]:  

Principal Component Analysis is intended to maximize the variance of the first C component by 
minimizing the variance of P-C components. First C components are selected for their highest variance 
among all the principal components. PCA choose the larger C and these C components have the power 
to predict the insights of the dataset.  

In this proposed work, five components are selected as significant genes. These genes have a 98.5% 
variance among 18 predictors as shown in table 3. The reduced dataset is trained over SVM classifier and 
evaluating the performance of the model using SVM prediction accuracy, precision and recall. 

 

3.2 Regression 

The regression technique is applied to identify the dependent variable on the basis of multivariate 
independent variables [37]. In the research work, the gene is a dependent variable whereas clinical 
outcomes are independent variables. In the proposed work, the least absolute shrinkage and selection 
operator (lasso) regression technique is used to shrink and remove the coefficients that can reduce 
variance without increasing the bias. It is especially useful when the dataset has a small number of 
samples. 

 

3.2.1 Least Absolute Shrinkage and Selection Operator 

It is a linear regression approach that has the benefit of shrinkage. [38]. In the shrinkage, samples 
are shrunk in the direction of the center. LASSO technique delivers the sparse model that contains 
a reduced feature set. This regression approach is appropriate for multi collinear datasets. It selects 
the feasible parameters and performs the analysis on these parameters.  
Lasso regression technique performs L1 regularization. The loss function is penalized by L1 
regularization. The absolute value of the coefficient is incorporated in this penalty, as illustrated in 
equation [41]: 

                                  θ
௟௔௦௦௢

= min ෍(𝑦௜ − 𝑦ത)ଶ

௡

௜ୀଵ

+  λ ෍ |θ𝑗|
𝑘

𝑗=0

                                                      (1) 

Here the λ is a regulating factor that determines the severity of the penalty. 
    LASSO improves model interpretability while increasing prediction accuracy. Therefore, it is the 
best fit for multivariate regression model [38]. After prediction of gene expression of selected genes, 
classification technique is applied to classify breast cancer on the basis of these predicted gene 
expressions. 

 

3.3 Classification 

Classification is a machine learning technique that categories the data points in the label according 
to their type. The medical dataset contains the meaningful biomarkers that help in the categorization 
of data. In the proposed work, the staking ensemble technique is applied for classification. 

 



3.3.1 Stacking- An Ensemble Technique 

Ensemble learning is an ML technique in which numerous models are trained to address the same 
problem and then come together to get better results. [39]. The main assumption of ensemble 
learning is that a more accurate and/or robust model obtained when week classifier models are 
correctly combined. 

 
3.3.2 Week models 
 

Week machine learning models are identified using Bias/Variance trade-off [66]. A low variance 
and a low bias are the two most essential features of an ML model. The degree of freedom in an ML 
model should be sufficient to resolve the basic complexities of the data, but not excessive to avoid 
high variance. It's the well-known tradeoff between bias and variation. Week learner machine 
learning models exhibit high variance (low degree of freedom) or have a high bias to be reliable 
(high degree of freedom). Then, ensemble learning is applicable to reduce bias/variance of week 
learners by combining some of them together to generate a strong learner for better performance. In 
the proposed research work stacking ensemble, techniques are used. 

 

3.3.3 Stacking 
Stacking is one of the ensemble learning techniques [40] that extract the outcome from multiple 

ML models and combine them to generate a new strong model for better prediction. The ensemble 
model is applied to assemble the predictions on the test dataset. The key steps of stack ensemble 
techniques are below given: 

 The dataset divides in two parts one is training set and other one is test set. 

 The training set further split into 10 subparts: 

 A basic classifier model train on the 9 parts and evaluate the performance on the remaining 
1 part. This step repeats for each part on training data. 

 In this way, Base model is trained on the whole training dataset. 

 Now predictions are made using this model on the test set. 

 Steps 3 to 5 are then followed by a new base model, which generates a new set of predictions 
for the train and test sets. 

 To create a new model, the predictions from the training set are used as features. 

 On the test set, the created base model is used to calculate the final predictions. 
 

4 Experimental Design 

4.1 Dataset 

In the research work, METABRIC high-throughput sequencing breast cancer dataset [41], [42] is 
used. Dataset is available in the cBioPortal database. It contains a multi-dimensional dataset of 
breast cancer. METABRIC dataset has 1,980 data samples that contain both clinical and genomic 
information among them 548 normal breast tissue samples and 1,432 primary breast tumour 
samples. Every patient has 27 clinical attributes such as lymph nodes positive, grade, size, age at 
diagnosis etc. and 24,368 gene expression data. Missing values are imputed using the PC-ImNN 
imputation technique [43]. Clinical data normalized by min-max normalization [44] in the range of 
0 and 1. Table 3 represents the detail of METABRIC breast cancer data. 

 



Table 3: Overall Information of Breast Cancer Dataset 

Characteristics Value Characteristics Value 

Type of Data Set Microarray data Task Associated Classification and Regression 

Attribute Type Real Number of Samples 1,980 

Number of genes 24,368 Clinical Attribute 27 

Cut-off (years) 5 Diagnosis median age 61 

Short Term Survival 

(less than 5 years) 

491 patients Average Survival 

(Months) 

125.1 

 

4.3 Performance Parameters 

In the research work, two performance parameters are applied to assess the performance of 
regression model and classification model such as: adjusted R-squared and accuracy. 

 

4.3.1 Adjusted R-Squared 

In a regression model, it is used to compute the ratio of variance explained by a dependent over 
the independent variable [48], [70] – [73]. It is a statistical metric that considers the significant 
predictors that precisely affect the dependent variables. As a result, in multivariate regression 
models, it performs well. It is computed as follows [48]: 

                                                      𝑅തଶ = 1 −  (1 − 𝑅ଶ) ൤
𝑠 − 1

𝑠 − (𝑣 + 1)
൨                                                           (2) 

where, V signifies the total independent variable and total number of samples is denoted by the 
letter S. The adjusted R-Squared value has the range between 0 to 1 like 0 ≤ R ̅^2 ≤ 1.  If the value 
of  𝑅തଶ is close to 1, it indicates that the predicted regression line is the same as the actual regression 
line [74] – [78].       

 

4.3.2 Accuracy 

According to the International Organization of Standardization (ISO), accuracy is the trueness of 
the model [49]. It is a combination of both kinds of systematic observational and random error, so 
high accuracy requires both high trueness and high precision [79] [80]. It was used to calculate the 
proportion of samples that were correctly categorized [79]. 

                                                 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(TP +  TN) 

(TP +  TN +  FP +  FN)
                                                (3)   

 
In eq. (3), TP, TN, FP, and FN are True Positive, True Negative, False Positive and False Negative 

respectively [81] - [83]. Accuracy is calculated as sum of true positives, true negatives divided by 
true positives, true negatives, false negatives, and false positives. For good classifiers, true negative 
rate and true positive rate both should be nearer to 100%. 

 

5 Results and Discussion 



The findings of the proposed experiments are described in this section. A gene selection approach 
SVM-RFE-MI is designed to find the significant genes associated with breast cancer. The designed 
technique for breast cancer is improved by combining SVM-RFE, Explained Variance and Mutual 
Information rank method. SVM-RFE is used to eliminate non-functional genes and the ML method 
is used to get the rank of gene between 0-1. Explained Variance using PCA is applied to find the 
most significant genes.  

In the experiment, SVM-RFE-MI provides 18 significant genes from a dataset containing 24368 
genes. The model is again improved to identify genes containing higher explained variance using 
PCA which provides the top 5 significant genes as shown in Table 4. These 5 selected genes are 
containing 98.5% of variance which is in an acceptable range. 
 

Table 4: Top 5 genes have 98.5% explained variance ratio 
 

Gene Explained 

Variance 

Cumulative 

Variance 

Description 

PIK3CA 38 38 Regulation of hormones and maturation of cells 

TP53 34 72 Guardian of the genome 

GATA3 14 86 Independent prognostic marker 

AURKA 6.5 92.5 Serine-threonine kinases 

PTEN 6 98.5 Tumor suppressor gene 

 
The brief description of each gene is shown below. 
 

 PIK3CA: It is the recurrently mutated gene in breast cancer [50]. PIK3CA provides the 
instruction to generate p110 alpha protein and add a cluster of oxygen to perform the action 
of the P13KCA gene. The actions of P13K are to send signals for many cell activities, 
including migration (movement) of cells, cell proliferation (division) and growth, the 
passage of the materials within cells, the creation of new proteins, and cell survival.  
 

 TP53: It is also known as the guardian of the genome. The TP53 gene gives instructions 
for making the protein p53. [51]. p53 protein works for tumour suppressors. TP53 regulates 
cell division by preventing cells from proliferating (dividing) and speedily developing in 
an uncontrolled way. All cells in the body contain the p53 protein, which binds to DNA 
directly in the nucleus [52]. 

 
 GATA3: It is used to regulate the expression of a variety of biologically and clinically 

significant genes. [53]. As per the recent study, GATA-3 has been linked to positive breast 
cancer pathologic features such as positive estrogen receptor (ER) and negative lymph node 
status, according to a recent study. It's also been discovered to be a standalone prognostic 
marker, with a low expression indicating a higher probability of recurrence of breast cancer 
[54]. 

 AURKA: It is a kinase, which is significant for cell division. AUREKA's major role is to 
control chromosomal segregation during mitosis. AURKA kinase mutations cause cell 
division failure and cellular progression to be harmed [55] [83]. 

 
 PTEN: This gene encodes the protein called Phosphatase and tensin homolog (PTEN). 

Mutation in the PTEN gene leads to many cancers along with breast cancer [56]. It works 
as a tumour suppressor gene with the help of phosphatase protein. This protein prevents 



cells from dividing and growing rapidly and regulates the cell cycle. It is a target for various 
anticancer drugs [57] [84] [85]. 

 
These selected genes are verified from Genetics Home Reference and Cancer Genetics Web [58], 

[59]. These genes are directed for breast cancer detection by researchers. Identified genes have 
higher productiveness and variance for breast cancer prediction at an early stage. Selected genes 
contain less correlation with each other. The relation between each gene is represented in Table 5. 
As a result, if experts target these genes, cancer will be detected at an earlier stage. 

 
Table 5: The top 5 genes' correlation matrix 

Gene PIK3CA TP53 GATA3 AURKA PTEN 

PIK3CA 1 0.26 0.31 -0.12 0.41 

TP53  1 0.19 0.28 0.21 

GATA3   1 0.37 0.31 

AURKA    1 -0.03 

PTEN     1 

 
According to Table 5, these genes are less correlated. So, the prediction is performed individually 

on each gene. In the work carried out, the multivariate LASSO regression technique is used to 
predict the expression of each gene. In the Lasso model, each gene is considered as the dependent 
variable and all the attributes of the clinical dataset are considered as an independent variable. The 
results of LASSO model on the basis of 𝑅 ̅2 are represented in table 6. Results show the performance 
of the Lasso regression model in terms of  𝑅തଶ .  The LASSO regression technique has a good 
prediction accuracy as it proceeds with independent attributes. 

 
Table 6: Estimation of predicted genes using LASSO regression technique on the basis of 𝑅̅2 

 

Gene 𝑅തଶ 
 

PIK3CA 0.95 

TP53 0.98 

GATA3 0.87 

AURKA 0.89 

PTEN 0.92 

 
     As per the Table 6, LASSO gives minimum 0.13 error for GATA3 gene, according to the Study 
[64], 𝑅തଶ should be near to one and greater than 0.7. It indicates that the model's  𝑅തଶ  error is 
acceptable. Now the classification is performed on the basis of these predicted gene expressions. 

     In the research work, a stacking ensemble technique is used to classify the breast cancer stage 
on the basis of predicted gene expression. In this stacking technique, random forest [60], K-Nearest 
Neighbor (KNN) [61], Support Vector Classifier (SVC) [62] and multilayer perceptron (MLP) [63] 
machine learning techniques are used to ensemble [67]. Table 7 shows the classification accuracy, 
precision and recall of ensemble techniques and other machine learning techniques. 

 

Table 7: A comparative analysis of classification techniques to classify predicted genes 



 Classification Technique 

 Random Forest KNeighbors SVC MLP Ensemble 

Accuracy 0.90 0.89 0.91 0.95 0.98 

Precision 0.81 0.80 0.88 0.88 0.89 

Recall 0.48 0.47 0.49 0.51 0.52 
 
      Results show that predicted gene expressions are able to diagnose breast cancer to some extent. 
It will be beneficial for those patients who have chances to get breast cancer in future or run with 
the financial crises. Figure 1 represents the graphical representation of classification results. 

Fig 1: Performance estimation of cancer classification on the basis of accuracy 

 
    Figure 1 shows that the ensemble technique outperformed the other individual machine learning 
technique in terms to classify predicted gene expressions. 
 

6 Conclusion 

      The most common malignancy among women is breast cancer. It occurs when breast cells start to 
grow abnormally because of the gene mutation. A genomic test is preferred to determine the gene 
mutation at the primary stage, but the test is time-consuming and expensive in underdeveloped nations. 
In the work carried out, a novel computer-assisted genetic test method is proposed to predict the gene 
expression in reduced time and cost. The proposed method provides the expression of significant genes 
and diagnoses the cancer stage. The model helps to categorize the samples in benign and malignant cancer 
along this reduces the risk of breast cancer by identifying the gene mutations at the primary stage. In the 
computer-assisted genetic test method, the SVM-RFE-MI approach is proposed for gene selection. 
LASSO regression technique is used to predict gene expression, followed by the stacking ensemble 
strategy to categorize cancer. Prediction of gene expression is evaluated using adjusted R-Squared and 
classification of cancer by accuracy performance parameters. As per the results, adjusted R-Squared is 
found to be within the standard acceptable range and ensemble techniques outperform other machine 
learning approaches in terms of accuracy. It signifies that the test method provides better gene prediction.  
The proposed technique will provide reports proximately after clinical outcome with no cost. It is helpful 
for patients who are suffering from breast cancer. The technique will help to reduce the mortality rate by 
diagnosing cancer at an early stage.  



       The work can be beneficial for the performance and stability analysis of ensemble feature selection 
for cancer prediction. Trials can explore other applications and related datasets in the prediction domain. 
Heterogeneous ensemble gene selection technique and other similarity measures can be used in future 
experiments. Advance ensembles can also be discovered using hybrid techniques. Protein data can be 
included to get the disease prediction at an increased depth.  
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