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Resumo
O Transtorno do Espectro Autista (TEA) é uma condição complexa e heterogênea que
afeta o desenvolvimento cerebral e é caracterizada por disfunções cognitivas, comporta-
mentais e sociais. Muito esforço vem sendo feito para identificar biomarcadores baseados
em imagens cerebrais e desenvolver ferramentas que poderiam facilitar o diagnóstico do
TEA - atualmente baseado em critérios comportamentais, através de um processo longo
e demorado. Em particular, o uso de algoritmos de Aprendizado de Máquina para classi-
ficação de dados de Imagens de Ressonância Magnética funcional em estado de repouso
(rs-fMRI) é promissor, mas há uma necessidade contínua de pesquisas adicionais a respeito
da precisão desses classificadores. Assim, este trabalho realiza uma revisão sistemática e
meta-análise de modo a resumir e agregar as evidências disponíveis na literatura da área
até o momento. A busca sistemática por artigos resultou na seleção de 93 deles, que
tiveram seus dados extraídos e analisados através da revisão sistemática. Um modelo
meta-analítico bivariado de efeitos aleatórios foi implementado para investigar a sensi-
bilidade e especificidade dos 55 estudos (132 amostras independentes) que ofereceram
informação suficiente para serem utilizados na análise quantitativa. Os resultados obtidos
indicaram estimativas gerais de sensibilidade e especificidade de 73.8% (95% IC: 71.8-
75.8%) e 74.8% (95% IC: 72.3-77.1%), respectivamente, e os classificadores baseados em
SVM (do inglês, Support Vector Machine) se destacaram como os mais utilizados, apre-
sentando estimativas acima de 76%. Estudos que utilizaram amostras maiores tenderam
a obter piores resultados de precisão, com exceção do subgrupo composto por classifica-
dores baseados em Redes Neurais Artificiais. O uso de outros tipos de imagens cerebrais
ou dados fenotípicos para complementar as informações obtidas através da rs-fMRI se
mostrou promissor, alcançando especialmente sensibilidades mais altas (𝑝 = 0.002) em
relação aos estudos que utilizaram apenas dados de rs-fMRI (84.7% - 95% IC: 78.5-89.4%
- versus 72.8% - 95% IC: 70.6-74.8%). Valores menores de sensibilidade/especificidade
foram encontrados quando o número de Regiões de Interesse (ROIs, do inglês Regions
of Interest) aumentou. Vale destacar também o desempenho das abordagens utilizando o
atlas AAL (do inglês, Automated Anatomical Labelling) com 116 ROIs. Em relação às
features usadas para treinar os classificadores, foram encontrados melhores resultados nos
estudos que utilizaram a correlação de Pearson em conjunto com a transformação Z de
Fisher ou outras features em comparação ao uso da correlação de Pearson sem modifica-
ções. Finalmente, a análise revelou valores da área sob a curva ROC (do inglês, Receiver
Operating Characteristic) entre aceitável e excelente. Entretanto, considerando as várias
limitações que são indicadas no estudo, mais estudos bem desenhados são necessários para
estender o uso potencial desses algoritmos de classificação a ambientes clínicos.

Palavras-chaves: Transtorno do Espectro Autista, Aprendizado de Máquina, rs-fMRI,
Meta-análise.



Abstract
The Autism Spectrum Disorder (ASD) is a complex and heterogeneous neurodevelop-
mental condition characterized by cognitive, behavioral, and social dysfunction. Much
effort is being made to identify brain imaging biomarkers and develop tools that could
facilitate its diagnosis - currently based on behavioral criteria through a lengthy and time-
consuming process. In particular, the use of Machine Learning (ML) classifiers based on
resting-state functional Magnetic Resonance Imaging (rs-fMRI) data is promising, but
there is an ongoing need for further research on their accuracy. Therefore, we conducted a
systematic review and meta-analysis to summarize and aggregate the available evidence
in the literature so far. The systematic search resulted in the selection of 93 articles, whose
data were extracted and analyzed through the systematic review. A bivariate random-
effects meta-analytic model was implemented to investigate the sensitivity and specificity
across the 55 studies (132 independent samples) that offered sufficient information for
a quantitative analysis. Our results indicated overall summary sensitivity and specificity
estimates of 73.8% (95% CI: 71.8-75.8%) and 74.8% (95% CI: 72.3-77.1%), respectively,
and Support Vector Machine (SVM) stood out as the most used classifier, presenting
summary estimates above 76%. Studies with bigger samples tended to obtain worse ac-
curacies, except in the subgroup analysis for Artificial Neural Network (ANN) classifiers.
The use of other brain imaging or phenotypic data to complement rs-fMRI information
seem to be promising, achieving specially higher sensitivities (p = 0.002) when compared
to rs-fMRI data alone (84.7% - 95% CI: 78.5-89.4% - versus 72.8% - 95% CI: 70.6-74.8%).
Lower values of sensitivity/specificity were found when the number of Regions of Interest
(ROIs) increased. We also highlight the performance of the approaches using the Auto-
mated Anatomical Labelling atlas with 116 ROIs (AAL116). Regarding the features used
to train the classifiers, we found better results using the Pearson Correlation (PC) Fisher-
transformed or other features in comparison to the use of the PC without modifications.
Finally, our analysis showed AUC values between acceptable and excellent, but given the
many limitations indicated in our study, further well-designed studies are warranted to
extend the potential use of those classification algorithms to clinical settings.

Key-words: Autism Spectrum Disorder, Machine Learning, rs-fMRI, Meta-analysis.



List of Figures

Figure 1 – Representation of a typical BOLD hemodynamic response function (ex-
tracted from (1)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Figure 2 – Example of calculation of functional connectivity measures (extracted
from (2)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Figure 3 – Representation of the geometric intuition behind linear classifiers -
equivalent to learning a line that separates examples in two classes
(adapted from (3)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Figure 4 – Example of kernel mapping. The left shows a dataset that cannot be
separated linearly in the two feature dimension space, whereas the right
shows a three-dimensional embedding, where linear separation is pos-
sible (extracted from (2)). . . . . . . . . . . . . . . . . . . . . . . . . . 31

Figure 5 – A. A mathematical model for a neuron. Its output activation is 𝑎𝑗 =
𝑔(∑︀𝑛

𝑖=0 𝑤𝑖,𝑗𝑎𝑖), where 𝑎𝑖 is the output activation of neuron 𝑖 and 𝑤𝑖,𝑗

is the weight on the connection from neuron 𝑖 to this neuron. B. A
network with two input and two output neurons (adapted from (4)). . . 33

Figure 6 – An example of k-fold cross-validation with 8 folds (extracted from (2)). 35
Figure 7 – Relationship between sensitivity, specificity and the threshold (adapted

from (5)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Figure 8 – Example of ROC curves of different techniques to classify ASD versus

control (extracted from (6)). . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 9 – A. Example of SROC plot with the results of individual studies and

the 95% confidence regions. B. SROC curve with a summary point and
its confidence region (adapted from (7)). . . . . . . . . . . . . . . . . . 46

Figure 10 – Fluxogram of the methodology used in the systematic review and meta-
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Figure 11 – Screening and selection of studies according to inclusion and exclusion
criteria at different stages of the meta-analysis. The numbers between
parentheses indicate the total of articles remaining after each step. The
numbers separated by + indicate the total of articles from the first and
second search, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . 66

Figure 12 – Distribution of the selected studies by year of publication and type of
ML technique used. The numbers inside the bars indicate each article. . 68

Figure 13 – Conceptual map of ML techniques used throughout the articles selected
for meta-analysis (number of articles/number of samples). . . . . . . . 70

Figure 14 – Risk of bias and applicability concerns by domain in QUADAS-2. . . . 71



Figure 15 – Risk of bias and applicability concerns by domain in QUADAS-2 for
the studies selected for the meta-analysis. . . . . . . . . . . . . . . . . 72

Figure 16 – Paired forest plot of all samples included in the meta-analysis. . . . . . 75
Figure 17 – SROC curve of all the included studies with summary estimate. . . . . 76
Figure 18 – SROC curves of the studies using SVM and ANN with their summary

estimates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Figure 19 – Linear regression models with sample size predicting sensitivity (left)

and specificity (right) for all the studies. . . . . . . . . . . . . . . . . . 77
Figure 20 – SROC curves of the studies using AAL90, AAL116 or CC200 with their

summary estimates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Figure 21 – Linear regression models with number of ROIs predicting sensitivity

and specificity. The upper graphics refer to all the studies whereas the
down graphics refer to SVM studies (left) and ANN studies (right). . . 79

Figure 22 – SROC curves of the studies using PC, PC (Fisher-tranformed) or other
features with their summary estimates. . . . . . . . . . . . . . . . . . . 80



List of Tables

Table 1 – A 2 × 2 table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Table 2 – Exclusion criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Table 3 – Inclusion criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Table 4 – Selected Articles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Table 5 – General characteristics of the studies selected in the systematic review

and of the samples included in the meta-analysis. . . . . . . . . . . . . . 69



List of abbreviations and acronyms

AAL Automated Anatomical Labelling atlas

ABA Applied Behavior Analysis

ABIDE Autism Brain Imaging Data Exchange

AD Autistic Disorder

ADI-R Autism Diagnostic Interview - Revised

ADOS Autism Diagnostic Observation Schedule

ANN Artificial Neural Network

ASD Autism Spectrum Disorder

AUC Area Under the Curve

BOLD Blood Oxygenation Level-Dependent

CC Craddock brain atlas

CI Confidence Interval

CNN Convolutional Neural Network

DFC Dynamic FC

DOR Diagnostic Odds Ratio

DSM Diagnostic and Statistical Manual of Mental Disorders

DTA Diagnostic Test Accuracy

EEG Electroencephalogram

ESDM Early Start Denver Model

FC Functional Connectivity

FIQ Full IQ

fMRI functional MRI

FN False Negatives



FP False Positives

FPR False Positive Rate

HSROC Hierarchical SROC

ICA Independent Component Analysis

ICD International Classification of Diseases

IQ Intelligence Quotient

L-SVM Linear SVM

LDA Linear Discriminant Analysis

LOO Leave-one-out

LR Logistic Regression

𝐿𝑅+ Positive Likelihood Ratio

𝐿𝑅− Negative Likelihood Ratio

ML Machine Learning

MLP Multilayer perceptron

MRI Magnetic Resonance Imaging

MTL Multi-task learning

MV/MT Multi-view multi-task

MVL Multi-view learning

NDAR National Database of Autism Research

NPV Negative Predictive Value

OOB Out-of-bag

pAUC partial AUC

PC Pearson Correlation

PDD Pervasive Developmental Disorders

PDD-NOS PDD Not Otherwise Specified

PPV Positive Predictive Value



QUADAS-2 Quality Assessment of Diagnostic Accuracy Studies

ReHo Regional Homogeneity

RF Random Forest

RoB Risk of Bias

ROC Receiver Operating Characteristic

ROI Region Of Interest

rs-fMRI resting-state fMRI

RSN Resting-State Network

SLR Systematic Literature Review

sMRI structural MRI

SROC Summary ROC

SVM Support Vector Machine

TD Typical Development

TN True Negatives

TP True Positives

TPR True Positive Rate

UMCD UCLA Multimodal Connectivity Database

XGB Extreme Gradient Boosting

y.o. year/s old



Contents

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 THEORETICAL FOUNDATION . . . . . . . . . . . . . . . . . . . . 18
2.1 Autism Spectrum Disorder . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.1 Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.2 Prevalence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.3 Etiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.4 Impacts of gender, age, and IQ . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.5 Diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.6 Early intervention and treatments . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Magnetic Resonance Imaging . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.1 Functional MRI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.2 Resting-state fMRI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2.1 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2.2 Analysis methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2.3 rs-fMRI and ASD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2.4 Brain imaging repositories . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Machine Learning Classifiers . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Preparing data for classifier training . . . . . . . . . . . . . . . . . . . . . 28
2.3.2 The classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.2.1 Support Vector Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.2.2 Artificial Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2.3 Logistic Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.2.4 Multi-view/Multi-task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.2.5 Random Forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.3 Training and testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.4 Evaluating results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Systematic Review and Meta-analysis . . . . . . . . . . . . . . . . . . 36
2.4.1 Systematic Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.1.1 Planning the review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.1.2 Conducting the review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.1.2.1 Identification of research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4.1.2.2 Selection of primary studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4.1.2.3 Data extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4.1.2.4 Data synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39



2.4.1.3 Reporting the review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.2 Meta-analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.2.1 Differences between diagnostic test accuracy and intervention meta-analyses . . 40
2.4.2.2 Key concepts for DTA meta-analysis . . . . . . . . . . . . . . . . . . . . . . 41
2.4.2.2.1 Types of results data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.2.2.2 The 2 × 2 table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4.2.2.3 Summary measures of test accuracy . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4.2.2.4 ROC curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.4.2.3 Descriptive Plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.2.3.1 Summary ROC plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.4.2.3.2 Forest plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.4.2.4 Model fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.2.4.1 Less common approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.4.2.4.2 Moses-Littenberg SROC curves . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.4.2.4.3 Hierarquical models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.4.3 Other considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.4.3.1 When does it make sense to perform a meta-analysis? . . . . . . . . . . . . . 51
2.4.3.2 Aims of DTA meta-analyses . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.4.3.3 SROC curve versus summary point . . . . . . . . . . . . . . . . . . . . . . . 52
2.4.3.4 Risk of bias and quality assessment . . . . . . . . . . . . . . . . . . . . . . . 53
2.4.3.5 Heterogeneity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.3.6 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3 METHODS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.1 Objectives and Research Questions . . . . . . . . . . . . . . . . . . . 56
3.2 Search strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 Study selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4 Data Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Snowballing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6 Quality assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.7 Statistical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 EXPERIMENTS AND RESULTS . . . . . . . . . . . . . . . . . . . . 66
4.1 General study characteristics . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 Quality assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Diagnostic accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4.1 ML techniques and sample size . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4.2 Subjects characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.3 Sources of the samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84



4.4.4 Features definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4.5 QUADAS-2 analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.6 Clinical validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4.7 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

APPENDIX 94

APPENDIX A – MAIN RESULTS FROM THE META-ANALYSIS 95

APPENDIX B – RESULTS FROM THE SENSITIVITY ANALY-
SIS FOR THE ADULTHOOD THRESHOLD . . . 99

APPENDIX C – RESULTS FROM THE SENSITIVITY ANALY-
SIS INCLUDING THREE MORE ARTICLES . . . 101

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105



16

1 Introduction

The Autism Spectrum Disorder (ASD) is a life-long neurodevelopmental condition
associated to the atypical development of the brain. Individuals in this group, in general,
present a slow development in certain activities when compared to individuals of Typi-
cal Development (TD) - such as speech, motor coordination, and social activities - and
difficulties to communicate and relate to others (8, 9).

Typically identified in early childhood, ASD’s development is believed to have both
genetic and environmental roots (10, 11). Also, despite being considered a neurological
disorder, the diagnosis of ASD remains exclusively based on behavioral criteria (12).
This may be due to the great heterogeneity within the population, possibly reflecting an
enormous amount of different neurodevelopmental etiologies (13, 14).

Epidemiological studies suggest an increase on its global prevalence in recent years
and a systematic review published in 2012 estimated it to be about 0.62% (15).

The impact of this condition on the quality of life extends beyond the affected
individual to the entire family. Parents of children with ASD report higher levels of stress
even when compared to parents of children with other disabilities (16).

Aggravating the problem, the majority of researches regarding autism is based on
data from high-income countries. This creates inequities across the world in access to
services and supports (17).

On the other hand, given the plasticity of the brain during the first years of life,
early detection paired with early treatment would have considerably stronger benefits
compared with later treatments (18, 19).

The gold standard diagnosis of ASD is a standardized interview - the Autism
Diagnostic Interview-Revised (ADI-R) (20) - in combination with a semi-structured stan-
dardized observation - the Autism Diagnostic Observation Schedule (ADOS/-2) (21) - and
a differential diagnostic examination by experienced clinician. This is a long and time-
consuming process that requires a multi-disciplinary team to assess information from
various sources (22, 23).

In recent years, Machine Learning (ML) classifiers - algorithms that predict for
each subject to which class it belongs, based on selected features that optimally represent
the data for the problem at hand - have been increasingly applied to neuroimaging data for
the diagnosis of psychiatric disorders, which includes ASD. Those classification methods
hold the promise of increasing diagnostic accuracy and speeding up the diagnostic process
(2, 24).
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Throughout the different types of neuroimaging data, the resting-state functional
Magnetic Resonance Imaging (rs-fMRI) is increasingly used to investigate neural con-
nectivity and identify biomarkers of psychiatric disorders. It is based on spontaneous
fluctuations in the Blood Oxygenation Level-Dependent (BOLD) signal obtained through
a non-invasive and relatively fast acquisition process. Also, the rs-fMRI is task-free - re-
quiring no active and focused participation of the patient - and the data can be easily
combined to generate large databases (2, 25, 26).

Studies using rs-fMRI data have revealed patterns of brain functional connectivity
that could serve as biomarkers for classifying depression (27), Parkinson’s disease (28),
ADHD (29), ASD (30), and even age (31). However, the reproducibility and generaliz-
ability of these approaches in research or clinical settings are debatable. There are many
potential sources of variation across studies and its effect on diagnosis and biomarker
extraction is still poor understood (26, 32).

Other promising paths on ASD diagnosis are currently under investigation. ML
classifiers can be applied to different types of neuroimaging data, such as structural MRI
(sMRI) (33) and electroencephalogram (EEG) (34). Beyond that, that are approaches
not based on brain imaging data, such as urine analysis (35) and eye-tracking algorithms
(36).

Systematic reviews and meta-analyses can be combined to evaluate the evidence
in a given area of research qualitatively and quantitatively. Their application in the field
of diagnostic test accuracy (DTA) is increasing in recent years, aiming to obtain summary
estimates of those tests, identify factors that affect their accuracy, and identify areas for
further research (7).

Therefore, we conducted a systematic review and meta-analysis of studies that used
ML classifiers based on rs-fMRI data to distinguish patients with ASD from individuals
of TD. We aimed to critically review the current literature on this area, evaluate the
diagnostic accuracy of such classifiers, analyze the association between methodological
differences and performance measures, and explore the applicability of those approaches
in real-world settings.

This work is organized as follows: Chapter 2 presents the theoretical foundation
used to base the study developed in terms of the Autism Spectrum Disorder, Magnetic
Resonance Imaging, Machine Learning Classifiers, and Systematic Reviews and Meta-
analyses (Sections 2.1, 2.2, 2.3, and 2.4, respectively); Chapter 3 introduces the method-
ology applied and the steps used to perform the proposed systematic review and meta-
analysis; Chapter 4 presents the qualitative and quantitative results, the pertinent dis-
cussions and considerations, and the limitations of the work; Chapter 5 closes the study
bringing the conclusions obtained.
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2 Theoretical Foundation

2.1 Autism Spectrum Disorder
The Autism Spectrum Disorder (ASD) is a neurodevelopmental and multifactorial

condition, characterized by difficulties in social interaction, delayed motor and cognitive
development, difficulty in communication, high sensitivity to external stimuli, and repet-
itive behaviors (12).

Typically identified in early childhood, the disorder is currently considered one of
the most common childhood morbidities. The symptoms become evident in toddlers and
preschoolers and tend to persist throughout life, often becoming more muted (8, 9, 10).

This condition manifests itself in different levels of severity, overlapping normality
at one extreme and intellectual disability with brain malfunction at the other. Children
and adults with ASD present a variety of symptoms, but no individual manifests all the
possible impairments. Also, no single symptom is sufficient for a diagnosis or invalidates
it (8).

The presence of comorbidities is common among individuals within the spectrum
and can contribute significantly to the impact of the disorder on their quality of life.
Those comorbid symptoms can include insomnia, eating and digestive difficulties, allergies,
anxiety, inattention, irritability, and behavior difficulties (9, 37).

2.1.1 Characterization

As stated in (38), ASD can be conceptualized as a series of discrete conditions such
as those described in earlier versions of the Diagnostic and Statistical Manual of Mental
Disorders (DSM) (39) and in the International Classification of Diseases 10th Revision
(ICD-10) (40), or as a spectrum disorder with hierarchical levels of severity, as described
more recently in the the fifth edition of the DSM (39).

The DSM-IV Text Revision (39) refer to the autism spectrum as pervasive devel-
opmental disorders (PDD) and refer to autistic disorder (AD or simply autism) as the
classic, more severe version of the condition. Asperger’s syndrome refers to ASD children
that did not presented delayed speech and whose IQ is at least 70. The PDD not otherwise
specified (PDD-NOS) applies to ASD children who do not fulfill criteria for Asperger’s
syndrome or AD, forming a heterogeneous group generally less severely affected than
those who have AD. The childhood disintegrative disorder was also comprised within the
ASDs according to this version of the DSM (8, 38).
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The fifth edition of the DSM (12) merged the PDD class into a single class of
ASD, and a related disorder - social communication disorder - was added. The umbrella
category of ASD started to encompass the previously distinct PDDs of autistic disorder,
Asperger’s disorder, and PDD-NOS (41).

The triad of impairments comprising social interaction, communicative behav-
ior, and repetitive and restricted behaviors was collapsed into two domains, preserving
restricted and repetitive behaviors - with the addition of a symptom cluster reflecting sen-
sory difficulties - but merging social and communicative difficulties into a single domain
(41).

DSM-V introduced a series of specifiers that provide information about the current
presentation of a person meeting criteria for ASD. A first specifier describes whether a
known etiological factor - such as medical condition, genetic syndrome, or environmental
exposure - is present. The second, a severity specifier ranging from 1 to 3, describes the
required level of support and impact on a person’s levels of functioning for each domain
of symptoms. The third and fourth specifiers indicate whether intellectual impairment
or language impairment are present, respectively. The final specifier indicates whether
catatonia is present (41).

2.1.2 Prevalence

In 2010, epidemiological data estimated the presence of 52 million cases of autism
worldwide, equating to a prevalence of 7.6 per 1000 or one in 132 persons (38). In 2012,
the global prevalence of some form of autism was estimated to be about 0.62%, which
translates into one child out of 160 with a PDD (15).

There is evidence that the prevalence of ASDs is increasing around the world. This
is most likely due to improved awareness and reporting, expansion of diagnostic criteria,
enhancement of diagnostic tools, and changes in diagnostic practices, including expansion
of developmental screening, increased diagnosis, and diagnostic substitution (9, 15).

According to (38), in children under 5 years of age, ASDs were the leading cause
of disability, in terms of years lived with disability, among all mental disorders. Of the
291 diseases and injuries considered in the Global Burden of Disease 2010, the disorder
was ranked among the 20 leading causes of disability for the under 5-year age group. In
children aged from 5 to 14 years, ASDs were the fourth leading cause of disability out of
the mental disorders.

Epidemiological evidence is, however, very limited to date, especially in low-income
and middle-income countries. The majority of the individuals with autism live in those
countries but the researches about the condition are largely generated and conducted
in high-income countries. Barriers to research include financial inaccessibility, and the
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need to validate and adapt diagnostic tools across a variety of contexts. Also, geographic,
ethnic, cultural, or socioeconomic factors appear to be strongly associated with delays in
diagnosis and difficulties to access and utilize services (9, 38).

2.1.3 Etiology

The etiology of ASD is still poorly understood but genetic and environmental
factors are believed to account for its development (10, 11).

In (42), a population-based cohort of children born in Sweden was used to calculate
the heritability of ASD. This cohort included 37,570 twin pairs, 2,642,064 full sibling
pairs, and 432,281 maternal and 445,531 paternal half-sibling pairs, from which 14,516
children were diagnosed with ASD. The best-fitting model included additive genetic and
non-shared environmental parameters, given an estimated ASD heritability of 83%.

A meta-analysis to investigate the prenatal, perinatal, and postnatal risk factors
for children autism was carried out in (10) based in data from 37,634 autistic children
and 12,081,416 non-autistic children enrolled in 17 studies. A variety of factors were
associated with autism risk, such as: maternal and paternal age ≥ 35 years, gestational
hypertension, gestational diabetes, and antepartum hemorrhage for the prenatal period;
caesarian delivery, and gestational age ≤ 36 weeks for the perinatal period; low birth
weight, postpartum hemorrhage, and brain anomaly for the postnatal period.

2.1.4 Impacts of gender, age, and IQ

Several studies indicate gender, age, and IQ differences on autistic symptoms and
impairments. For example, (43) and (44) concluded that boys with ASD showed more
restricted and repetitive behaviors than girls with ASD; significant though modest effects
of IQ and age were found in (45), indicating increased Autism severity with decreasing
IQ and age; (43) also found lower socio-communicative symptoms in older compared to
younger individuals.

It is well known that ASD show an imbalanced male-female ratio and recent studies
suggest values between 2:1 and 5:1 (46, 47, 48). There is also evidence that this ratio is
lower in individuals with lower IQ (46, 49). Since most autism studies tend to follow this
ratio or to include only male participants, the underrepresentation of females may have
lead to an understanding of the disorder that is biased toward males (50). Females are
generally diagnosed at a later age, and even with similar levels of severity of autistic traits,
males are more likely to receive a diagnosis (51, 52, 53).
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2.1.5 Diagnosis

Despite being considered a neurological disorder, the diagnosis of ASD remains
exclusively based on behavioral criteria (12). This may be due to the great heterogeneity
within the population, possibly reflecting an enormous amount of different neurodevelop-
mental etiologies (13, 14).

The gold standard diagnosis of ASD is a standardized interview - the Autism
Diagnostic Interview-Revised (ADI-R) (20) - in combination with a semi-structured stan-
dardized observation - the Autism Diagnostic Observation Schedule (ADOS/-2) (21) - and
a differential diagnostic examination by experienced clinician. This is a long and time-
consuming process that requires a multi-disciplinary team to assess behavioral, historical,
and parent-report information as well as further information from social environment and
other health care institutions (22, 23).

The ADOS-2 consists of five modules to be administered based on the individuals’
age, level of expressive language, and the appropriateness of assessment materials. Each
module provides different tasks including playful elements and activities as well as verbal
tasks intended to provide the examiner with information on social, communicative, play
and stereotyped behavior. It is a very complex diagnostic instrument that includes a huge
amount of different toys, picture books, newspaper, snacks, paper plates, cups, napkins,
interview questions, and others (22, 21).

Individuals at a wide range of developmental and language level can be assessed by
the ADOS-2: Module 1 for children who do not consistently use phrase speech; Module 2
for children who use phrase speech, but who are not verbally fluent; Module 3 for verbally
fluent children and young adolescents; and Module 4 for verbally fluent older adolescents
and adults. It also includes a Toddler module to assess children with limited language
and age range between 12 and 30 months (22, 21).

The ADI-R is a standardized caregiver interview that appears as a valid instru-
ment independently from age and level of functioning. Its questions intend to distinguish
qualitative developmental deviance from developmental delay, but only cutoffs for autism
are provided. Recommended diagnoses are based on cutoff scores for communication -
different for non-verbal and verbal subjects - social interaction, and restricted/repetitive
behavior. In addition, five items are included to clarify whether some developmental ab-
normality was present before the age of 36 months (54, 55, 20).

However, early detection of ASD - that is, before 24 months - continues to con-
stitute a global challenge. One barrier is that the defining behavioral characteristics of
ASD generally emerge during the second year of life with consolidation of the behavioral
syndrome by about 24 months of age or later (56, 57, 58).

Aggravating the problem, the majority of tools for screening and diagnosis were
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developed in high-income countries and present variable utility outside those settings and
contexts. Also, the lack of adequate knowledge of mental health professionals tends to be
a barrier for diagnosis (9).

2.1.6 Early intervention and treatments

Given the plasticity of the brain during the first years of life, early detection
paired with early treatment would have considerably stronger benefits compared with
later treatments, improving the quality of life of the individuals (18, 19).

Early intervention is a broad concept concerned with the delivery of structured
and evidence-based support for the child, their family, and their community as a whole.
It aims to address the core ASD deficits in communication, social interaction, and re-
stricted, repetitive patterns of behavior through psycho-educational, developmental, and
behavioral interventions. However, they are resource- and labour-intensive (9).

Educational therapies are the main form of intervention for ASDs in children.
Throughout the different techniques available, the Applied behavior analysis (ABA) and
the Early Start Denver Model (ESDM) are best supported by well-designed studies and,
thus, considered evidence-based. The former encourages socially significant behaviors
through a reinforcement learning technique, whereas the latter is an intervention based
in ABA and designed for toddlers with signs of ASD (59).

Medications are not indicated for the treatment of ASD but can help address dif-
ferent symptoms. Also, alternative therapies do exist, but there is generally little research
to support their use (59).

2.2 Magnetic Resonance Imaging
The Magnetic Resonance Imaging (MRI) is a sophisticated imaging technique that

has evolved as a clinical modality over the past decades. It uses strong magnetic fields
to orientate protons of water molecules in a determined direction. Then, by applying
radio-frequency energy pulses at the appropriate resonance frequency, the protons leave
the field-determined alignment. While they return to the alignment, they emit back a
radio-frequency signal that is picked up by the examination machine. Based on the return
speed, the technique allows determining the existence of different tissues (60, 25).

This technique had an important contribution for science and medicine by allowing
the anatomical observation of in vivo tissues through non-invasive exams. However, MRI
could only obtain information regarding tissue’s shape and physicochemical characteristics
(e.g., white and gray matter). The techniques for tissue functioning observation, especially
in the brain, needed the use of contrast, often radioactive, which could be harmful to the
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patient’s health, preventing a high frequency of this type of exam.

2.2.1 Functional MRI

In (61) it was demonstrated the possibility to adapt the MRI to observe physio-
logical activities in the brain, which has become a relatively inexpensive and non-invasive
technique to study brain functioning known as functional MRI (fMRI).

Two concepts were the basis for this technique: the concept that the blood flow
increases in a significant and localized way as the brain metabolism increases in regions of
activity (62); and the concept that the hemoglobin molecule - which acts in the transport
of oxygen to the cells of the body - has a differentiated magnetic behavior on its oxygenated
and non-oxygenated forms (63).

The hemoglobin - present in the blood - contains iron, which distorts the magnetic
field generated by an MRI machine. Vessels containing oxygenated arterial blood cause
little or no distortion to the magnetic field in the surrounding tissue, while capillaries and
veins containing blood that is partially deoxygenated distort the magnetic field in their
vicinity. The distortion causes a deflection on the orientated protons that can be measured
by the machine and this measure is called Blood-Oxygen-Level Dependent (BOLD) signal
(64, 25).

As the blood flow increases, the availability of oxygen increases more than its
consumption. Therefore, regions with higher brain activity have proportionally more oxy-
genated than deoxygenated hemoglobin. By measuring the BOLD signal it is possible to
infer which brain regions are more active (25).

The BOLD signal is an indirect measure of brain activity since it does not measure
directly the neuron activation but the difference in the blood flow of its adjacent region.
Thus, the measure obtained is referent to a small brain volume called voxel. The measure is
repeated for each voxel at various points in time, resulting in a time-series that represents
the variation in voxel activity during the exam (25).

BOLD fMRI allows an image spatial resolution that is of the order of a few millime-
tres, with a temporal resolution of a few seconds (limited by the haemodynamic response
itself) (25). The BOLD signal takes on average two seconds to increase when a stimulus
is received and come to its maximum around three to six seconds. It returns to the nor-
mal state at a similar rate followed by a slight drop that takes around 12 to 30 seconds
to stabilize (1). A representation of a typical BOLD hemodynamic response function is
presented in Figure 1.

Since its discovery, BOLD fMRI using task-based paradigms has been critical to
the current understanding of brain function (65). It has been used as a tool to delineate
active brain regions, but has also been used to identify regional deactivation and shed
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Figure 1 – Representation of a typical BOLD hemodynamic response function (extracted
from (1)).

light on the interactions between different cerebral networks (1).

2.2.2 Resting-state fMRI

In recent years, there has been an increasing interest in the application of the
fMRI at rest, called resting-state fMRI (rs-fMRI). It investigates synchronous activations
between distinct brain regions that occur in the absence of a task or stimulus (65).

Both task-based and resting-state fMRI data are four-dimensional, acquired as a
series of volumetric images over time. Each image takes 2-3 s to acquire, and rs-fMRI
data is typically acquired during 5-15 min, with the subject asked to “lie still, think of
nothing in particular, and not fall asleep” (66).

Since it was discovered that, even with the subject at rest, fMRI time-series from
one part of the motor cortex were temporally correlated with other parts of the same
functional network, rs-fMRI has been used to study spontaneous fluctuations in the brain
activity (67, 66).

Many other brain networks with correlated temporal patterns in the resting con-
dition have subsequently been identified These so called resting-state networks (RSNs)
are consistent across subjects and persist even during sleep or under anaesthesia (66).

It is generally accepted that RSNs do reflect networks of brain function. Also,
using rs-fMRI data, it is possible to found functional networks previously identified with
task-based fMRI, providing useful complements to the inferences made from this type of
data (66, 68).

The idea is that RSNs reflect the energy demands of groups of neurons that were
wired together via firing with a common functional purpose (69). Besides, the existing
evidence indicates that they are core functional networks in the mammalian brain. There-
fore, these methods are being applied across multiple fields of neuroscience, improving the
understanding of the organization of processing systems in the human brain (68).
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2.2.2.1 Preprocessing

A rs-fMRI dataset requires a series of preprocessing steps before RSN analyses
can be conducted. They are used to reduce the effects of artefacts (such as head motion
and non-neural physiological signals), spatially align the functional data to the subject’s
structural scan, and may subsequently align the data into a standard-space reference
coordinate system (66).

There are some controversial topics within those data preprocessing approaches,
which includes whole-brain regression - used to regress out the average time course of the
brain - and head-motion correction. Both of them may produce spurious correlations in
rs-fMRI analysis and the latter, although less concerning in healthy young adults, poses
challenges for the analysis of data acquired from children, older adults, and patients (65).

2.2.2.2 Analysis methods

After the application of the preprocessing approaches, various methods can be used
to analyze rs-fMRI data. The first to be developed and applied was the seed-based analysis,
which investigates the functional connectivity (FC) or, in other words, the similarities in
the BOLD time-series between two or more regions of interest (ROIs) of the brain (65, 28).

Typically, the average BOLD time course of voxels within the ROIs are correlated
with the time courses of all other ROIs in the brain and a threshold is determined to
identify significant correlations. However, this approach requires a priori selection of ROIs,
generally from brain atlases (65).

Figure 2 presents one example of approach to calculate FC measures. Two hundred
ROIs were determined using the Craddock brain atlas (70). For each subject, the time-
series of voxel activity were averaged over voxels in an ROI, and Pearson correlation
coefficients were computed for all pairs of averaged time-series. This resulted in a 200 ×
200 correlation matrix that is also symmetric, thus leaving 19, 900 unique measures per
subject. Finally, each entry in the correlation matrix was transformed with Fisher’s 𝑧-
transform to obtain the connectivity values (2).

Another popular approach is the independent component analysis (ICA), a math-
ematical technique that can be used to spatially identify distinct RSNs. Compared to the
previous method, ICA is rather a data-driven approach and does not necessarily need a
previous assumption (65, 28).

The analyses can also be performed with the application of graph methods that
consider the brain as a complex network formed by a set of nodes connected by edges.
For example, ROIs can be represented as nodes and the correlation between them as the
connectivity of the edges. Those methods can be used to study the topological organization
of brain networks and assess their global and local properties (65, 28).
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Figure 2 – Example of calculation of functional connectivity measures (extracted from
(2)).

Other methods to analyze rs-fMRI data include regional homogeneity (ReHo) and
effective connectivity. Knowing that intrinsic brain activity is manifested by clusters rather
than single voxels, the ReHo evaluates the similarity between the BOLD signal of given
voxels and that of the nearest voxels within a cluster. Effective connectivity, on the other
hand, measures the causal and dynamic influence of one region to another and the infor-
mation flow in particular brain regions (28).

2.2.2.3 rs-fMRI and ASD

The analysis of neuroimaging data has provided a means to explore the neurophys-
iological bases of ASD. Early studies applied MRI to investigate structural alterations in
this disorder. The fMRI has become a common technique to observe functional variations
in brain activity while performing a task. Also, the use of rs-fMRI analyses led to the
development of resting-state functional connectivity research in ASD (30).

There is great interest in the characterization of brain network-level alterations in
patients with ASD and the use of functional connectivity modeling approaches led to two
primary theories: the expression of under-connectivity or over-connectivity in the brains
of those patients (30).

Under-connectivity is viewed as a decrease in brain connectivity relative to a stan-
dard comparison value and can be present in a global level - between different nodes of a
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network - or a local one - within a brain region. It indicates that the correlation between
time-series signals in different voxels is decreased in affected compared to the unaffected
subjects (30).

In the opposed direction, over-connectivity appears when statistically significant
correlations are present in the affected subjects but are absent or less pronounced in the
unaffected ones (30).

There are reports in the literature indicating both under- and over-connectivity in
ASD, depending on whether local or global networks are under examination. Despite this
lack of consensus, the use of altered connectivity as a biomarker for ASD diagnosis is still
under extensive exploration (30).

2.2.2.4 Brain imaging repositories

As commented before, the rs-fMRI data can be easily combined to generate large
databases and repositories (2). Such databases facilitate and make the development of
studies using this type of data more accessible.

The most widespread repository of rs-fMRI data of individuals with ASD is the
Autism Brain Imaging Data Exchange (ABIDE). ABIDE I (71) was the first imaging
repository of rs-fMRI and corresponding structural data of individuals with ASD and of
TD aggregated from multiple international institutions. The ABIDE II (72) came next
to expand the initiative and accelerate the pace of discovery in the field of autism neu-
roimaging. Together, these repositories aggregate data from more than 2000 individuals
collected across more than 24 international brain imaging laboratories, including a wide
diversity in terms of gender, age group, and locality. There is also a preprocessed ver-
sion of the ABIDE I database (73), comprising preprocessing approaches applied by five
different teams using different tools and strategies.

We also highlight the National Database of Autism Research (NDAR1) and the
UCLA Multimodal Connectivity Database (UMCD) (74). The first makes available fMRI
data of at least 283 children and adolescents with ASD and of TD (75). The second
is an openly available brain connectivity database that presents data in a preprocessed
condition for various neurological diseases, including an ASD repository composed of 79
functional and 94 structural images (76).

2.3 Machine Learning Classifiers
The interpretation of brain imaging experiments require analysis of complex, mul-

tivariate data. Therefore, there has been growing interest in the use of machine learning
1 http://ndar.nih.gov
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(ML) algorithms for analyzing fMRI data. They can be used to, for example, decode stim-
uli, mental states, and behaviors (3). Besides, the application of classification methods
to neuroimaging data might increase diagnostic accuracy and speed up the diagnostic
process of psychiatric disorders. ML classifiers can detect biomarkers or subtypes of the
disorders and also comorbidities, presenting the potential to facilitate the integration of
neuroimaging data into clinical practice. (2).

algorithms that predict for each subject to which class it belongs, based on selected
features that optimally represent the data for the problem at hand

A classifier is a function that can predict for each given example to which class it
belongs, based on selected features that optimally represent the data for the problem at
hand. In a neuroimaging setting, the features could be voxels and the class could be the
type of stimulus the subject was looking at when the voxel values were recorded (3).

Classification methods have a number of parameters that have to be learned from
training data - a set of examples reserved for this purpose. In this way, the classifiers
generate a model of the relationship between the features and the class labels in the
training set. Denoting an example by the row vector 𝑥 = [𝑥1...𝑥𝑣] and its class label as 𝑦,
the classifier is a function 𝑓 that predicts the label 𝑦 = 𝑓(𝑥) (3).

Once trained, the classifier can be tested on a different set of examples, the test
data. The idea is that, if the classifier captured the relationship between features and
classes, it should be able to predict the classes of examples it hasn’t seen before. Thus,
the predictions made by the classifier can be compared to the true labels of the samples
to determine how well it performed the classification task (3, 2).

The training and testing examples are typically assumed to be independently
drawn from an “example distribution”. Thus, when judging a classifier on a test set,
it is possible to obtain an estimate of its performance on any test set from the same
distribution. The most commonly used measure to evaluate a classifier performance is its
accuracy - the fraction of samples in the test set for which the class label was correctly
predicted (3).

Generally, classifier-based analyses follow a series of specific steps, starting with
the conversion of raw data into a set of examples and proceeding through the choice of
classifier, training and test sets, and the interpretation of results (3).

2.3.1 Preparing data for classifier training

Before training a classifier, it is necessary to transform the fMRI data into examples
by deciding what to use as features, how to extract their values from the data, and what
will be predicted (3).
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The examples can be created in various ways. In section 2.2.2.2 it was presented
some of the methods used to analyze the rs-fMRI data and all of them can be used to
obtain examples for classifier training, but many other approaches can be used for this
purpose. For example, the average time-series of several voxels in one ROI could be used
as a single feature or each voxel’s time-series as a different feature (3).

There is an important trade-off associated with the number of examples produced.
It is possible to have many noisy examples or fewer, cleaner ones, as a result of averaging
images in the same class. Having more examples helps in the training set side since
some classifiers require a certain number of examples to obtain good estimates of their
parameters. However, some classifiers are particularly appropriated for analysis where few
examples are available (3).

There are also some assumptions that should not be violated: there is a source
distribution of examples from which they can be drawn; these draws are independent;
and the training and test sets are independently drawn from this distribution. If those
assumptions are violated, the results obtained could be biased (3).

Another issue to be kept in mind is the desirability of having the same number of
examples in each class. When this is not the case, a classifier may tend to focus on the
most numerous class and this can affect the interpretation of the accuracy results. For
instance, 80% of accuracy may not be very good in a situation where 8 of 10 examples
belong to one class and 2 of 10 to the other if the classifier simply predicted all of the
examples to belong to the larger class by default. This problem can be alleviated by using
performance measures based on sensitivity and specificity (3, 2) (more details on section
2.4.2.2.3).

In neuroimaging studies, there are generally many more features than examples.
Therefore, it can be advantageous to select a subset of the available features that are of
particular interest. This process is called feature selection and can enhance the accuracy,
facilitate visualization of the data, and lead to faster classification (3, 2).

Another option to reduce the number of features is dimensionality reduction tech-
niques. They transform the original feature space into a low-dimensional one, creating a
new dataset matrix with the same number of examples but a reduced number of features
(3). Thus, rather than selecting certain features, it is possible to work with selected com-
binations of the original ones. This process, however, can difficult the interpretation of
results (2).

A final issue to consider is the preprocessing of the examples. Taking a matrix
where each row is an example and each column is a feature, each roll could be normalized
to have mean 0 and standard deviation 1. In this case, the idea is to reduce the effect of
large, image-wide signal changes, but other preprocessing techniques could be applied in



Chapter 2. Theoretical Foundation 30

different scenarios (3).

2.3.2 The classifiers

Various factors can influence the choice of a classifier, which includes the dimen-
sions of the dataset, the feature selection method, the required classification speed, and
the statistical properties of the data (2).

When there are many more features than examples, such as in a typical fMRI
study, the ML algorithms tend to easily find a function that can classify the examples in
the training set. However, this does not necessarily mean that the classifier will have a
good performance in the test set, a phenomenon called overfitting (3).

The choice of a simple function among those that do well in the training set can
be a way to mitigate the danger of overfitting. It can be done, for example, by having the
prediction depend on a linear combination of the features (3).

Beyond their simplicity, linear classifiers have the advantage of each feature affect-
ing the prediction only via its weight and without interacting with other features. Thus, it
is easier to measure the influence of each feature on the results obtained, which facilitates
interpretation (3).

A more geometric intuition for how linear classifiers work is given in Figure 3.
In this simplified model, there are two voxels whose values are used to characterize the
examples in each of the two classes. Learning a linear classifier is equivalent to learning a
line that separates the points in the two classes (3).

Figure 3 – Representation of the geometric intuition behind linear classifiers - equivalent
to learning a line that separates examples in two classes (adapted from (3)).

Many possible linear discriminants can be used for classifying the examples in
Figure 3, which should be chosen by the classifier. Also, there may be many possible
settings of classifier parameters that lead to good predictions. The process of guiding the
procedure that sets the parameters is called regularization, which takes the shape of an
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extra parameter (also called hyperparameter) that must be tuned also using the training
set (3).

There are more complex classifiers that can let interactions between features and
use nonlinear functions. More complex models tend to be more powerful but generally
have more hyperparameters. Therefore, they are potentially more capable of explaining
noise in the data and overfitting (77). Also, it is not clear that those complex models
always provide a significant advantage in practical performance. However, this can be a
reflection of the small number of examples available instead of indicating an absence of
complicated relationships between features (3).

In the next sections we briefly introduce some of the most known and used classi-
fiers through the rs-fMRI literature.

2.3.2.1 Support Vector Machine

The basic idea of the linear Support Vector Machine (SVM) is to construct a linear
decision boundary with the largest possible distance to example points. Thus, instead of
minimizing expected empirical loss on the training data, SVM attempts to minimize
expected generalization loss (4). It belongs to the category of regularized predictors - a
regularization term (𝐶) determines to what extent misclassification of data samples is
accepted (2).

If the data are not linearly separable in the original feature space, it is possible
to embed the data into a higher-dimensional space using a so-called kernel function to
achieve separability (78), as exemplified in Figure 4. Linear SVM, however, have so far
been more successful for the classification of ASD based on rs-fMRI data than kernel
SVMs (2).

Figure 4 – Example of kernel mapping. The left shows a dataset that cannot be separated
linearly in the two feature dimension space, whereas the right shows a three-
dimensional embedding, where linear separation is possible (extracted from
(2)).
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It is well-known that SVMs can handle noisy, correlated features and high-dimensional
data sets well (2). Also, SVMs combine the advantages of non-parametric and parametric
models, having the flexibility to represent complex functions, but being resistant to over-
fitting (4). Hence, they have become one of the most successful classifiers of the recent
years, also for the classification of fMRI data (2).

2.3.2.2 Artificial Neural Network

As a branch of the Computational Intelligence area, which takes base from nature
to develop intelligent computer-based systems, Artificial Neural Networks (ANNs) model
aspects of how human brain works. They are massively parallel distributed processing
systems made up of a collection of interconnected neural computing elements, called
neurons, that incrementally learn from their environment (usually a complex dataset) to
identify essential linear and/or nonlinear trends. A mathematical model for a neuron is
presented in Figure 5. So, ANNs provide reliable predictions for new datasets containing
even noisy and/or partial information and are widely applied in research because they
can model highly nonlinear systems in which the relationship among the variables is
unknown or very complex (79, 80, 81, 82). As a simplified model based on the human brain
architecture and operation, an ANN has the ability to learn and acquire knowledge. The
ANN’s learning process is based on examples, starting from a training phase with known
information of a problem to pick up knowledge about it. After being properly trained, an
ANN can be used to solve unknown or untrained instances of the problem. ANNs have been
used in solving problems such as pattern recognition/classification, prediction or function
approximation, clustering, image processing, data compression, forecast, optimization,
data and signal (time-series) classification etc (79, 80, 81).

The ANN learning system is directly linked to its topology, which is determined
by the way the neurons are connected. A simple example of how the neurons can be
connected is also presented in Figure 5. The multilayer perceptron (MLP) architecture is
the oldest one, and still largely used for researches, been compatible with a large number
of training softwares. The MLP consists of three or more sets of neurons, called layers, and
each one of those layers receives a input and a bias (a constant value, used to calibrate the
calculations) and generates an output. The first layer receives an external input, and its
output is used for the next layer, which do the same until the last layer, whose output is
a value in a previously determined range or a classification between two or more classes,
also previously determined (83).

Many ANN classifiers are also deep-learning methods. Those methods use multi-
ple levels of representation, obtained by composing simple but nonlinear modules that
each transform the representation at one level into a representation at a higher, slightly
more abstract level. With the composition of enough such transformations, very complex
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Figure 5 – A. A mathematical model for a neuron. Its output activation is 𝑎𝑗 =
𝑔(∑︀𝑛

𝑖=0 𝑤𝑖,𝑗𝑎𝑖), where 𝑎𝑖 is the output activation of neuron 𝑖 and 𝑤𝑖,𝑗 is the
weight on the connection from neuron 𝑖 to this neuron. B. A network with two
input and two output neurons (adapted from (4)).

functions can be learned. For classification tasks, higher layers of representation amplify
aspects of the input that are important for discrimination and suppress irrelevant varia-
tions (84).

One example of such deep-learning methods is the Convolutional Neural Network
(CNN). It is inspired by the visual system’s structure and is designed to process data
that come in the form of multiple arrays (84). This model is very useful for pattern
recognition tasks and is very capable of recognizing similarities from images, even with
cardinal position alterations (85).

2.3.2.3 Logistic Regression

Logistic regression (LR) is a mathematical modeling approach that uses the logis-
tic function to describe the relationship of several independent variables to a dichotomous
dependent variable (86). Thus, LR models the probability of the dependent variable be-
longing to a particular category (78).

LR can be viewed as a special case of a generalized linear model, where the log
odds is modeled as a linear function of the predictors. A convenient property of this model
is that the sizes and signs of the estimated coefficients have a clear interpretation. Also,
it is possible to introduce a regularization parameter to the LR, obtaining regularized
variants of it (2).

2.3.2.4 Multi-view/Multi-task

Multi-view learning (MVL) is concerned with the problem of ML from data rep-
resented by multiple distinct feature sets (87). Conventional ML algorithms concatenate
all multiple views into one single view to adapt to the learning setting. However, this con-
catenation causes overfitting in the case of a small training sample and is not physically
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meaningful because each view has a specific statistical property. The MVL introduces
one function to model a particular view and jointly optimizes all the functions to exploit
the redundant views of the same input data and improve the learning performance (88).
Therefore, MVL is a very promising topic with widespread applicability (87).

On the other hand, many practical problems are similar or related to each other.
The main goal of multi-task learning (MTL) is to encode the intrinsic relationship among
different tasks, tending to learn multiple tasks simultaneously and often obtaining bet-
ter results (89). Considering the neuroimaging field, the feature learning on each image
modality can be denoted as a single task (90), different tasks can correspond to the pre-
diction of different variables (91), or even the scenario of multiple center classification can
be addressed with MTL by considering each imaging center as one task (89).

Nevertheless, there are many real-world problems that involve both MVL and
MTL. In these problems, a single learning task might have features in multiple views,
and different learning tasks might be related to each other through one or more shared
views. This forms a more challenging problem that includes both previous approaches,
the multi-view multi-task (MV/MT) learning (92).

2.3.2.5 Random Forest

The Random Forest (RF) is a tree-based ensemble machine learning method often
used for classification and regression analyses. RF grows many binary decision trees at
training time with the aim to increase prediction accuracy via model averaging. Training
data are randomly drawn with replacement to construct the trees and excluded data -
termed out-of-bag (OOB) sample - are used for testing (14).

The process of splitting the trees using this method forces it to consider only a
subset of the predictors available, which can be thought as decorrelating the trees, thereby
making the average of the resulting trees less variable and more reliable (78). In addition,
the OOB error gives estimates of the generalization error and may remove the need for a
set-aside test set (93).

2.3.3 Training and testing

As said before, the classifiers cannot be trained and tested on the same data if the
goal is to obtain a useful estimate of the classifier’s true accuracy. Also, using just a few
examples for testing will not lead to a good estimate (3).

To determine the test accuracy, sensitivity, or specificity, the data are usually split
not only once into a training set and a test set, but repeatedly. In particular, the data are
randomly split into 𝑘 disjoint sets of approximately equal size, called folds. Each fold is
used once as a test set, while all other folds combined then serve as the training set. This



Chapter 2. Theoretical Foundation 35

procedure is called k-fold cross-validation (2). Figure 6 shows an 8-fold cross-validation
as an example.

Figure 6 – An example of k-fold cross-validation with 8 folds (extracted from (2)).

The most common cross-validation schemes are leave-one-out cross-validation (LOO
cross-validation), where 𝑘 equals the number of data samples, and 10-fold cross-validation
(𝑘 = 10). For most data sets, 10-fold cross-validation is a good compromise with regard
to bias and variance (2).

Cross-validation can also be used in combination with feature selection or the
selection of tuning parameters. In this case, nested cross-validation must be used to avoid
optimistically biased performance estimates. The idea is to start with a regular k-fold
cross-validation, called the outer loop, but in this case each training set is split again into
several folds, the inner cross-validation loop used to try out different feature subsets or
classifier tuning parameters. The best performing classifier from the inner loop is then
applied to the test set from the outer loop to obtain the performance estimates (2).

Ideally, after cross-validation the optimized classifier is applied to an entirely new
and independent data set to obtain a better measure of how well it generalizes. However,
performing this step assumes the availability of enough data (2).

2.3.4 Evaluating results

When training a classifier, its true accuracy should, ideally, be better than that
of a classifier deciding at random. The true accuracy is the probability that the classifier
will correct label a new example drawn at random from the same distribution that the
training examples came from. The accuracy on the test set is thus an estimate of the true
accuracy of a classifier. How precise this estimate is depends on the size of the test set -
the fewer examples used, the greater the variability of the estimator (3).
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It is common for neuroscientific studies to compare classification accuracy to
chance level - the accuracy achieved assuming that it is equally likely for a data sam-
ple to fall in one of the existing classes. In the case of a balanced two-class problem,
chance level classification accuracy would be equal to 50% (2).

However, chance level accuracies are theoretical values derived from random guess-
ing on data sets of infinite size. Although random guessing will approximate chance level
if the dataset is large enough, for small datasets random classification can deliver accu-
racies strongly deviating from chance level. Instead of comparing classification results to
a theoretical chance level, parametric or non-parametric statistical tests can be applied,
taking into account the data size (2).

2.4 Systematic Review and Meta-analysis
A systematic review uses systematic methods to identify, select, and critically ap-

praise relevant research and to analyze data from the primary studies included in the
review, evaluating a body of evidence in the literature both qualitatively and quantita-
tively. A meta-analysis can be part of the systematic review and uses statistical methods
to integrate the results of multiple primary research studies (7). In other words, meta-
analysis is a set of statistical techniques for combining results from two or more separate
studies (5).

With the continued publication of primary scientific research studies and the recog-
nition of their importance, the value of systematic reviews and meta-analyses for summa-
rizing results is also being increasingly acknowledged (7). Quantitative aspects have a key
role to play in evidence synthesis and, therefore, meta-analysis features in almost every
systematic review and continues to undergo rapid development (94).

Due to their methodological rigor, systematic reviews and meta-analyses have
become increasingly important in health care and are used to support the development of
clinical practice guidelines, keep clinicians up to date with their field and inform clinical
decision-making (95, 96).

2.4.1 Systematic Literature Review

A systematic literature review (SLR, also referred as systematic review) is con-
ducted to identify, evaluate and interpret all available research relevant to a particular
research question, or topic area, or phenomenon of interest (97). It aims to give a complete,
comprehensive and valid picture of the existing evidence. Thus, the identification, evalu-
ation and interpretation must be conducted in a scientifically and rigorous way, adopting
a precise, transparent and explicit approach that includes a series of phases (98, 99).
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Unless a literature review is thorough and fair, it is of little scientific value. This is
the main rationale for undertaking systematic reviews (97). By taking a highly procedural
approach to define the problem of study and search the available literature, the technique
aims to avoid the danger of selection bias, in which only a subset of studies are found out
(100).

The reasons for undertaking a systematic review, as articulated in (97), are:
to summarise the existing evidence concerning a treatment or technology; to identify
gaps in current research and suggest areas for further investigation; to provide a frame-
work/background and appropriately position new research activities; to examine the ex-
tent to which empirical evidence supports/contradicts theoretical hypotheses or assist the
generation of new hypotheses.

According to the guidelines presented in (98), a SLR is conducted following three
steps that will be presented in the next sections: planning, conducting, and reporting.
This process is likely to be highly iterative, with many transitions backwards and forwards
among the activities (100).

2.4.1.1 Planning the review

The need for a systematic review originates from the aim to understand the state-
of-the-art in an area or to use empirical evidence in strategic decision-making or improve-
ment activities. If there are SLRs available in the field, they should be appraised regarding
scope and quality, to evaluate if they are sufficient to meet the current needs for a review
(98).

The area of the systematic review and the specific research questions set the focus
for the identification and extraction of data from the studies and the analysis to be
conducted. Hence, the research questions must be well thought through and defined,
taking into account the population in which the evidence is collected, the intervention
applied in the empirical study, to what the intervention is being compared, the statistical
and practical significance of the outcomes, the context of the study, and the experimental
designs to be included (98).

An important part of this procedure is to document the planned activities for
conducting the systematic review as a protocol. It facilitates the review of the plan and
ensure that decisions are made so as to support a review that is as repeatable and rigorous
as possible (100).

2.4.1.2 Conducting the review

Conducting the review means setting the review protocol into practice. This in-
volves several steps that are presented in the next sections.
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2.4.1.2.1 Identification of research

The purpose of a systematic search is to identify as many studies on the topic of
interest as possible. To achieve this, a comprehensive search strategy should be developed
and documented. Also, the final search strategy should be reported in sufficient detail to
ensure that its process is repeatable (7, 100).

This step involves specifying search strings and applying them to databases. It
may also include manual searches in journals and conference proceedings, as well as sys-
tematically searching for primary studies based on references to and from other studies
in a process called “snowballing” (98).

The search strategy is a trade-off between finding all relevant primary studies, and
not getting an overwhelming number of outcomes that are wrongly considered to be of
interest - which must be excluded manually (98).

The search string is developed from the area to be covered and the research ques-
tions. Using multiple databases is a necessity to cover all relevant literature, but it also
creates duplicates, which must be identified and removed. At the end, the papers found
are a sample of the population of all papers on a specific topic. The key issue is that the
sample is indeed from the intended population (98).

2.4.1.2.2 Selection of primary studies

The basis for the selection of primary studies is the inclusion and exclusion criteria.
The criteria should be developed beforehand, to avoid bias. However, they may have to
be adjusted during the course of the selection, since all aspects of inclusion and exclusion
are not apparent in the planning stage (98).

During this round of filtering, only primary studies should be selected for inclusion
in the systematic review. That is, researchers should analyze only reports of studies that
directly examined the research question (100).

The identified set of candidate studies are processed related to the selection criteria.
For some studies, it is sufficient to read the title or abstract to judge the paper, while other
papers need a more thorough analysis of, for example, the methodology or conclusions to
determine its status (98).

As the selection process is a matter of judgments, also with well defined selection
criteria, it is advised that two or more researchers assess each paper, or at least a random
sample of the papers (98).

Still, the quality of each study included in the analysis must be assessed so that
this can be considered when the results from each study are compared and contrasted
(100). This topic is discussed in more details in section 2.4.3.4.
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2.4.1.2.3 Data extraction

From each study that remains after the selection is performed, the required data
for the analysis must be extracted. Thus, a data extraction form is designed to collect the
information needed from the primary study reports (98, 100).

The form should be designed based on the research questions. For pure meta-
analytical synthesis, the data is a set of numerical values, representing number of subjects,
objects characteristics, treatment effects, confidence intervals, etc. For less homogeneous
sets of studies, more qualitative descriptions of the primary studies must be included (98).

The data extraction form should be piloted before being applied to the full set of
primary studies. If possible, the data extraction should be performed independently by
two researchers, at least for a sample of the studies, in order to assess the quality of the
extraction procedure (98).

If a primary study is published in more than one paper, only one instance should
be counted as a primary study. Mostly, the journal version is preferred, as it is most
complete, but both versions may be used in the data extraction. Supporting technical
reports, or communication with authors may also serve as data sources for the extraction
(98).

2.4.1.2.4 Data synthesis

The guidelines for how the evidence is to be integrated are not much specific. This
occurs because the methods which are feasible for each systematic review will depend
largely on how much and what type of evidence has been utilized, and on the specific
research question under study. Although qualitative measures are allowed, it is recom-
mended to convert each to a quantitative measure if at all possible (100).

Qualitative synthesis refers to a systematic review used to provide the descriptive
statistics without statistical pooling, whereas quantitative synthesis refers to a meta-
analysis performed to generate summary estimates of a test’s diagnostic accuracy (7),
which is discussed in section 2.4.2.

It is important to identify whether results from studies are consistent with one
another (i.e. homogeneous) or inconsistent (i.e. heterogeneous) (97). Less formal methods
for data synthesis include descriptive or narrative synthesis. These methods structure
raw evidence and interpretations using tabulation of data, groupings and clustering, or
vote-counting as a descriptive tool that brings light to the research question (98).

Independently of the synthesis method, a sensitivity analysis should take place to
analyze whether the results are consistent across different subsets of studies (98). This
topic is discussed in more details in section 2.4.3.6.
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2.4.1.3 Reporting the review

Like any other empirical study, the SLR may be reported to different audiences.
In particular, if the purpose of the review is to influence practitioners, the format of
the report has to be tailored well to its audience. For academic audiences, the detailed
reporting of procedures for the study is critical for the ability to assess and evaluate the
quality of the SLR (98).

The process of selecting relevant literature should be presented as a flow chart,
which is usually the first figure presented in any systematic review and meta-analysis (7).
The reporting ideally includes changes to the study protocol, complete lists of included and
excluded primary studies, data on their classification, as well as the raw data derived from
each of the primary studies. If space constraints do not allow all details being published,
a supporting technical report is recommended to be published online (98).

2.4.2 Meta-analysis

The rationale for meta-analysing is to obtain valid summary estimates and provide
information on factors affecting estimates to help readers decide how to generalize results
to their settings (101). Obstacles such as time, cost and expert researchers make it difficult
to conduct research studies with large samples and meta-analyses make it possible to
obtain a large sample size by combining different studies (102). It helps to make sense
of apparently conflicting study results, as it identifies which differences are likely to be
real, which are explicable by chance, and which can be explained by known differences in
study characteristics (5). Also, it can be useful to identify areas for further research.

Given that studies differ in various ways (such as design, sample and results re-
ported), the goal of a meta-analysis is almost invariably to broaden the base of studies in
some way, expand the question and study the pattern of answers. Thus, the feasibility of
performing a meta-analysis and what kinds of studies should be included depends directly
to the specific goals of the analysis to be done (103).

Meta-analysis was traditionally applied to studies that had a form of intervention.
However, it can include other outcomes and other types of studies. In health care, it is
being applied to diagnostic accuracy studies to measure the ability of a new test to detect
the presence or absence of a specific disease or condition (104).

2.4.2.1 Differences between diagnostic test accuracy and intervention meta-analyses

A meta-analysis of intervention summarizes the effectiveness of an experimental
intervention compared with a comparator intervention. First, a summary statistic (𝑌 𝑖) is
calculated to describe the observed intervention effect for each study. Then a summary
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intervention effect estimate (𝑀) is calculated as a weighted average of the effects from
the individual studies (105), as follows:

𝑀 =
∑︀

𝑊𝑖𝑌𝑖∑︀
𝑊𝑖

,

Where 𝑊𝑖 is the weight assigned to study 𝑖.

If it is assumed that each study is estimating exactly the same quantity and the
variation between the studies is due to random error, then a fixed-effect meta-analysis is
performed (105). Considering inverse-variance weights, 𝑊𝑖 = 1

𝑉𝑖
, where 𝑉𝑖 is the within-

study error variance of study 𝑖 (106).

The combination of intervention effect estimates across studies may optionally
incorporate an assumption that the studies are estimating different, yet related, interven-
tion effects. For example, the effect size might be higher (or lower) in studies where the
participants are older, or more educated, or healthier than in other studies. Thus, it is
assumed that the effect sizes in the different studies represent a random sample from a
particular distribution (conventionally a normal distribution). This results in a random-
effects meta-analysis and allows to address heterogeneity that cannot readily be explained
by other factors (105, 106). In this case, the weights would be 𝑊𝑖 = 1

𝑉𝑖+𝑇 2 , where 𝑇 2 is
the between-study variance.

Likewise, a meta-analysis of diagnostic test accuracy (or DTA meta-analysis) sum-
marizes the ability of a new test, called index test, to detect the presence or absence of
a specific disease or condition based on a reference standard (104). However, a DTA
meta-analysis presents some specific issues.

Evaluating test accuracy require knowledge of two quantities, the test sensitivity
and specificity (see section 2.4.2.2.3). Thus, meta-analysis methods for DTA have to deal
with two summary statistics simultaneously rather than one. Also, it has to allow for the
trade-off between sensitivity and specificity that occurs between studies (5) (see section
2.4.2.2.4).

Heterogeneity is to be expected in results of test accuracy studies. Therefore,
to account for both sensitivity and specificity, the relationship between them, and the
heterogeneity in test accuracy, it is necessary to fit hierarchical random effects models,
which results in more challenging statistical aspects (5).

2.4.2.2 Key concepts for DTA meta-analysis

2.4.2.2.1 Types of results data

Results from DTA studies can be presented in three data types (5):
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• Binary - the test result is reported as positive or negative.

• Ordinal - the test result is reported on a set of ordered categories.

• Continuous or Count - the test result is reported on a continuous scale or as a count.

To be included in a meta-analysis, the results need to be re-categorized as binary
by selecting a threshold and presenting the data as a 2 × 2 table (5).

2.4.2.2.2 The 2 × 2 table

The data from a primary study can be presented in a 2 × 2 table showing the
cross classification of condition status (result of the reference standard) and test outcome
(result of the index test) (5) as can be seen in Table 1.

Table 1 – A 2 × 2 table

with condition without condition
Test positive 𝑎 𝑏
Test negative 𝑐 𝑑

The numbers 𝑎 and 𝑏 are the numbers of true positives (TP) and false positives
(FP) whereas 𝑐 and 𝑑 are the numbers of false negatives (FN) and true negatives (TN),
respectively.

2.4.2.2.3 Summary measures of test accuracy

From the 2 × 2 table, summary measures of test accuracy can be computed either
as proportions of the condition positive or negative (such as sensitivity and specificity) or
test positive or negative (such as predictive values). The most common summary measures
are presented in this section.

The sensitivity (or true positive rate - TPR) is the probability that the index
test result will be positive in a case with the condition. Likewise, the specificity is the
probability that the index test result will be negative in a case without the condition.
Also, the term false positive rate (FPR) is used for the complement of specificity. From
Table 1, 𝑠𝑒𝑛𝑠 = 𝑎

𝑎+𝑐
, 𝑠𝑝𝑒𝑐 = 𝑑

𝑏+𝑑
, and 𝐹𝑃𝑅 = 1 − 𝑠𝑝𝑒𝑐 = 𝑏

𝑏+𝑑
(5). From all the summary

measures, sensitivity and specificity are the most commonly reported (107).

The positive predictive value (PPV) is the probability that a case with a positive
index test result has the condition. In the same way, the negative predictive value (NPV)
is the probability that a case with a negative index test result do not have the condition.
Thus, 𝑃𝑃𝑉 = 𝑎

𝑎+𝑏
and 𝑁𝑃𝑉 = 𝑑

𝑐+𝑑
(5). The PPV and the NPV are measures that depend
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on the prevalence of the target condition. Since the prevalence might vary across studies,
using these quantities for meta-analyses is somewhat more complicated (104).

The positive likelihood ratio (𝐿𝑅+) describes how many times more likely positive
index test results were in the group with the condition compared to the group without
the condition. Similarly, the negative likelihood ratio (𝐿𝑅−) describes how many times
less likely negative index test results were in the group with the condition compared to
the group without the condition. If the test is informative, the 𝐿𝑅+ should be greater
then 1 while the 𝐿𝑅− should be less then 1. They are defined as 𝐿𝑅+ = 𝑠𝑒𝑛𝑠

1−𝑠𝑝𝑒𝑐
= 𝑎(𝑏+𝑑)

𝑏(𝑎+𝑐)

and 𝐿𝑅− = 1−𝑠𝑒𝑛𝑠
𝑠𝑝𝑒𝑐

= 𝑐(𝑏+𝑑)
𝑑(𝑎+𝑐) (5). It was advised in (108) to consider meta-analysis of

sensitivity and specificity values instead of likelihood rations once summarizing LR across
studies may lead to impossible summary estimates for sensitivity and specificity and the
approaches found to deal with it properly were too complicated.

The diagnostic odds ratio (DOR) summarizes the diagnostic accuracy of the index
test as a single number that describes how many times higher the odds are of obtaining a
positive test result in a person with the condition than in a person without the condition.
It is defined as 𝐷𝑂𝑅 = 𝐿𝑅+

𝐿𝑅− = 𝑠𝑒𝑛𝑠×𝑠𝑝𝑒𝑐
(1−𝑠𝑒𝑛𝑠)(1−𝑠𝑝𝑒𝑐) = 𝑎𝑑

𝑏𝑐
. Expressing accuracy in terms of ratios

of odds means the measure has little direct clinical relevance, and it is rarely used as a
summary statistic in primary studies. Paired summary statistics are more clinically useful
as they distinguish between the two dimensions of test accuracy. The DOR does, however,
remain an important element in meta-analytic model building (5).

2.4.2.2.4 ROC curves

Binary test outcomes are defined on the basis of a threshold for test positivity and
change if the threshold is altered. In the case of sensitivity and specificity, the dependence
induces a trade-off between the two quantities, one value increasing whilst the other
decreases as the threshold is moved (5).

Figure 7 illustrate this relationship. Each panel uses a different threshold to define
test positive. The sensitivities are measured by the proportion of the area under the
“diseased” curve to the right of the threshold while the specificities are measured by the
proportion of the area under the “non-diseased” curve to the left of the threshold. We can
see that as the threshold decreases, the sensitivity increases and the specificity decreases.

Primary studies that evaluate a test at several thresholds can present results as
receiver operating characteristic curves (or ROC curves). The ROC curve of a test is the
graph of the values of sensitivity and specificity that are obtained by varying the threshold
across all possible values. The graph usually plots sensitivity against FPR. The curve for
any test moves from the point where sensitivity and FPR are both 1 (all participants are
classified as test positive) to the point where both are zero (all participants are classified
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Figure 7 – Relationship between sensitivity, specificity and the threshold (adapted from
(5)).

as test negative) (5). An example of ROC curve is shown in Figure 8.

The position of the ROC curve depends on the discriminatory ability of the test.
The more accurate the test is, the closer the curve to the upper left hand corner of the
ROC plot (where sensitivity and specificity are 1). In a completely uninformative test,
the ROC curve would be the upward diagonal of the square (5).

From the ROC curve, the area under the curve (AUC) can be calculated to sum-
marise the accuracy of the test across all possible thresholds. It is the probability that if
a pair of individuals with and without the condition is selected at random, the individual
with the condition will have a higher test result than the one without the condition. For
a perfect test the AUC would be equals 1 while for a completely uninformative one the
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Figure 8 – Example of ROC curves of different techniques to classify ASD versus control
(extracted from (6)).

AUC would be equals 0.5 (5).

ROC curves are sometimes described by quoting a point known as Q* (or Q-point)
where the ROC curve intersects the diagonal line running from the top left corner to the
lower right corner. By definition, at this point the sensitivity and specificity values are
equal. However, the use of Q* values often give the wrong impression of the accuracy, par-
ticularly if ROC curves are asymmetric, or the study points lie away from the downward
diagonal (5).

2.4.2.3 Descriptive Plots

In this section, the two main forms of graphical display used in DTA meta-analyses
are presented - summary ROC and forest plots.

2.4.2.3.1 Summary ROC plots

The Summary ROC (SROC) plot (Figure 9.A) is a descriptive plot that merely
displays the results of individual studies in ROC space with each study being plotted as a
single sensitivity against FPR point and its 95% confidence region (7). Thus, the SROC
plot depicts the scatter of the study results (5).

The sizes of the points can be controlled to depict the precision of the estimate or
according to their sample sizes. Also, “cross-hairs” can be added to each study point to
indicate confidence limits for sensitivity and specificity (5).

It differs from an SROC curve (Figure 9.B) - a statistically estimated meta-analytic
summary line in the ROC space (7). SROC curves and summary sensitivity and specificity
points can be added to an SROC plot (5).
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Figure 9 – A. Example of SROC plot with the results of individual studies and the 95%
confidence regions. B. SROC curve with a summary point and its confidence
region (adapted from (7)).

2.4.2.3.2 Forest plots

A forest plot is a chart in which the x-axis can be any calculated descriptive statistic
with its 95% confidence interval (CI) and the y-axis is the study identifier. The plot is
often rendered so that the size of the data points reflects the sample size of each study
(7). Commonly, each study is accompanied by its number of TP, FP, FN, and TN, and
the value of sensitivity and specificity, together with confidence intervals. Also, summary
statistics computed from meta-analyses can be added to forest plots. Whilst it is possible
to observe heterogeneity in sensitivity and specificity individually on such plots, it is not
as easy to visualise whether there are threshold-like relationships (5).

2.4.2.4 Model fitting

In this section we introduce the statistical methods proposed to synthesize evi-
dence in diagnostic meta-analysis. Section 2.4.2.4.1 briefly presents some less common
approaches while the following sections focus on the most common and important ones.

2.4.2.4.1 Less common approaches

Simple pooling

This approach derives a single-summary two-by-two table by adding the numbers
of true positives, false positives, true negatives, and false negatives across all studies.
Test sensitivity and specificity can then be estimated as though all the data came from a
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single study. This is a form of fixed-effect meta-analysis of sensitivity and specificity, ig-
noring any correlation between them and assuming no between-study heterogeneity (104).

Separate random-effects meta-analysis of sensitivity and specificity

In this approach, the same statistical techniques that would be applied to a
random-effects meta-analysis of intervention studies (see section 2.4.2.1) are applied sep-
arately for the logit transforms of sensitivity and specificity (109).

The logit transform 𝑙𝑜𝑔𝑖𝑡(𝑝) = 𝑙𝑛( 𝑝
1−𝑝

) is used to transform probabilities or rates
in the unit interval [0, 1] to values on the complete real line. Also, the assumption of a
normal distribution between studies is more reasonable on the logit scale (104).

This approach allows for between-study heterogeneity in sensitivity and specificity
but ignores their correlation. In addition to summary points and confidence intervals for
these points, a summary ROC curve can be obtained from this method using the ratio of
the estimated between-study variances (104).

It is also possible to conduct a separate meta-analysis of positive and negative
likelihood ratios. However, it ignores the correlation between positive and negative LR as
well (5) and is not recommended (as seen in section 2.4.2.2.3).

2.4.2.4.2 Moses-Littenberg SROC curves

One of the earliest methods developed to summarize diagnostic studies is the
summary receiver operating characteristic curve (SROC curve). The Moses-Littenberg
method (110, 111) provides a simple model for deriving a SROC curve and provides a
nice visualization of the relationship of sensitivity and specificity across studies. It is more
akin to a fixed effect than a random-effects model as it do not allow for systematic variation
between studies apart from the applied threshold. While there are more advanced methods
nowadays (explained in section 2.4.2.4.3), this approach is vital to the understanding of
most other methods (5, 104).

The basic SROC curve can be obtained as follows. Again, the pairs of sensitivity
and specificity estimates from each study are transformed onto logit scale to compute,

𝐷𝑖 = 𝑙𝑜𝑔𝑖𝑡(𝑠𝑒𝑛𝑠𝑖) − 𝑙𝑜𝑔𝑖𝑡(1 − 𝑠𝑝𝑒𝑐𝑖)

𝑆𝑖 = 𝑙𝑜𝑔𝑖𝑡(𝑠𝑒𝑛𝑠𝑖) + 𝑙𝑜𝑔𝑖𝑡(1 − 𝑠𝑝𝑒𝑐𝑖)

The quantity 𝐷𝑖 is the natural logarithm of the DOR,

𝑙𝑜𝑔𝑖𝑡(𝑠𝑒𝑛𝑠𝑖) − 𝑙𝑜𝑔𝑖𝑡(1 − 𝑠𝑝𝑒𝑐𝑖) = 𝑙𝑛
(︂

𝑠𝑒𝑛𝑠𝑖

1 − 𝑠𝑒𝑛𝑠𝑖

)︂
− 𝑙𝑛

(︃
1 − 𝑠𝑝𝑒𝑐𝑖

𝑠𝑝𝑒𝑐𝑖

)︃
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= 𝑙𝑛

(︃
𝑠𝑒𝑛𝑠𝑖 × 𝑠𝑝𝑒𝑐𝑖

(1 − 𝑠𝑒𝑛𝑠𝑖)(1 − 𝑠𝑝𝑒𝑐𝑖)

)︃
= 𝑙𝑛(𝐷𝑂𝑅),

while 𝑆𝑖 is a quantity related to the overall proportion of positive test results and
can be considered as a proxy for test threshold. The relationship between 𝐷𝑖 and 𝑆𝑖 is
expected to be linear.

The simple linear regression model 𝐷𝑖 = 𝛼 + 𝛽𝑆𝑖 + 𝑒𝑖 characterizes how test
accuracy, measured by the diagnostic log odds ratio (𝐷𝑖), varies with 𝑆𝑖. Here, 𝛼 and 𝛽

are the model intercept and slop, respectively, and 𝑒𝑖 is the error term, which is assumed
to be normally distributed.

With the estimates of 𝛼 and 𝛽, the values can be back-transformed to the original
scales to obtain the SROC curve,

𝑠𝑒𝑛𝑠(𝐹𝑃𝑅) =
⎛⎝1 + 𝑒𝑥𝑝

(︃
−�̂�

1 − 𝛽

)︃(︂1 − 𝐹𝑃𝑅

𝐹𝑃𝑅

)︂ 1+𝛽

1−𝛽

⎞⎠−1

,

where �̂� and 𝛽 denote the estimates of 𝛼 and 𝛽 computed from the data.

The interpretation of the intercept and the slope of the linear regression model is
not straightforward. When the DOR does not depend on the threshold S (e.g., 𝛽 ≈ 0),
the intercept would provide a summary estimate of the DOR. When the DOR does vary
with S, the coefficient of the slope (𝛽) has no direct interpretation, but has a considerable
effect on the shape of the SROC curve (112).

The disadvantage of the DOR as the outcome parameter is that summary estimates
of sensitivity and specificity are not directly available. It is only possible to obtain an
estimate of one by specifying a value for the other. The Q-point could be used to summarise
values of sensitivity and specificity, but it may lead to summary values that are not close,
or even outside the range of values from the original studies (112).

Also, Q-points could be used to test for a difference in overall accuracy between
diagnostic tests, since comparing the DORs at a specific value of S (zero in this case) would
remove the effect of a possible difference in threshold. However, testing at a different value
of S could lead to different conclusions if the DOR of one or both tests varies with S (112).

2.4.2.4.3 Hierarquical models

More statistically rigorous approaches based on hierarchical models have been
proposed that overcome the limitations of the Moses-Littenberg method. In this section,
the hierarchical SROC model of Rutter and Gatsonis (113) and the Bivariate model (112)
are presented.
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Both hierarchical models involve statistical distributions at two levels. At the first
level, a within study variability for both sensitivity and 1-specificity is assumed to follow a
binomial distribution. Thus, the numbers of test positives (𝑦𝑖𝑗) from each study (𝑖) in each
disease group (𝑗 = 1, 2 considering binary test results) are assumed to follow binomial
distributions 𝑦𝑖𝑗 ∼ 𝐵(𝑛𝑖𝑗, 𝜋𝑖𝑗), where 𝑛𝑖𝑗 and 𝜋𝑖𝑗 respectively represent the total number
of tested subjects and the probability of a positive test result. The first level is the same
in both models. However, they differ at the higher level when modeling a between-study
difference in diagnostic test accuracy beyond that accounted for by sampling variability
at the lower level (5, 109).

The Bivariate model and Rutter and Gatsonis HSROC model are mathematically
equivalent when no covariates are fitted, but differ in their parametrizations. The former
models sensitivity, specificity and the correlation between them directly, whereas the latter
models functions of sensitivity and specificity to define a summary ROC curve (5).

Both models could be used to estimate SROC curves, the summary values of
sensitivity and specificity, 95% confidence regions of the summary values, and its 95%
prediction regions of the SROC curve (within which we may expect the true sensitivity
and specificity of a future study to lie (104)). However, the bivariate model is preferred for
the estimation of a summary value of sensitivity and specificity, as well as for evaluating
how their expected values may vary with study level covariates; whereas, the HSROC
model is favored for the estimation of the SROC curve for assessing test accuracy and
determining how the curve’s position and shape may vary with study level covariates
(109). Since the bivariate model is easier to fit and perhaps also easier to understand, it
has become the standard approach for meta-analysis of diagnostic studies (104).

Rutter and Gatsonis HSROC model

To overcome the main problem of the basic SROC approach and incorporate sys-
tematic variation between studies, Rutter and Gatsonis (113) introduced their hierarchical
model, also known as the HSROC (hierarchical SROC) model (104). It assumes that there
is an underlying ROC curve in each study with parameters 𝛼 and 𝛽 that characterize the
accuracy and asymmetry of the curve, in a similar (though technically distinct) way to
the 𝛼 and 𝛽 in the linear regression method of Moses and Littenberg (5).

At the higher level, the probabilities 𝜋𝑖𝑗 are to be predicted in a regression model.
The logit of 𝜋𝑖𝑗 should be regressed as:

𝑙𝑜𝑔𝑖𝑡(𝜋𝑖𝑗) = (𝜃𝑖 + 𝛼𝑖𝑋𝑖𝑗)𝑒𝑥𝑝(−𝛽𝑋𝑖𝑗)

The dummy variable 𝑋𝑖𝑗 represents the “true” disease status (coded as -0.5 for
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the non-diseased and 0.5 for the diseased). The parameters of the model, which are to
be estimated, are 𝜃𝑖, 𝛼𝑖, and 𝛽. The model intercepts 𝜃𝑖 are called cutpoint parameters
since they model the trade-off between sensitivity and false-positive rate. The slopes 𝛼𝑖

are called accuracy parameters since they model the difference between sensitivity and
FPR. The scale parameter 𝛽 provides for asymmetry in the SROC by allowing accuracy
to vary with threshold. Since each study contributes only with one estimate of sensitivity
and specificity at a single threshold, it is necessary to assume that the shape of the true
underlying ROC curve in each study is the same, hence 𝛽 cannot be assumed to vary
across studies (5, 104, 113).

The between-study variation is, in fact, allowed in the HSROC model by assum-
ing that parameters 𝜃𝑖 and 𝛼𝑖 are independently and normally distributed with a mean
threshold of Θ and a mean accuracy of Λ with variances 𝜎2

𝜃 and 𝜎2
𝛼, respectively (5, 109):

𝜃𝑖 ∼ 𝑁(Θ, 𝜎2
𝜃)

𝛼𝑖 ∼ 𝑁(Λ, 𝜎2
𝛼)

Thus, when no covariates are included, the HSROC model has five parameters: Θ,
Λ, 𝛽, 𝜎2

𝜃 , and 𝜎2
𝛼. The authors of the HSROC model proposed to fit it using fully Bayesian

techniques, but it may also be fitted using classical statistical methods. Having estimated
the model parameters, the HSROC curve can be computed as (104, 5)

𝑠𝑒𝑛𝑠(𝐹𝑃𝑅) = 𝑙𝑜𝑔𝑖𝑡−1((𝑙𝑜𝑔𝑖𝑡(𝐹𝑃𝑅)𝑒
𝛽
2 + �̂�)𝑒

𝛽
2 )

where 𝑙𝑜𝑔𝑖𝑡−1(𝑥) = 𝑒𝑥

1+𝑒𝑥 is the inverse of the logit-transform.

Covariates (𝑍𝑖) can be taken into account in the HSROC model to explore hetero-
geneity in test positivity (threshold), position of the curve (accuracy) and shape of the
curve (5):

𝑙𝑜𝑔𝑖𝑡(𝜋𝑖𝑗) = ((𝜃𝑖 + 𝛾𝑍𝑖) + (𝛼𝑖 + 𝜆𝑍𝑖)𝑋𝑖𝑗)𝑒𝑥𝑝(−(𝛽 + 𝛿𝑍𝑖)𝑋𝑖𝑗)

Hence, the distribution of the random effects for threshold and accuracy would be
given by 𝜃𝑖 ∼ 𝑁(Θ + 𝛾𝑍𝑖, 𝜎2

𝜃) and 𝛼𝑖 ∼ 𝑁(Λ + 𝜆𝑍𝑖, 𝜎2
𝛼), respectively.

Bivariate model

The bivariate model preserves the two-dimensional nature of the data throughout
the analysis by modeling sensitivity and specificity directly (112). It can be considered an
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extension of the separate random-effects approach (section 2.4.2.4.1) but allows for the
correlation between sensitivity and specificity (104).

At the higher level, a between-study difference is modeled and the logit-transformed
sensitivities and specificities are assumed to have a normal distribution with means 𝜇𝐴

and 𝜇𝐵, variances 𝜎2
𝐴 and 𝜎2

𝐵, respectively, and the covariance 𝜎𝐴𝐵 between logit sensi-
tivity and specificity. The combination of two normally distributed outcomes, the logit
transformed sensitivities and specificities, while acknowledging the possible correlation
between them, leads to the bivariate normal distribution (5, 109, 112):

(︃
𝜇𝐴,𝑖

𝜇𝐵,𝑖

)︃
∼ 𝑁

(︃(︃
𝜇𝐴

𝜇𝐵

)︃
, Σ
)︃

with Σ =
⎛⎝ 𝜎2

𝐴 𝜌𝐴𝐵

𝜌𝐴𝐵 𝜎2
𝐵

⎞⎠
where 𝜌𝐴𝐵 = 𝜎𝐴𝐵

𝜎𝐴𝜎𝐵
is the correlation between logit sensitivity and specificity. Thus,

the bivariate model also has five parameters: 𝜇𝐴, 𝜇𝐵, 𝜎2
𝐴, 𝜎2

𝐵, and 𝜌𝐴𝐵.

Like the HSROC model, the bivariate model can take into account the effect of
covariates that affect sensitivity and specificity by replacing the means of 𝜇𝐴 and 𝜇𝐵 with
linear predictors in the covariates (109):

(︃
𝜇𝐴,𝑖

𝜇𝐵,𝑖

)︃
∼ 𝑁

(︃(︃
𝜇𝐴 + 𝑣𝐴𝑍𝑖

𝜇𝐵 + 𝑣𝐵𝑍𝑖

)︃
, Σ
)︃

2.4.3 Other considerations

2.4.3.1 When does it make sense to perform a meta-analysis?

The questions of whether it makes sense to perform a meta-analysis and what
kinds of studies to include must be asked and answered in the context of specific goals
and the review question (103).

From a statistical perspective, there is no restriction on the similarity of studies
based on the types of participants, interventions, or exposures. However, for the analysis
to be meaningful, it is need to pay careful consideration to the diversity of studies in these
respects, addressing those technical differences in the analysis (103). Also, the estimates
of test accuracy in the individual studies should be relevant and unlikely to be biased (5).

It is an important feature of a meta-analysis that it may (and usually must) address
a broader question than those addressed by the primary studies it includes. Thus a certain
amount of diversity among the studies is not only inevitable but also desirable. A good
meta-analysis will anticipate this diversity and will interpret the findings with attention
to the dispersion of results across studies. It may lead to heterogeneous results and this
heterogeneity needs to be recognized in the analysis and interpretation (103).
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In addition, the studies that are being combined in the analysis should be method-
ologically rigorous. Meta-analysis of studies at risk of bias may be misleading. If bias is
present in individual studies meta-analysis may compound the errors and produce an
erroneous result which may be inappropriately interpreted as having credibility (5).

2.4.3.2 Aims of DTA meta-analyses

In general, there are three main types of question that can be addressed in a
analysis concerning the accuracy of a test: to conclude what is the accuracy of a test; to
analyse how does the accuracy vary with clinical and methodological characteristics; to
assess how the accuracy of two or more tests compare (5).

The first case is restricted to characterizing the accuracy of a single test, either
estimating an average summary value of sensitivity and specificity or describing how they
vary with the threshold by estimating an SROC curve. The second will focus on investigat-
ing heterogeneity by analysing whether the observed test accuracy varies between studies
according to characteristics associated with the test, settings, participants or methodology
of the studies. The last would identify which test (or tests) yields superior test accuracy
through a form of subgroup analysis (5).

The goal of some syntheses will be to report the summary effect, but the goal of
other syntheses will be to assess the dispersion as well as the mean effect, and the goal
of others will be to focus on the dispersion exclusively (103). Also, conducting a meta-
analysis can be useful to identify areas for further research as new hypotheses may be
generated or it may highlight deficits that need to be addressed in future primary studies
before a useful meta-analysis can be done (114).

2.4.3.3 SROC curve versus summary point

It is necessary to make a choice of which summary statistics are to be computed.
The inclusion criteria can be narrowly defined and focus on the summary effects by esti-
mating expected values of sensitivity and specificity for the test at a common threshold, or
more broadly defined and explore the dispersion and the difference in the results between
the studies by estimating the expected ROC curve for a test across many thresholds and
investigating heterogeneity (103, 5).

Whilst for some tests there is consensus of what value the positivity threshold
should take, more often tests are evaluated at different thresholds in different studies.
Estimating a summary point by pooling studies which mix thresholds would produce an
estimate that relates to some notional unspecified average of the thresholds, which is
clinically unhelpful (5).

The choice of analytical approach is influenced by the variation of thresholds in
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the available studies. When there is little consistency in the thresholds used, estimating
a SROC curve may be preferred. If there is little variation in threshold between studies
attempting to fit a SROC curve will be difficult as the points are likely to be too tightly
clustered in ROC space (5).

Finally, it is also reasonable to estimate both SROC curves and summary points,
as they may complement each other in providing clinically useful summaries and powerful
ways of detecting effects (5).

2.4.3.4 Risk of bias and quality assessment

DTA studies are often subject to bias - a systematic deviation of the study results
from the true diagnostic accuracy that typically occurs due to flaws in study design
or inappropriate execution of the study. A meta-analysis of study results that contain
numerous variations or biases would be of little value. Therefore, it is important to detect
possible variations and biases in the research studies included in a meta-analysis and to
assess the methodological quality of the studies (7).

For a systematic review of DTA studies, the Quality Assessment of Diagnostic
Accuracy Studies (QUADAS-2) (115) is currently recommended. If a study is found to be
of poor quality upon QUADAS-2 evaluation it can be excluded from the meta-analysis or
its effect on the outcome can be analyzed (104, 7).

This tool assesses study quality in four key domains: patient selection, index test,
reference standard, and flow and timing. Each domain is assessed in terms of the risk of
bias, while the first three domains are also assessed in terms of concerns about applicability
(the concern that a study does not match the review question) (115).

The patient selection domain assesses distortions in the process of selecting the
sample of the study. It is important that the sample recruited is representative of that
observed at the point in the care pathway where the test is planned to be used to ensure
that it includes a similar spectrum of those both with and without the target condition
(116). Inappropriate exclusions of patients may result in distortions of diagnostic accu-
racy. For example, excluding “difficult to diagnose” patients may result in overoptimistic
estimates, while excluding patients with “red flags” for the target condition, who may be
easier to diagnose, may lead to underestimation of diagnostic accuracy (115).

Distorted selection may also occur when the inclusion was not done consecutively
or randomly, but for example based on the clinician’s preferences - which may coincide
with the ability of a test to make the right diagnosis (116). Furthermore, studies enrolling
patients with known disease and a control group without the condition may exaggerate
diagnostic accuracy (115).

The index test domain evaluates if the execution of the index test may lead to
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biased results. If its interpretation was not blinded against the results of the reference
standard, then both sensitivity and specificity may be overestimated. Also, the assessors
of the index test should be blinded for clinical information usually not provided in practice
to avoid distorting the accuracy (116, 115).

Another way through which the execution of the index test might be distorted is
by selecting the test threshold to optimize sensitivity and/or specificity, which may lead
to overoptimistic estimates of test performance (115).

The reference standard domain evaluates if the execution of the reference standard
may lead to biased results. In this case, blinding is also an issue. If the results of the
index test are already known it might influence the judgement of the reference standard.
Moreover, the reference standard might not be accurate enough (116).

The flow and timing domain assess if the overarching process may be distorted.
Ideally, results of the index test and reference standard are collected on the same patients
at the same time. If there is a delay or if treatment is started between index test and
reference standard, misclassification may occur due to recovery or deterioration of the
condition. The length of interval leading to a high risk of bias will vary between conditions
(115).

Verification bias occurs when not all of the study group receive confirmation of
the diagnosis by the same reference standard. Also, all patients who were recruited into
the study should be included in the analysis (115).

Signaling questions are used to categorize the risk of bias as low, high, or unclear.
If a study is judged “high” or “unclear” in 1 or more domains, then it may be judged “at
risk of bias” or as having “concerns regarding applicability” (115).

The QUADAS-2 must be tailored to each review by adding or omitting signaling
questions and developing review-specific guidance on how to assess each signaling question
and use this information to judge the risk of bias (115).

After applying the tool, reviews should present a summary of the results of the
assessment for all included studies. This could include summarising the number of studies
that found low, high or unclear risk of bias/concerns regarding applicability for each
domain. If studies are found to consistently rate well or poorly on particular signalling
questions then reviewers may choose to highlight those (115).

2.4.3.5 Heterogeneity

In DTA reviews large differences are commonly noted between studies, too big to
be explained by chance, indicating that actual test accuracy varies between the included
studies, or that there is heterogeneity in test accuracy (5).
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The general recommendation is to group the studies in categories for graphical
illustration and to investigate the relationship between diagnostic accuracy and covariates
by meta-regression models. The magnitude of observed heterogeneity is best depicted
graphically where such relationships can be observed by the scatter of points and from the
prediction ellipse. Statistically, it is generally more efficient to make use of all of the data
available across studies when investigating heterogeneity by adding study level covariates
to a hierarchical model to identify factors associated with diagnostic test accuracy. (5).

2.4.3.6 Sensitivity analysis

The process of undertaking a systematic review involves a sequence of decisions,
and some of them will be somewhat arbitrary or unclear. To demonstrate that the findings
obtained are not dependent on such decisions, a sensitivity analysis should be conducted.
It is basically a repeat of the primary analysis or meta-analysis, substituting decisions
that were arbitrary or unclear for alternative decisions. For example, if the eligibility of
some studies in the meta-analysis is dubious because they do not contain full details,
sensitivity analysis may involve undertaking the meta-analysis twice: first including all
studies, and second, only including those that are definitely known to be eligible (5).

A sensitivity analysis asks the question “Are the findings robust to the decisions
made in the process of obtaining and analysing them?”, and differs from a subgroup
analysis - where the purpose is to investigate how study design and patient characteristics
are associated with test accuracy, thus exploring and explaining heterogeneity in test
accuracy (5).

Where sensitivity analysis show the overall result and conclusions are not affected
by the different decisions made during the review process, the results of the review can be
regarded with a higher degree of certainty. Where sensitivity analyses identify particular
decisions or missing information that greatly influence the findings of the review, greater
resources can be deployed to try and resolve uncertainties and obtain extra information.
If this cannot be achieved, the results must be interpreted with an appropriate degree
of caution. Such findings may generate proposals for further investigations and future
research (5).



56

3 Methods

Based on the theoretical foundation presented before, in this chapter we present the
methodology used to conduct a systematic review and meta-analysis of studies that used
ML classifiers based on rs-fMRI data to distinguish patients with ASD from individuals
of TD.

The steps adopted followed the structure: 1) definition of objectives and formula-
tion of research questions; 2) search strategy; 3) study selection; 4) data extraction; 5)
snowballing; 6) quality assessment; 7) statistical analysis. These steps are explained in
the following sections and Figure 10 summarizes our methodology.

Research 
quesions 
definition

Systematic 
search for 

publications

Study  
selection

Data 
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Snowballing

Quality 
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Meta-analysis
Studies with

enough
information
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- Subgroup analysis and 
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Figure 10 – Fluxogram of the methodology used in the systematic review and meta-
analysis.

3.1 Objectives and Research Questions

Objective

To analyze scientific publications through a systematic literature review and
meta-analysis.

In order to identify studies on ASD diagnosis.

Regarding the use of rs-fMRI brain images and their classification through ML
techniques.

From the point of view of the researchers.

In the academic context.
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Starting from this proposed objective, the research questions were defined:

• Which ML techniques are used to classify ASD and TD individuals based on rs-
fMRI?

• What are the results obtained by the studies using these approaches?

• Which methodological differences are associated to the performance measures ob-
tained throughout the publications?

• The approaches are robust enough to be applied in a clinical setting?

• What are the aspects that still need to be investigated?

3.2 Search strategy
The articles used in this review were found through four digital libraries: Scopus1,

El Compendex2, PubMed – NCBI3, and IEEE Xplore4. We used Scopus and IEEE libraries
since they are large and well-known digital libraries. Scopus is the largest abstract and
citation database of peer-reviewed literature whereas IEEE is the world’s largest technical
professional organization dedicated to advancing technology for the benefit of humanity.
In order to expand the search, we also used El Compendex and PubMed NCBI libraries.
The first one is focused on engineering whereas the second focus on biomedical literature.
Those two last libraries resulted in a large number of duplicated articles (approximately
73% and 91% of the articles, respectively) so we decided to not include other libraries in
the search and find out other studies through the snowballing (more details at section
3.5).

The search expression was iteratively defined using keywords considered appropri-
ate. We analyzed the titles and abstracts of the publications found through the searches
to define whether they were related or not to the purpose of this study. Based on that,
we refined the search expression and obtained the final version presented below:
1 https://www.scopus.com
2 https://www.engineeringvillage.com
3 https://www.ncbi.nlm.nih.gov/pubmed/
4 https://ieeexplore.ieee.org
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("Artificial Intelligence" OR "Machine Learning" OR "Artificial Neural Network" OR
"Neural Network" OR "Neural Net" OR "Artificial Neural Net" OR "SVM") AND
("rs-fMRI" OR "rsfMRI" OR "R-fMRI" OR "fcMRI" OR "Resting-State Functional
Magnetic Resonance Imaging" OR "Resting State Functional Magnetic Resonance
Imaging" OR "Rest State Functional Magnetic Resonance Imaging" OR "functional
connectivity Magnetic Resonance Imaging" OR "Resting-State fMRI" OR "Resting
State fMRI" OR "Rest State fMRI" OR "Resting-State Functional MRI" OR "Resting
State Functional MRI" OR "Rest State Functional MRI" OR "functional connectivity
MRI") AND ("Autism spectrum disorders" OR ASD OR "Autism")

→˓

→˓

→˓

→˓

→˓

→˓

→˓

→˓

It is worth noting that we started using other expressions related to ASD as defined
by the DSM-IV (39) in order to possibly include articles published before 2013, when
the DSM-V (12) was first published. These expressions were: “Pervasive Development
Disorders”; “PDD”; “Autistic Disorder”; “Asperger’s Disorder”; “Asperger”; “Childhood
Disintegrative Disorder”; “PDD-NOS”. However, the addition of these terms only resulted
in two new articles that were not related to the purpose of this study. Therefore, we decided
to simplify the expression by removing those terms.

The search was carried out in two parts. First, we searched for articles published
between January 1, 2010, and December 7, 2018, the date of the final search conducted.
The string was applied directly in the digital libraries El Compendex and PubMed. For
Scopus, the advanced mode was used and the search was specified for title, abstract and
keywords. Likewise, the advanced mode was used for IEEE Xplore, but the search was
specified for full text. The start date was defined taking into account that during the tests
with the string only one article published before 2010 was found and it did not fulfill the
criteria to be included in this study. Furthermore, the use of the snowballing technique
(see section 3.5) should retrieve the most relevant papers published before this date.

After the first search, the development of the study experienced some delays.
Therefore, a second search was performed to keep the study updated. We searched for
articles published between December 7, 2018, and April 3, 2020, the date of the final
search conducted. The string was applied to the digital libraries as explained before. The
only exception was the IEEE Xplore for which we used the command search instead of
the advanced mode and the search was specified for full text and metadata.

3.3 Study selection
First, a triage process was applied to the non-duplicate publications. Three re-

searchers submitted each paper to a selection based on specific inclusion and exclusion
criteria previously defined. However, some exclusion criteria needed to be created or ad-
justed during the selection for better classification. The exclusion criteria are shown in
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Table 2, where new and adjusted criteria are explicit, whereas the inclusion criteria are
shown in Table 3.

Table 2 – Exclusion criteria

Criteria Description

EC1

Publications in which the search keywords do not appear in the title,
abstract and/or text of the publication (excludes the keywords field,
the sections thanks, authors biography, bibliographical references and
attachments).

EC2 Reviews whose main focus was not the classification between ASD and
TD using rs-fMRI and ML.

EC3 Publications that deal with the genetic basis of ASD.
EC4 Publications that seek to define or analyze treatments for ASD.
EC5 Publications that seek to predict the evolution of ASD.

EC6 Publications on ASD that exclusively use other types of brain imaging
rather than rs-fMRI.

EC7 Publications that address the classification of ASD and use fMRI, but
in specific experiments and not in resting state.

EC8 Publications that mention ASD but it is not the main focus.

EC9 Publications whose objective is to find the relationship between ASD
symptoms and the functional connectivity of the brain.

EC10 Publications that seek to understand and characterize the ASD brain
network, but do not perform the classification of subjects.

EC11 Publications that are not scientific articles.

EC12 Publications that seek to classify subjects in relation to ASD severity
rather than ASD versus TD.

EC13 Publications that address the ASD classification and use rs-fMRI, but
do not use ML for classification.

EC14* Publications that use rs-fMRI, ML, and data from ASD subjects for
classification, but do not classify explicitly between ASD and TD.

EC15**
Publications that seek to determine the best modeling choices for ASD
classification using rs-fMRI and ML but do not present the classifica-
tion results directly.

EC16**
Publications whose objective is to find the relationship between func-
tional connectivity and specific activities but do not perform the clas-
sification of subjects.

EC17** Publications related to video-based ASD detection.
EC18** Articles not published in English.

* Criteria created after starting the process, during the first search or ** during the
second search.

The criteria were applied based on the abstracts of the studies. When it was not
sufficient, a superficial reading of the entire article was carried out - it is worth noting that
this superficial reading was conducted only for a pre-selection of the articles. The papers
were selected if at least one of the researchers concluded it should be. Then, the same three
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Table 3 – Inclusion criteria

Criteria Description

IC1 Publications that use ML techniques to classify subjects between ASD
and TD, based only on rs-fMRI.

IC2
Publications that present guidelines for the application of ML tech-
niques in the classification of brain images, as long as they treat rs-
fMRI and ASD and present classification results.

IC3 Publications that use ML techniques to classify individuals between
ASD and TD based on rs-fMRI together with other data types.

IC4
Publications that use ML techniques and rs-fMRI to distinguish ASD
from other disorders, as long as they also perform the classification
between ASD and TD.

researchers performed a new assessment to confirm the selection. In this step, each paper
selected was read carefully to determine if it fulfilled three requirements: 1) used rs-fMRI
data; 2) performed a classification between ASD and TD; and 3) the classification was
performed using a ML technique. If at least one of those requirements was not fulfilled,
the article was excluded from the study.

3.4 Data Extraction
A standardized data extraction sheet was used by the researchers to collect data

from all included studies. We extracted source and type of the data, sample size, if the
study included both males and females, average age and Full IQ (FIQ) of the subjects,
preprocessing steps, feature extraction and selection procedures, the validation process,
classifiers used, outcomes reported, main results (accuracy, sensitivity, specificity, and
measures of TP, TN, FP, and FN), other tests performed, and important brain areas.

We extracted/calculated only one result from each independent sample in a study.
Since the majority of the publications presented multiple results from different tests, the
main results were selected according to the following criteria: results from the classifica-
tion method proposed in the article were prioritized; results presenting enough informa-
tion to conduct the meta-analysis (measures of TP, TN, FP, and FN, number of ASD
and TD subjects in the test set) were prioritized; results using only rs-fMRI data were
prioritized; results using a hold-out test set, a inter-site (leave-one-site-out) approach or
a train/validation/test procedure were prioritized; tests using larger samples were priori-
tized; if the study presented results using different number of folds for the cross-validation,
10-fold was prioritized (the most common approach); finally, the results with higher ac-
curacy were prioritized.
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3.5 Snowballing
Snowballing means to systematically search for primary studies based on references

to and from other studies. Since we limited our research to the date of the final search
conducted, we only performed a backward snowballing (98). The goal was to broaden the
scope of this work and include the maximum number of related articles, especially those
before 2010, if any.

As the selected articles were analyzed, we looked for references that could be
included in this systematic review according to the inclusion/exclusion criteria. It resulted
in a large number of duplicated articles, so we decided not to re-apply the snowballing
technique. Also, the new articles found went through the same selection process presented
before.

3.6 Quality assessment
Methodological quality was assessed using the QUADAS-2 (115) - the currently

recommended tool for a systematic review of DTA studies (104, 7).

The first step to apply the QUADAS-2 is to describe the review question in terms
of patients, index test(s), and reference standard and target condition. It will be used as
a basis for the analysis, indicating whether any signalling question does not apply to the
review or whether any specific issues for the review are not adequately covered by the
core signalling questions (115).

In the case of our systematic review, the target population was defined as any
TD/ASD subject that underwent an ML classification tool. Thus, there were not many
specific criteria regarding the population selected provided that the objective of the test
was to classify between ASD subjects and TD subjects.

Regarding the index tests, we were looking for any ML classification tool designed
to classify the subjects between ASD and TD using rs-fMRI data. Therefore, our target
condition was the Autism Spectrum Disorder.

Finally, the reference standards were the DSM-V, DSM-IV-TR or DSM-IV criteria
for ASD. ADOS-2 and ADI-R (or other versions of those tools) were also considered as
reference standards.

Next, it is essential to tailor QUADAS-2 to each review by adding or omitting sig-
nalling questions and developing review-specific guidance on how to asses each signalling
question, using this information to judge the risk of bias and applicability concerns. Once
tool content has been agreed, review-specific rating guidance should be developed. The
tool should be piloted independently by at least two people. If agreement is good, the tool
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can be used to rate all included studies. If agreement is poor, further refinement may be
needed (115).

The tool was tailored by two researchers. After defining the signaling questions and
review-specific guidance, both authors applied the tool using five articles. The answers
to the signalling questions and the risks of bias/applicability were compared, and any
disagreement was discussed to reach a consensus.

For the first domain - patient selection - we decided to maintain the three core sig-
nalling questions to judge the risk of bias without any modifications. In the first question
- was a consecutive or random sample of patients enrolled? - we defined that cases where
the individuals came from the ABIDE - even if the specific sites used were presented - or
another similar database and no further information was provided the answer should be
unclear. As stated in (117), the retrospective collection of large radiologic imaging data
by means of clinical referrals is prone to spectrum bias because there are multiple layers
of possible patient exclusion between the clinical cohort and the data ultimately available.
Thus, without any further information regarding the process by which the subjects were
recruited and had their data available on the database, we cannot affirm if a consecu-
tive or random sample was enrolled. For the other cases, the information presented was
assessed to define the answer.

The second question - was a case control design avoided? - was rated as no if the
study in analysis used data from the ABIDE or another similar database, since those
databases provide individuals already defined as with or without the disorder. The other
cases had their information assessed to define the answer.

The third question - did the study avoid inappropriate exclusions? - was rated as no
if the study selected only individuals in any restricted interval (e.g., only in a small range of
age, only high-functioning individuals, only males). Otherwise, the information presented
was assessed to define the answer. Several studies (43, 44, 45, 50) indicate gender, age,
and IQ differences on autistic symptoms and impairments. Therefore, studies that selected
individuals on those restricted intervals may present distortions in the diagnostic accuracy
obtained.

The risk of bias related to the patient selection was defined as follows: if the answer
to the third question was no, there was a high risk; if only the second question was no
there was a low risk or unclear risk - since most of the included studies used data from a
database such as the ABIDE; there was a low risk only if at least two answers were yes.

The concerns regarding the applicability of this domain were defined based on
the patient characteristics recorded. As our question is very broad regarding the patient
sampling, there was a low concern in the majority of the cases.

For the second domain - index test - we did not use any signalling question to
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judge the risk of bias. Since the index tests considered in our review are ML algorithms,
the question related to blinding the interpreter to the results of the reference standard
does not apply. Moreover, the question about the threshold was also omitted since the
bias analysis will generally focus on the validation process - the process by which the ML
algorithm’s accuracy is reported.

If the study used a cross-validation scheme to evaluate the proposed model but no
further information was provided, there was a unclear risk of bias. If it explicitly says that
a nested cross-validation was used, there was a low risk. Also, if the study used a hold-out
set for testing the algorithm, there was a low risk. If it presented the results per number of
features, per atlas used or similar but the best model was not applied to an independent
set, there was a high risk of bias - since there is a concern that the classifier was adapted
to peculiarities of the data-set and the accuracy may be overestimated. Otherwise, the
validation process was assessed to determine the risk of bias.

The concerns regarding the applicability of this domain were assessed through a
new signaling question - was the test conducted using only rs-fMRI data or information
that would be known in a real application? - addressing the situations were the ML
algorithms used other types of data beyond rs-fMRI. Since our review question specify the
use of rs-fMRI by the ML algorithms, the answer was no if the study used not only rs-fMRI
but also other kinds of image data (e.g., sMRI). Regarding the phenotypic information,
if only age and/or gender was used the answer was yes, but if IQ, and/or cognitive and
behavioral assessments were used the answer was no - once those information may not be
available in a real application. Also, acquisition site was considered an information that
would be known in a real application.

Based on this signalling question, there was a high concern if the answer to the
question was no, a unclear concern if the answer was unclear, and a low concern if the
answer was yes.

For the third domain - reference standard - we decided to maintain the two core
signalling questions to judge the risk of bias without any modifications. In the first ques-
tion - is the reference standard likely to correctly classify the target condition? - if the
study used one or more of the reference standards defined in the review question the an-
swer was yes. In other cases, the test used was assessed to define its reliability. If the study
used a database such as the ABIDE but no further information regarding the reference
standard was provided, the answer was yes since we considered the diagnosis obtained by
these databases as reliable.

The second question - were the reference standard results interpreted without
knowledge of the results of the index tests? - was rated as yes if the sample of the study
came from databases such as the ABIDE and the reference standard results were previ-
ously interpreted and reported. If the study used an own sample, the information provided
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was assessed to determine the answer.

Therefore, if any of the previous questions was answered as no, there was a high risk
of bias. Otherwise, if one of the answers was unclear, there was a unclear risk.

The concerns that the target condition as defined by the reference standard may
not match the review question were defined based on the information recorded. There
was a high risk of bias only if the diagnostic was assessed using other reference standards
rather then the ones defined in the review question.

For the fourth domain - flow and timing - we decided to maintain the three core
signalling questions to judge the risk of bias without any modifications. In the first ques-
tion - was there an appropriate interval between index test and reference standard? - we
defined that if the study used a database such as the ABIDE the answer was unclear,
since it is not clear when the diagnostic and the images were obtained. In other cases, the
information provided was assessed.

The second - did all patients received the same reference standard? - and the third
- were all patients included in the analysis? - questions were defined directly from the
data recorded from the study.

Finally, the risk of bias related to the flow and timing was defined as follows: if
the second question was no but all patients received reference standards as defined in the
review question it does not indicate necessarily a high risk of bias; For the first or third
question, a no answer does indicate a high risk; Otherwise, if at least two answers were
yes, the answer was low risk.

The QUADAS-2 tool was applied two times. In the first, all articles were assessed
as a whole. In the second, only the articles selected for the meta-analysis were assessed,
considering the main results (as defined in section 3.4) used for the statistical analysis.
In both cases, the information used to reach the judgement of each of the domains were
recorded to make the rating transparent and facilitate discussion.

3.7 Statistical analysis
Studies were eligible for inclusion in the quantitative meta-analysis if measures

of TP, TN, FP, and FN were available or if the data allowed for the calculation of these
measures. The TP/TN/FP/FN values were extracted or calculated from each independent
sample in a study according to the criteria defined in section 3.4.

In order to avoid bias, it is necessary to handle sample overlap between the studies,
possibly excluding samples with a large overlap. However, the majority of the studies
selected in this review extracted their samples from the ABIDE database. Thereby, we
have a lot of potential overlapping samples and, at the same time, there is little information
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with respect to the exact individuals used in each study to conclude the real extent of
the overlap. The exclusion of all the potential overlapping samples would make it difficult
to perform a meta-analysis since only a few results would remain. Furthermore, we can
take into consideration that the studies vary considerably regarding characteristics such
as the preprocessing, features, and classification techniques used. Thus, we decided to use
all the results regardless of the sample overlap.

The statistical analysis was performed using the open source package mada (118)
in R Statistics (119). A coupled forest plot of sensitivity and specificity was created using
RevMan version 5.3 (120). Microsoft Excel and Lucidchart 5 were also used to create the
images presented in the following chapters.

Summary receiver operating characteristic (SROC) curves, summary estimates of
sensitivity and specificity and the corresponding 95% confidence intervals (CIs) were cal-
culated by the bivariate model of Reitsma et al. (112). Prediction region, area under the
curve (AUC) and partial AUC (pAUC) were also obtained. Studies that were visually de-
viant from the 95% prediction region on the SROC curves were considered heterogeneous
(5).

Subgroup analysis and bivariate meta-regression with potential covariables were
performed to reduce any heterogeneity noted between the studies. The ML technique used,
year of publication, sample size, type of data, source of the sample, atlas used, number
of ROIs, QUADAS-2 results, type of features, and sex, IQ and age of the subjects were
investigated. Following the approach from (121) and knowing that the bivariate model
has five parameters (5), we considered 𝑛 = 5 to be the minimum number of studies to
justify a separate meta-analysis. All tests were based on a 2-sided significance level of
𝑝 = 0.05.

In sensitivity analysis, three studies that were initially excluded from the meta-
analysis (see section 4.1) were included to verify the robustness of the results. Also, we
investigated the effect of the age of the subjects considering different adulthood thresholds
(18-21 years old).

Publication bias was not assessed in our analysis, as there are currently no statis-
tically adequate models in the field of meta-analysis of DTA studies and further research
is required (5).

5 <https://www.lucidchart.com>

https://www.lucidchart.com
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4 Experiments and Results

4.1 General study characteristics
The searches resulted in 269 publications, including 78 that were duplicates. From

those 191 articles, 92 were pre-selected and 17 were excluded in the final assessment,
resulting in 75 selected articles.

We found 45 new publications through the snowballing, from which 18 were pre-
selected and none was excluded in the final assessment, resulting in 18 new selected
articles. Therefore, a total of 93 studies were selected for the systematic review. Figure
11 summarizes our methodology and the details according to the screening stage. Also,
Table 4 shows the final selected articles per digital library and inclusion criteria.

Beyond that, we provide access to the tables of publications found and selected,
data extraction and quality assessment, and results obtained through the meta-analysis
in 1.

Scopus
(48+40)

78	duplicated	
papers	removed
(191	→	96+95)

El	Compendex
(18+19)

PubMed	–	NCBI
(28+16)

IEEE	Digital	Library
(46+54)

99	papers	
removed	by	the	
triage	process
(92	→	51+41)

17	papers
removed	by	the

quality	assessment
(75	→	39+36)

selected	papers
data	extraction

(75)

27	papers
removed	by	the	
triage	process

(93)

0	papers
removed	by	the

quality	assessment
(93)

18	snowballing
papers	data
extraction	

(93)

process
with	

snowballing
papers

+45	new	papers	found
by	snowballing

(120)

total	articles	
eligible	for

meta-analysis
(93)

Figure 11 – Screening and selection of studies according to inclusion and exclusion criteria
at different stages of the meta-analysis. The numbers between parentheses in-
dicate the total of articles remaining after each step. The numbers separated
by + indicate the total of articles from the first and second search, respec-
tively.

1 <https://drive.google.com/drive/folders/1Ksqa0Ok28OhDhjDVwfaQRZQ_LlmgD-0c?usp=
sharing>

https://drive.google.com/drive/folders/1Ksqa0Ok28OhDhjDVwfaQRZQ_LlmgD-0c?usp=sharing
https://drive.google.com/drive/folders/1Ksqa0Ok28OhDhjDVwfaQRZQ_LlmgD-0c?usp=sharing
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Table 4 – Selected Articles

Digital Library Inclusion Criteria
IC1 IC2 IC3 IC4

Scopus

(122) (123) (124) (125)*
(75)* (126) (127) (128)* (14)
(129)* (130) (131)* (132)
(32)* (133)* (134) (135)* (6)
(136)* (137) (138)* (139)*
(140) (141) (142) (143) (144)*
(145) (146)* (147) (148) (149)
(150)* (151)* (152)* (153)*
(154)* (155)*

(2)*

(156)* (157)
(56)* (158)*
(76)* (159)
(160)* (161)

(162)*

PubMed - NCBI (163)* - (164) -

EI Compendex (165)* (166)* (167)* (168)* - (169)* -

IEEE

(170) (171) (172) (173)* (174)
(175)* (176)* (177)* (178)
(179) (180)* (181)* (182)*
(183) (184)

-
(185) (186)*
(92)* (187)
(188)

-

Snowballing

(26)* (189)* (190)* (191)
(192)* (193)* (194) (195)
(196)* (197)* (198)* (199)*
(200)* (201)*

- (202)* (203)
(204)* (89)* -

The articles with an * presented enough information and were also selected for the
meta-analysis.

All the 93 studies were published between 2013 and 2020 and used samples that
varied from 24 to 2352 individuals. The most commonly applied ML techniques for clas-
sification were SVM (𝑛 = 33) and ANN (𝑛 = 30), followed by studies that used more
than one technique (M, 𝑛 = 19). Figure 12 shows the distribution of the selected articles
by year and ML technique used whereas Table 5 shows the general characteristics of the
included studies.

Almost 85% of the studies (𝑛 = 79) extracted their samples from versions of the
ABIDE, specially ABIDE I preprocessed (𝑛 = 34) or ABIDE without specifying the
version (𝑛 = 34). The other articles used data from UCLA Multimodal Connectivity
Database (𝑛 = 3), NDAR (𝑛 = 3), own samples (𝑛 = 3), own samples and ABIDE
(𝑛 = 3), others (𝑛 = 2).

The majority of the studies (𝑛 = 73) used only rs-fMRI data for classification.
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Figure 12 – Distribution of the selected studies by year of publication and type of ML
technique used. The numbers inside the bars indicate each article.

Beyond that, some studies used other types of brain imaging data (𝑛 = 11) or phenotypic
data (𝑛 = 9).

Regarding the subjects characteristics, we found studies that included both males
and females (𝑛 = 62), only male subjects (𝑛 = 5), and studies that did not present
enough information regarding the sex of the selected individuals (𝑛 = 26). Furthermore,
there were samples with subjects both above and below 18 y.o. (𝑛 = 42), only below
18 y.o. (𝑛 = 20), only above 18 y.o. (𝑛 = 3), and studies without enough information
(𝑛 = 28).

From the 93 studies selected for the systematic review, 27 (130, 123, 185, 124, 132,
157, 170, 127, 126, 191, 171, 159, 194, 134, 203, 142, 145, 161, 140, 137, 141, 183, 179, 184,
188, 187, 195) did not report any data regarding sensitivity and/or specificity and were
excluded from the meta-analysis. Five articles (149, 148, 147, 122, 178) did not present
the exact number of TD and ASD subjects on the sample or on the test set, making it
impossible to calculate the TP/TN/FP/FN values. Two articles (172, 174) defined specific
percentages of their sample as training or test sets and performed a number of random
trials, thus it was not possible to define the exact number of subjects in the test set nor the
proportion of ASD and TD subjects. In (164), 7 subjects had corrupted rs-fMRI imaging
files, so they were included in the sMRI analysis and excluded from fMRI analysis and
from sMRI-fMRI modalities fusion, but the study did not inform from which group (ASD
or TD) those subjects were.

Two articles (6, 143) presented their results through bar charts without showing
the exact values of sensitivity and specificity, so we decided not to include them in the
meta-analysis. In (14), an RF was used as the classifier and measures of sensitivity and
specificity were presented only for the external validation data-set. The main results from
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Table 5 – General characteristics of the studies selected in the systematic review and of
the samples included in the meta-analysis.

Characteristics Studies (n) Samples (n)
Total 93 132
ML technique

SVM 33 54
ANN 30 44

M 19 2
MV/MT 4 15

RF 4 2
LR 2 4

LDA 1 8
Ridge - 1
XGB - 1
Affine - 1

Dataset
ABIDE (any version) 79 121

ABIDE 34 41
ABIDE I - preprocessed 34 54
ABIDE I + ABIDE II 7 26

ABIDE I 2 0
ABIDE II 2 0

UMCD 3 2
NDAR 3 2

Own sample 3 4
Own sample + ABIDE 3 2

Others 2 1
Type of data

Only rs-fMRI 73 114
rs-fMRI plus other types of brain imaging data 11 14

rs-fMRI plus phenotypic information 9 4
Sex of the subjects

Males and females 62 80
Not enough information 26 44

Only males 5 8
Age of the subjects

Both above and below 18 y.o. 42 62
Not enough information 28 25

Below 18 y.o. 20 39
Above 18 y.o. 3 6

the article were obtained trough OOB error, but only the accuracy was reported. Since the
results from the validation data-set and the ones obtained using the OOB error presented
high variation, we decided not to use the results from this article. However, those three
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articles were included in a sensitivity analysis to assess the effect they had on the meta-
analysis results.

Finally, 55 studies - published between 2013 and 2019 - provided sufficient data
for a quantitative meta-analysis. A total of 132 independent samples were extracted from
those studies with sensitivity and specificity ranging from 37.5% to 100% and 20% to
100%, respectively. The techniques used for classification, according to the main results,
were SVM (𝑛 = 27 articles/54 samples), ANN (𝑛 = 13/44), multiview/multitask learning
(MV/MT, 𝑛 = 3/15), Logistic Regression (LR, 𝑛 = 3/4), Random Forest (RF, 𝑛 = 2/2),
Linear Discriminant Analysis (LDA, 𝑛 = 2/8), multiple classifiers (𝑛 = 2/2), Ridge
classifier (𝑛 = 1/1), Extreme Gradient Boosting (XGB, 𝑛 = 1/1), and Affine-Invariant
(𝑛 = 1/1). Figure 13 shows a conceptual map of ML techniques used throughout the
articles selected for meta-analysis whereas Table 5 presents the general characteristics of
the samples included.

ML 
techniques 

(55/132)

.

SVM 
(27/54)

.

ANN 
(13/44)

MV/MT 
(3/15)

LR
(3/4)

XGB 
(1/1)

RF
(2/2)

LDA 
(2/8)

Affine 
(1/1)

Multiple 
(2/2)

Ridge 
(1/1)
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[180] [151]

[166]

[125] [160]

[139]

[154]

Figure 13 – Conceptual map of ML techniques used throughout the articles selected for
meta-analysis (number of articles/number of samples).

4.2 Quality assessment
Figure 14 shows the distribution of the results of QUADAS-2 for RoB and appli-

cability by considering all the selected articles.
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Figure 14 – Risk of bias and applicability concerns by domain in QUADAS-2.

From the graphics we can highlight that from the 93 studies, none was considered
to have a low RoB by patient selection domain. Most of the articles were assessed to have
an unclear RoB (62 studies) given that they used databases such as the ABIDE and did
not present details regarding the recruitment of the subjects nor sufficient details of the
characteristics of the subjects selected. The remaining articles (31 studies) were shown to
have a high RoB due mainly to the selection of subjects in restricted intervals of age and
IQ or the exclusion of female subjects.

The great majority of the studies were considered to have an unclear RoB by flow
and timing domain (81 studies) mostly because they did not present the interval between
the application of the index test and the reference standard nor sufficient information to
conclude if all subjects received the same reference standard.

All of the articles were shown to have a low RoB by reference standard domain
given that we considered the reference standards used in databases such as the ABIDE
as reliable even if the article did not presented exactly what reference standards were
used. For the same reason, all of the articles were assessed to have low concerns regarding
applicability by the same domain.

More than half of the studies were considered to have an unclear or high RoB (54
studies) by the index test domain. Also, the great majority of the studies (86 studies)
were assessed to have low concerns regarding applicability by the same domain.

Finally, all of the articles were shown to have low concerns regarding applicability
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by the patient selection domain.

According to the QUADAS-2 tool, the risk of bias was judge as high in at least 1
category in 42 studies, and 12 studies presented a high risk of bias in at least 2 categories.

Figure 15 show the distribution of the results of QUADAS-2 for RoB and appli-
cability by considering only the studies selected for the meta-analysis.

The only difference in the results between the two applications was in the RoB by
index test. Since some of the results in the articles did not have enough information to
be used in the meta-analysis, three articles (125, 75, 200) showed low RoB by index test
when assessed as a whole but when considering only the results used for the meta-analysis
they presented unclear RoB.

 

 

 

25

12

3

30

21

48

22

55

4

0 10 20 30 40 50 60

Patient selection

Index test

 Reference standard

Flow and timing

Risk of Bias (articles selected for meta-analysis)

High Unclear Low

3

55

52

55

0 10 20 30 40 50 60

Patient selection

Index test

 Reference standard

Applicability concerns (articles selected for meta-analysis)

High Unclear Low

Figure 15 – Risk of bias and applicability concerns by domain in QUADAS-2 for the
studies selected for the meta-analysis.

As we can see, the distribution of the results in this analysis was basically the
same as those of the first one and the same considerations apply here.

Finally, according to this second analysis, the risk of bias was judge as high in at
least 1 category in 29 studies, and 9 studies presented a high risk of bias in at least 2
categories.
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4.3 Diagnostic accuracy
Figure 16 shows the forest plot of sensitivity and specificity for all the 132 samples

included in the meta-analysis.

Using the bivariate model, machine learning-based classifiers separated ASD from
TD with a sensitivity of 73.8% (95% CI: 71.8-75.8%), a specificity of 74.8% (95% CI: 72.3-
77.1%), and AUC/pAUC of 0.803/0.765. A SROC curve of the included studies - along
with the estimated summary point, confidence region and prediction region - is presented
in Figure 17. Of the 132 samples, 40 were outside the 95% predictive region of the SROC
curve, indicating heterogeneity.

Considering the type of ML technique used, only SVM and ANN classification tools
were used in 5 or more articles. When only the SVM studies were analyzed, we obtained
a sensitivity of 76.3% (95% CI: 73.2-79.2%), a specificity of 77.5 (95% CI: 73.7-80.8%),
and AUC/pAUC of 0.832/0.748. The ANN studies had a sensitivity of 68.4% (95% CI:
65-71.5%), a specificity of 70.2% (95% CI: 66.2-73.9%), and AUC/pAUC of 0.743/0.582.
The SROC curves for the studies using SVM and ANN are presented in Figure 18.

It is clear in Figure 18 that the studies using SVM obtained better sensitivity
and specificity than the ANN studies. Also, the summary points of the SROC curves
are outside the confidence region of one another. Therefore, we added ML technique as a
moderating variable to the bivariate meta-analysis model and found a significant difference
between the sensitivities (𝑝 = 0.002) and the specificities (𝑝 = 0.008).

We also conducted an analysis considering the subtype of ML technique used.
For SVM, only Linear SVM (L-SVM) was used in five or more articles - sensitivity of
73.9% (95% CI: 70.2-77.2%), specificity of 77.5% (95% CI: 73.3-81.2%), and AUC/pAUC
of 0.813/0.708 - whereas for ANN the same happened with CNN - sensitivity of 66.7%
(95% CI: 63.3-69.9%), specificity of 70.1% (95% CI: 66.3-73.7%), and AUC/pAUC of
0.732/0.565. Thus, we compared L-SVM with other types of SVM and CNN with other
types of ANN. In both cases the regression showed no effect on sensitivity or specificity (all
𝑝 > 0.1). Finally, the regression comparing L-SVM with CNN indicated higher sensitivity
(𝑝 = 0.009) and specificity (𝑝 = 0.024) in L-SVM studies.

Regression with sample size as moderator showed a significant effect on both sen-
sitivity (𝑝 = 0.004) and specificity (𝑝 < 0.001) when analysing all the samples together.
Figure 19 shows the linear regression models with sample size predicting sensitivity and
specificity and indicates that bigger sample sizes tend to obtain worse accuracies.

However, the same analysis segregating the studies per type of ML technique used
indicated a significant effect on specificities (𝑝 = 0.001) and no effect on sensitivities
(𝑝 = 0.152) for the studies using SVM, with worse specificities in studies with larger
samples. Also, no significant effect was found for the ANN studies (all 𝑝 > 0.1).
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Figure 16 – Paired forest plot of all samples included in the meta-analysis.

Regression with year of publication did not show any effect on sensitivity (𝑝 =
0.250) or specificity (𝑝 = 0.283), even segregating per type of ML technique: SVM -
sensitivity (𝑝 = 0.913), specificity (𝑝 = 0.537); ANN - sensitivity (𝑝 = 0.062), specificity
(𝑝 = 0.242).

No significant effects of sex (only males against males and females studies) or FIQ
(neither considering the mean FIQ nor comparing studies that used only high-functioning
subjects with the ones that used high- and low-functioning subjects) on sensitivity or
specificity (all 𝑝 > 0.1) were observed.

Regression with the mean age of the subjects did not show any effect on sensitivity
or specificity (all 𝑝 > 0.1). However, comparison between samples with subjects under 18
years old and samples composed of individuals both under and above that age showed
a significant difference between the specificities (𝑝 = 0.020) but no effect on sensitivity
(𝑝 = 0.225), indicating higher specificity in studies that used only subjects under 18 y.o.
(77.6% - 95% CI: 73-81.6% - versus 70.5% - 95% CI: 66.6-74.1%). Segregating per type
of ML technique, only SVM had enough studies to conduct the analysis but the results
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Figure 17 – SROC curve of all the included studies with summary estimate.
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Figure 19 – Linear regression models with sample size predicting sensitivity (left) and
specificity (right) for all the studies.

did not show any effect on sensitivity (𝑝 = 0.790) or specificity (𝑝 = 0.427). Sensitivity
analysis considering other age thresholds (19, 20, 21 y.o.) resulted in the same conclusions.

Regression considering the database or source of the sample (ABIDE, ABIDE I
preprocessed or ABIDE I + ABIDE II) indicated a significant effect on the sensitivity
when comparing ABIDE with ABIDE I preprocessed (𝑝 = 0.046) or ABIDE I + ABIDE II
(𝑝 = 0.043) and in both cases the ABIDE group presented higher sensitivity (77.1%
- 95% CI: 73.2-80.6% - versus 72% - 95% CI: 69-74.9% - and 69.2% - 95% CI: 65.8-
72.4% - respectively). All the other analysis indicated no significant effects on sensitivity
or specificity (all 𝑝 > 0.1). However, the same analysis with SVM samples (ABIDE or
ABIDE I preprocessed) did not indicate any effect on sensitivity (𝑝 = 0.756) or specificity
(𝑝 = 0.731).

We conducted another analysis comparing the studies that used any version of
ABIDE with studies that used databases or samples other than ABIDE (Own sample,
NDAR, UMCD). The regression indicated higher sensitivity (𝑝 = 0.024) and specificity
(𝑝 = 0.045) in studies that used databases or samples other than ABIDE (Sensitivity:
81.8% - 95% CI: 73.4-88.1% - versus 73.2% - 95% CI: 71.1-75.2%; Specificity: 83% - 95%
CI: 72.5-90% - versus 74.1% - 95% CI: 71.6-76.5%).

Regression with type of data as moderator (only rs-fMRI or rs-fMRI plus other
data types) showed a significant difference between the sensitivities (𝑝 = 0.002) and the
specificities (𝑝 = 0.047), indicating higher sensitivity and specificity in studies that used
other types of data together with rs-fMRI (Sensitivity: 84.7% - 95% CI: 78.5-89.4% -
versus 72.8% - 95% CI: 70.6-74.8%; Specificity: 81% - 95% CI: 74.1-86.3% - versus 73.9%
- 95% CI: 71.3-76.4%).

Regression with atlas as moderator (Automated Anatomical Labelling with 90
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ROIs [AAL90], AAL116 or Craddock with 200 ROIs [CC200]), indicated that: studies
using AAL90 obtained better specificity (74.9% - 95% CI: 68.7-80.1%; 𝑝 = 0.001) than
studies using CC200 (64.4% - 95% CI: 60.7-67.9%) but no significant effect was observed
on the sensitivity (𝑝 = 0.56); studies using AAL116 obtained better sensitivity (77.7% -
95% CI: 73.7-81.2%; 𝑝 = 0.001) and specificity (78.2% - 95% CI: 72.8-82.9%; 𝑝 < 0.001)
than studies using CC200 (Sensitivity: 68% - 95% CI: 65.4-70.4%); there was no significant
effect on sensitivity (𝑝 = 0.054) or specificity (𝑝 = 0.397) between studies using AAL 116
or 90. Figure 20 shows the SROC curves for the studies using AAL90, AAL116 or CC200.
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Figure 20 – SROC curves of the studies using AAL90, AAL116 or CC200 with their sum-
mary estimates.

Regression considering the number of ROIs used showed significant effects on sen-
sitivity (𝑝 = 0.043) and specificity (𝑝 = 0.018). When segregating per ML technique,
there was a significant effect on sensitivity (𝑝 = 0.029) for the SVM studies but no effect
on specificity (𝑝 = 0.089) whereas for the ANN studies there was a significant effect on
specificity (𝑝 = 0.016) but no effect on sensitivity (𝑝 = 0.557). For all the significant
effects, the linear regression models indicated lower values of sensitivity/specificity as the
number of regions increased (Figure 21).

Regression with type of feature used as moderator (Pearson Correlation [PC], PC
(Fisher-transformed) or others), indicated that: studies using PC (Fisher-transformed)
obtained better sensitivity (76.7% - 95% CI: 71.3-81.3%; 𝑝 = 0.001) and specificity (81%
- 95% CI: 75.6-85.4%; 𝑝 < 0.001) than studies using PC (Sensitivity: 68.9% - 95% CI:
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Figure 21 – Linear regression models with number of ROIs predicting sensitivity and
specificity. The upper graphics refer to all the studies whereas the down
graphics refer to SVM studies (left) and ANN studies (right).

66.8-70.9%; Specificity: 68.3% - 95% CI: 64.3-72.1%); similarly, studies using other features
obtained better sensitivity (73.5% - 95% CI: 70.6-76.2%; 𝑝 = 0.031) and specificity (74.7%
- 95% CI: 71-78%; 𝑝 = 0.024) than studies using PC; there was no significant effect on
sensitivity (𝑝 = 0.173) or specificity (𝑝 = 0.072) between studies using PC (Fisher-
transformed) and other features. Figure 22 shows the SROC curves for the studies using
PC, PC (Fisher-transformed) or other features.

Regression considering the number of domains with low RoB in QUADAS-2 results
(one or two) showed a significant difference between the specificities (𝑝 < 0.001) but no
effect on sensitivity (𝑝 = 0.236), indicating higher specificity in studies that had only one
domain with a low risk of bias (78.4% - 95% CI: 75.5-81.1% - versus 69.6% - 95% CI:
65.9-73%).

Analysis considering the RoB of the index test obtained from QUADAS-2 (high,
unclear or low) indicated that: studies with unclear RoB obtained better sensitivity (80.5%
- 95% CI: 76.1-84.2%; 𝑝 = 0.001) than studies with high RoB (70.1% - 95% CI: 66.3-73.5%)
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Figure 22 – SROC curves of the studies using PC, PC (Fisher-tranformed) or other fea-
tures with their summary estimates.

but no significant effect was observed on the specificity (𝑝 = 0.127); studies with high
RoB obtained better specificity (76.6% - 95% CI: 73.2-79.8%; 𝑝 = 0.011) than studies
with low RoB (69.9% - 95% CI: 66.2-73.3%) but no significant effect was observed on
the sensitivity (𝑝 = 0.373); studies with unclear RoB obtained better sensitivity (𝑝 =
0.003) and specificity (81.3% - 95% CI: 76.9-85%; 𝑝 < 0.001) than studies with low RoB
(Sensitivity: 72.1% - 95% CI: 69.6-74.4%).

We conducted another analysis splitting the studies with low RoB between the
ones that performed a temporal or geographic validation and the ones that performed a
split-sample validation (117). The conclusions were basically the same with exception of
the comparison between the studies with high RoB and the ones with low RoB (split-
sample) that did not indicate a significant effect on sensitivity (𝑝 = 0.291) or specificity
(𝑝 = 0.148). Also, there was no effect on sensitivity (𝑝 = 0.451) or specificity (𝑝 = 0.441)
when comparing the studies that used a split-sample validation and the ones that used a
temporal or geographic validation.

Sensitivity analysis including three more articles (6, 143, 14) - four new samples -
that were initially excluded from the meta-analysis (as cited in Section 4.1) indicated no
significant change in overall sensitivity (73.7% - 95% CI: 71.7-75.6%) or specificity (75%
- 95% CI: 72.7-77.2%).

We repeated all the tests that could be impacted by the addition of those articles.
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In general, their influence on the outcome was minor but in three analyses the conclusions
from the meta-regression differed.

The regression with type of data as moderator showed the same conclusion for the
sensitivities (𝑝 = 0.002) but no significant effect between the specificities (𝑝 = 0.057).

The regression considering the database or source of the sample indicated no signif-
icant effect on sensitivity when comparing ABIDE with ABIDE I preprocessed (𝑝 = 0.097)
or ABIDE I + ABIDE II (𝑝 = 0.087).

Regression with atlas as moderator showed a significant effect on sensitivity (𝑝 =
0.045) between studies using AAL 116 or 90, indicating higher sensitivity in studies that
used the AAL 116 (78% - 95% CI: 74.1-81.4% - versus 69.2% - 95% CI: 61.4-76%).

Appendix A presents the main results from the meta-analysis in a tabulated way,
whereas Appendix B and Appendix C show the same for the sensitivity analysis of the
age threshold and the sensitivity analysis including three more articles, respectively.

4.4 Discussion

4.4.1 ML techniques and sample size

As we can see from Figure 12, the number of publications in the area has been
increasing over the years following an exponential trend and SVM was the most used
classification technique, especially until 2018. Also, from the 54 samples that used SVM
for classification, 33 of them used a linear SVM.

However, we can observe an increasing number of studies using ANN techniques
to perform classification, making it the second most used technique in absolute numbers
and the first when considering only articles published in 2019.

Throughout the selected articles that used ANNs as classifiers, many of them used
deep-learning methods. In fact, the ANN technique most used in the selected publica-
tions was the Convolutional Neural Network - 16 out of the 44 samples using ANN for
classification.

Even though the use of ANN techniques in the field is increasing in the last years,
regression considering the type of classification algorithm used indicated better results
for SVM against ANN on both sensitivity and specificity. Also, the analysis comparing
L-SVM and CNN resulted in the same conclusions. In all those cases, the difference was
about 7 percentage points.

More complex models tend to be more powerful but generally have more hyperpa-
rameters. Therefore, they are potentially more capable of explaining noise in the data and
overfitting (77). Also, it is not clear that those complex models - such as nonlinear classi-



Chapter 4. Experiments and Results 82

fiers - always provide a significant advantage in practical performance. However, this can
be a reflection of the small number of examples available instead of indicating an absence
of complicated relationships between features (3).

We conducted a regression analysis to investigate the effect of the sample size on
the results. Considering all the samples selected for the meta-analysis we found a tendency
of worse results on both sensitivity and specificity by increasing the sample size. This same
trend was also observed on specificities when considering only the SVM studies.

By increasing the number of subjects used to train a classifier we end up with
a more diverse and variable sample, often composed of data from different acquisition
sites. Thus, this tendency of obtaining lower accuracies when using bigger samples is not
a surprise.

However, using only the ANN studies, we could not find any significant effect of
the sample size on the results. Considering that great part of the ANN methods were
also deep-learning methods and that more complex models may demand larger samples
in order to avoid overfitting, our analysis suggests that ANN techniques may have an
advantage when dealing with larger samples in comparison to SVM techniques.

It is also interesting to mention that other classification techniques were applied
throughout the publications. In special, Random Forests were used as classifiers in two
studies (125, 160) and both of them obtained results ranging from 87 to 97% of sensitivity
and specificity when considering the Out-of-bag (OOB) error - that is estimated internally
and may eliminate the need for a set-aside testing set. However, those techniques were
not used in enough articles to be included in the analysis and need more investigation.

4.4.2 Subjects characteristics

As commented before, several studies indicate gender, age, and IQ differences on
autistic symptoms and impairments. Also, there is an imbalanced male-female ratio in
ASD and an underrepresentation of females in research and clinical practice. Therefore,
it is essential to understand how those variables may affect the classification accuracy to
eventually obtain a clinically useful ML diagnostic tool.

In our analysis, we could not find any significant effect of the sex of the subjects
or their FIQ on sensitivities or specificities. However, we must highlight some questions.

The regression considering the sex of the subjects compared the articles that used
only male subjects with the ones without a sex restriction - whose samples were composed
of males and females. It would be interesting to include studies that selected only female
subjects in the analysis, but none of the articles did so.

It is worth noticing that only eight samples (from 5 articles) were composed of
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males, far less than the eighty samples (from 37 articles) with males and females. Moreover,
the number of females within those samples may be small compared to the number of
males.

From the articles selected in the systematic review, only (191) and (161) performed
tests considering different categories of gender. They obtained higher classification accu-
racies for females compared to males, even though the number of training samples for
females were significantly lower.

Regarding the FIQ of the individuals, we performed tests considering the mean
FIQ and comparing the samples composed of high-functioning subjects against the ones
with both high- and low-functioning subjects. However, we found a lack of information in
the publications: from the 55 studies (132 samples) only 11 (18 samples) were included in
the first and 22 (42 samples) in the second test. Also, the number of low-functioning indi-
viduals within those samples may be small compared to the number of high-functioning
ones.

Regression with the mean age of the subjects did not show any effect on sensitivity
or specificity but less than half of the articles presented enough information to be included
in this analysis (24 articles, 61 samples).

Analysis considering an adulthood threshold indicated higher specificity in studies
that used only subjects under 18 y.o. when compared with studies without this restriction.
We would like to include publications that selected only individuals above 18 y.o. in the
analysis, but only 3 articles (6 samples) presented that characteristic.

This result is in accordance with (172), in which lower classification performances
on the full ABIDE dataset were obtained when compared to tests using only the ado-
lescents. Also, (174) found a clear improvement in the classification performance when
adult males and adolescent males were considered separately, achieving a significantly
better classification accuracy when considering only the adult males - similar to what was
concluded in (191).

The same analysis using only the SVM studies showed no significant effect on
sensitivity or specificity. It may be that the effect previously observed is due to other
factors beyond the age of the subjects but it is worth mentioning that only 17 studies (37
samples) were included in the analysis considering only the SVM classification tools.

We would like to perform tests considering other age ranges - such as segregate the
data using the Piaget (205) or Freud (206) stages of development - to better analyse the
effect of subject’s age on the classification accuracy, specially in the childhood. However,
only few articles used samples with such a low age. Furthermore, analysing the ABIDE
- the most used database - we found a low proportion of child subjects: the ABIDE I do
not include individuals below 7 years old whereas ABIDE II do not include individuals
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below 5 years old; in addition, from the subjects that were available in both databases,
less than 20% were bellow 10 years old (about 100 subjects in each one).

The lack of younger individuals in those studies raises some questions. Those
classifiers may be, in fact, detecting the consequences in terms of brain circuitry alterations
of living with ASD instead of identifying the true roots of the disorder (32, 207).

The only article in this review that used a sample of subjects below 24 months of
age was (56). Their sample was composed of prospective neuroimaging of 59 6-month-old
infants with a high familial risk for developing ASD. Each children received a research
clinical best-estimate diagnosis of ASD at 24 months of age - 11 were diagnosed with
ASD and 48 did not have ASD. The functional connectivity features were chosen within
each training sample as showing a brain-behavior correlation with 24-month scores on
measures of social behavior, language, motor development, and repetitive behavior. Using
a linear SVM and a nested leave-one-out cross-validation, they obtained a sensitivity of
81.8% and a specificity of 100%, requiring only information from the left-out children
6-month-old rs-fMRI scan for the classification.

As we could see, there is a lack of information regarding the characteristics of
the subjects and samples included in many of the studies. Aggravating the problem, as
highlighted in (125), variables such as IQ, symptom severity, and handedness are missing
for some sites of ABIDE. Therefore, we highly recommend for new studies in this field to
present such information, when available, in order to enable new and more robust analyses
in the future.

4.4.3 Sources of the samples

As we saw, the majority of the studies used versions of the ABIDE - 79 out of
the 93 publications selected for the systematic review and 121 out of the 132 independent
samples extracted for the meta-analysis.

As a heterogeneous and complex disorder, any ASD cohort is likely composed of
ill-understood subtypes with different brain features. The use of large samples, such as
provided by the ABIDE, can be helpful to address those issues (125).

Studies based on smaller datasets from a single site are composed of more ho-
mogeneous participants, reducing the generalizability of those models. Therefore, large
multi-site datasets are needed to include a greater diversity of participants and to obtain
diagnostic systems more reliable, robust and that generalize better to new data, revealing
common features that contribute to classification (202, 189, 208, 209). Taking it all in
consideration, it is not a surprise that the ABIDE databases have been so widely used.

We conducted analyses comparing the different versions of ABIDE used throughout
the studies. At first, we found a significant effect on the sensitivity, indicating higher
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sensitivity in studies that used the ABIDE (without specifying which version) compared
to the ones that used ABIDE I preprocessed or ABIDE I + ABIDE II. However, in the
sensitivity analysis or considering only the SVM studies we could not find any effect
on sensitivity or specificity. Thus, our analysis indicated no significant difference in the
accuracies between the different versions of ABIDE.

It is noteworthy that the ABIDE group is in fact composed of samples from the
ABIDE I, ABIDE I preprocessed or ABIDE II, but the studies in this group did not
specify which version they were using. Moreover, we would like to compare samples from
databases or sources other than ABIDE in this analysis but there were not enough articles
in each group.

We performed another analysis comparing the studies that used any version of
ABIDE with studies that used databases or samples other than ABIDE - obtained from
the NDAR, the UMCD or proprietary samples. The regression indicated higher sensitivity
and specificity in the studies that did not use the ABIDE.

There was a great imbalance between the groups in this analysis (121 samples
using ABIDE and 9 samples using other sources) but the result obtained is in line with
what would be expected considering that the ABIDE aggregates data from many more
individuals and sites than the other sources. The greater diversity of participants makes
it difficult to obtain high accuracies whereas the use of a single dataset leads to overesti-
mated results. Even using the ABIDE dataset it is possible to achieve higher classification
accuracies by selecting smaller subsets of the data (202, 33).

It is also important to highlight the imbalance that exist within those samples and
databases. As stated in (17, 15), most research on ASD comes from high-income countries
- specially from North America, Europe and Japan - but the majority of individuals with
autism live in low- and middle-income countries.

We face the same problem here. All the ABIDE, NDAR and UMCD participant
data were collected at institutions from North America and Europe. Moreover, the pro-
prietary samples from the studies selected for the meta-analysis were all from those same
regions with exception of the study conducted in (193) that used a multi-site dataset from
Japan. Thus, from the 132 independent samples used in the meta-analysis only 1 was not
from North America or Europe and all of them were from high-income countries.

It is of utmost importance that more diverse datasets and studies be created and
conducted. The applicability of the results obtained so far needs to be tested and confirmed
across different cultures and social classes. Also, larger and more diverse samples would
allow studies using restricted samples (such as low-motion data or samples composed
entirely of female subjects) to obtain more reliable and robust results by selecting a
bigger number of participants.
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4.4.4 Features definition

Even though the focus of our research was the ML diagnostic tools that used rs-
fMRI for classification, some of the selected studies used other types of data together
with rs-fMRI. Their aim was to obtain better results by complementing the information
available. In general, we found two types of complementary data: phenotypic information
such as age and sex; other brain imaging data, specially sMRI.

As there were not enough articles in each of these subgroups, we compared the
studies that used only rs-fMRI data with the ones that used any other data type together
with rs-fMRI. Initially, our results indicated a higher sensitivity and specificity in studies
that used other types of data to complement their features. In the sensitivity analysis we
could not find a significant effect for the specificities, but the conclusion for the sensitivities
remained the same.

Different types of brain images provide different views of the same brain and may
reveal hidden evidences of ASD that are not available by using a single imaging modality
(89). As an example, the best result obtained in (156) came from the combination of rs-
fMRI with gray and white matter features. Also, in (202), the use of personal characteristic
data together with structural or functional images resulted in better classification accuracy
and the models required fewer features compared to the ones based only on structural or
functional images.

We must highlight though that investigation of the effect of combining different
types of data in the classification is not the main objective of this study.

Beyond the definition of the type of data to be used for classification, most of the
studies defined ROIs to reduce the dimensionality of their features. Those ROIs can be
selected from a priori atlases or estimated from the data being analyzed (26).

From the 132 samples used in the meta-analysis, 101 used a priori atlases or
combinations of them. Also, as stated in (130), atlases are often selected arbitrarily in the
rs-fMRI community. Therefore, we conducted a regression analysis with the atlas used as
moderator.

Only three atlases were used in enough articles to be included in the analysis.
They were the AAL in versions of 90 and 116 ROIs (210) and the CC atlas with 200 ROIs
(70). Both versions of the AAL obtained significant better results in comparison to the
CC200 - specially the AAL116 - but there were no significant difference within them. The
sensitivity analysis, however, showed a significant effect on sensitivity between studies
using AAL 116 or 90, indicating better results when using the AAL116. We must also
highlight that in both cases the p-values of the comparison between the versions of the
AAL were close to the threshold of 0.05 and those results should be taken with caution.

Still following that line, we made a regression analysis considering the number of
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ROIs used throughout the studies. Our results indicated smaller accuracies as the number
of regions used increased - more specifically, worse sensitivities for the SVM studies and
worse specificities for the ANN studies.

The use of atlases with more ROIs generally results in more features available to
be used by the classifier. However, using a large number of features relative to the number
of data samples can cause classifiers to overfit by adapting to peculiarities of the dataset
(2). That may be the reason why our analysis indicated better results in studies that used
atlases with less ROIs.

In (26), many pipeline options for extracting predictive biomarkers were evaluated.
They were composed of four steps: region estimation, time-series extraction, matrix esti-
mation, and classification. Their results indicated that the choice of atlas had the greatest
impact on prediction accuracy and that MSDL (211) - a data-driven approach - or using a
priori atlases led to maximal performance. Also, their analysis of the effect of the number
of ROIs found the best results between 40 and 100 ROIs.

From the defined ROIs, a subject’s functional connectivity (FC) pattern can be
estimated by calculating the correlations between all pairs of averaged time-series (2).
As stated in (212), resting-state FC has almost exclusively been estimated using Pearson
Correlation (PC) and we found it to be the most used feature throughout the selected
studies, both on its original version and its Fisher-transformed one - 28 and 20 samples,
respectively.

However, the PC faces some limitations - such as not taking into account the tem-
poral structure of the rs-fMRI signal - and other methods that address those limitations
might improve FC estimates (212).

The main focus of part of the articles was exactly the definition and extraction of
the features to be used by the classifier. Those features presented great variety, coming
from different points of view and in different levels of complexity.

For example, in (175, 139), dynamic functional connectivity (DFC) was proposed
to capture the time-varying information of the brain FC by computing sliding window
correlations from the PC Fisher-transformed coefficients, whereas (133, 167) used the
sliding window technique based on different methods to calculate the FC.

Graph theory was used in (76, 198, 144) to extract features from the rs-fMRI data.
On the other hand, in (156, 176), the mean time-series of each ROI from the rs-fMRI data
were directly used as features together with deep learning techniques for classification.

The variety of choices in data processing adds to the variability of the results
obtained in the studies of the field (26, 213). Therefore, we conducted a regression analysis
with the type of feature used as moderator. It was not possible to include a lot of subgroups
due to the limited number of articles that used each of those features. So, we compared
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the results obtained using the PC and PC Fisher-transformed against each other and
against the other types of features.

Our results indicated a significant advantage on both sensitivity and specificity
to the studies using the Fisher-transformed version of the PC against the studies us-
ing it without modifications. Similarly, the studies using other features showed the same
advantage against the PC ones. Finally, even though the studies using the PC Fisher-
transformed obtained better summary estimates for sensitivity and specificity, their com-
parison against the studies using other features did not indicate any significant effect -
what is not a surprise taking in consideration the great variety in the latter group.

Based on those results, we recommend for future studies in this field that intend
to use the PC as a feature to consider using it in the Fisher-transformed version.

4.4.5 QUADAS-2 analyses

Bias and variation are often present in diagnostic test accuracy studies. There-
fore, they need to be detected and assessed in the studies included in a meta-analysis to
understand the validity of the results obtained (7, 214).

In the results obtained through the QUADAS-2 (see Figure 15) we found a great
number of studies with high RoB on the patient selection domain, basically due to the
selection of subjects in restricted intervals of age and IQ or the exclusion of female subjects.
The effect of those variables on the classification results was already discussed in Section
4.4.2.

Beyond that, we can see that many studies were assessed to have an unclear
RoB, specially on the patient selection and flow and timing domains. This reinforces the
necessity to present more detailed information regarding the characteristics of the subjects
and samples included in the publications in this field.

We conducted some analysis using the QUADAS-2 results to better understand
them. The first one considered the number of domains with low RoB in each study. We
could only include two categories in this analysis - one or two domains with low RoB -
and the results indicated higher specificity in studies with only one low RoB domain.

This is not surprising since more domains with a low RoB indicates more reliable
results whereas domains with an unclear or high RoB may indicate a bias on the results
- in this case overestimating the specificity.

Taking in consideration that the index test domain was the only domain to present
enough articles in each of the categories, we conducted a regression analysis with its results
as moderator.

As expected, studies with high or unclear RoB obtained significantly better results
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than studies with low RoB. We also found better results for the studies with unclear
RoB in comparison to those with high RoB. We can suppose that a great part of those
studies assessed as unclear should have been assessed as high, but there was not enough
information to conclude that.

This also indicates a clear bias of overestimation - at least for the specificities - on
the studies that do not apply their best models to independent sets after testing different
numbers of features or atlases.

For the last analysis, we separated the low RoB category into the articles that
performed a temporal or geographic validation and the ones that performed a split-sample
validation (117). Even though the latter obtained better summary estimates than the
former, we did not find a significant effect between their sensitivities nor specificities.

From the clinical standpoint, complete external validation (temporal or geographic)
is preferred. Split sample validation would not accurately assess the generalizability of a
model whereas geographic validation is helpful for this purpose since it may be performed
with different technical parameters at different sites (117).

Our analysis did not indicate a significant difference between the results using each
of these types of validation. However, we must highlight that there were only 5 articles
(35 samples) with low RoB by the index test domain that performed a complete external
validation and it is still the more reliable approach to assess generalizability.

4.4.6 Clinical validity

At present, ASD diagnosis is based on behavioral criteria, being vulnerable to
subjectivity and interpretative bias. Also, less experienced clinicians seem to have more
problems with the challenges of this complex diagnostic process (22).

In (55), the diagnostic utility and discriminative ability of the ADOS-G and the
ADI-R were assessed using a clinical population of children. The results indicated approx-
imately 75% of agreement with the qualified multidisciplinary team diagnoses and most
inconsistencies were false-positives.

The accuracy and validity of the ADOS-2 and ADI-R in diagnosing ASD in adults
without intellectual disability were evaluated in (54). The original algorithm of ADOS-2
Module 4 obtained 85.9% and 82.9% whereas its revised algorithm obtained 87.2% and
74.3% of sensitivity and specificity, respectively. On the other hand, the ADI-R obtained
43.1% of sensitivity and 94.7% of specificity. The authors also highlight the importance
of training and experience while assessing ASD diagnosis in adults.

Considering all the studies selected for the meta-analysis, we found summary sen-
sitivity and specificity of 73.8% and 74.8%, respectively, for the ASD diagnosis using
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rs-fMRI and ML classifiers. Also, the AUC/pAUC of 0.803/0.765 indicates values be-
tween acceptable and excellent according to the classification proposed in (215) (0.5: no
discrimination; 0.7–0.79: acceptable; 0.8–0.89: excellent; ≥0.9 outstanding). If we look
at the analysis considering only the SVM studies, those results were even better, with
sensitivity and specificity above 76% and AUC of 0.832.

Even within the articles that presented lower RoB and, therefore, more reliable
results, the AUC values were acceptable. It was the case of the studies with two domains
with low RoB (AUC of 0.762) or with low RoB on the index test domain that performed
a complete external validation (AUC of 0.744). Those results are promising, but we must
highlight some questions.

Also, as commented before, the articles included in our analysis presented great
variety of features extracted and selected, classifiers used, and even the validation ap-
proach applied. Thus, the summary estimates that we obtained show the overall potential
of those procedures, but do not indicate a specific one that could be applied in clinical
practice. It would even be possible to use different classifiers for subjects with different
characteristics - such as sex and age - similarly to what happens with the different modules
of ADOS-2.

Taking the variety of neurodevelopmental etiologies that are believed to exist
within the ASD population, there may not be an exceptional biomarker to diagnose the
disorder (13, 14). Perhaps the classifiers must consider different biomarkers for different
etiologies, partitioning the ASD into more than a single class (216).

There are many questions that need to be assessed to define the clinical validity of
those procedures. It includes the underrepresentation of females in research and clinical
practice, the effects of subject’s IQ and age, the lack of such information in many studies,
and the necessity of larger and more diverse samples to confirm the generalizability of the
classification tools.

Moreover, verification of the performance of the models in an epidemiologically
well-defined clinical cohort that adequately represents the target population is of paramount
importance for clinical verification of a diagnostic or predictive machine learning model
(117).

4.4.7 Limitations

There are several limitations in our study. Considering the great heterogeneity
within the selected publications, the summary estimates obtained through the meta-
analysis have to be interpreted with caution and in light of the methodologic quality
of them. From the 55 articles used in the quantitative analysis, none presented a low RoB
by the patient selection domain whereas only 4 of them were assessed to have a low RoB
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by the flow and timing domain. Besides, more than half of the studies were considered to
have an unclear or high RoB by the index test domain.

Most studies provided only limited information regarding the patients samples
and their clinical characteristics. However, detailed information about the participants’
disease status, symptoms, current medication, history of interventions or comorbidities
is crucial for evaluating the potential of the proposed models to be applied in clinical
practice (217, 125). Thus, the impact of those variables on classification accuracy needs
to be better investigated.

The studies included in our analysis identified ASD-distinctive brain patterns as
compared to healthy volunteers. Nevertheless, it is critical to investigate the patterns of
brain abnormalities that differentiate between different psychiatric disorders. Also, the
results obtained in this meta-analysis do not apply to individuals below 5 years of age
since almost none of the studies included individuals with such low age.

Another problem to be kept in mind is the sample overlap between the studies,
especially considering the lack of information on the patient selection process and the
large number of studies that used the ABIDE database. Thus, it is not clear to which
extent this overlap could bias the results obtained.

In addition, there are some methodological steps that were not investigated in our
analyses such as the data preprocessing and feature selection procedures. Those aspects
still need to be assessed to define their effects on classification accuracy.
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5 Conclusion

Considering the increasing number of publications in this field, systematic reviews
and meta-analyses such as this one are a necessity to better understand the results ob-
tained and the limitations so far, indicating promising pathways and questions that still
need to be addressed - specially considering that this is the first meta-analysis focused on
ASD classification using rs-fMRI and ML techniques, to the best of our knowledge.

Our results indicated a significant better accuracy for SVM classifiers in compar-
ison to the ANN ones. However, the use of ANN techniques - specially deep-learning
models - is increasing and our analysis suggests that they may have an advantage when
dealing with larger samples in comparison to SVM techniques.

The use of other types of data to complement rs-fMRI information seem to be
promising, achieving specially higher sensitivities when compared to rs-fMRI data alone.
Yet, other analyses focused on this topic should be conducted.

Lower values of sensitivity/specificity were found when the number of ROIs in-
creased. Also, the performance of the approaches using the AAL116 to define their ROIs
stood out in comparison to the ones that used the AAL90 or CC200.

Regarding the features used to train the classifiers, we found better results using
the PC Fisher-transformed or other features in comparison to the use of the PC without
modifications.

The overall sensitivity and specificity estimates were approximately 74% and above
76% when considering only SVM classifiers - with excellent AUC values in both cases.
Even within the articles that presented lower RoB and, therefore, more reliable results,
the AUC values were acceptable.

However, given the many limitations indicated in our study and the poor method-
ological quality found in a great part of the selected articles - as indicated by the QUADAS-
2 assessment - further well-designed studies are warranted to extend the potential use of
those classification algorithms to clinical settings and the results presented here should
be taken with caution.

It is important to highlight that all of the selected studies were from high income
countries and there was a lack of information in many of them - specially regarding the
characteristics of the subjects and samples. Therefore, we highly encourage more diverse
datasets and studies to be created and conducted, presenting more complete information
to enable more robust analysis in the future.

Finally, it is not clear to what extent those classification techniques could be used
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for early diagnosis. So far, the promising results obtained are referent to the diagnosis of
older children, adolescents, and adults.
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APPENDIX A – Main results from the
meta-analysis

Summary Estimate
with 95% CI

p-value(s)

Overall
Sensitivity 0.738 (0.718 - 0.758)
Specificity 0.748 (0.723 - 0.771)

Type of ML
technique

SVM
Sensitivity 0.763 (0.732 - 0.792)
Specificity 0.775 (0.737 - 0.808)

ANN
Sensitivity 0.684 (0.650 - 0.715) p = 0.002
Specificity 0.702 (0.662 - 0.739) p = 0.008

Sub-type
(SVM)

L-SVM
Sensitivity 0.739 (0.702 - 0.772)
Specificity 0.775 (0.733 - 0.812)

SVM - other
Sensitivity 0.799 (0.737 - 0.850) p = 0.179
Specificity 0.767 (0.688 - 0.830) p = 0.619

Sub-type
(ANN)

CNN
Sensitivity 0.667 (0.633 - 0.699)
Specificity 0.701 (0.663 - 0.737)

ANN - other
Sensitivity 0.703 (0.658 - 0.744) p = 0.107
Specificity 0.712 (0.655 - 0.764) p = 0.726

L-SVM x
CNN

L-SVM
Sensitivity 0.739 (0.702 - 0.772)
Specificity 0.775 (0.733 - 0.812)

CNN
Sensitivity 0.667 (0.633 - 0.699) p = 0.009
Specificity 0.701 (0.663 - 0.737) p = 0.024

Sample size

Overall
Sensitivity p = 0.004
Specificity p < 0.001

SVM subgroup
Sensitivity p = 0.152
Specificity p = 0.001

ANN subgroup
Sensitivity p = 0.414
Specificity p = 0.124

Year of
publication

Overall
Sensitivity p = 0.250
Specificity p = 0.283

SVM subgroup
Sensitivity p = 0.913
Specificity p = 0.537

ANN subgroup
Sensitivity p = 0.062
Specificity p = 0.242

Continues on next page
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Summary Estimate
with 95% CI

p-value(s)

Sex

Males and
females

Sensitivity 0.745 (0.721 - 0.769)
Specificity 0.731 (0.701 - 0.760)

Only males
Sensitivity 0.688 (0.618 - 0.751) p = 0.176
Specificity 0.724 (0.660 - 0.781) p = 0.934

Mean FIQ
ASD

Sensitivity p = 0.456
Specificity p = 0.993

TD
Sensitivity p = 0.654
Specificity p = 0.567

FIQ

High- and
low-functioning

Sensitivity 0.728 (0.684 - 0.768)
Specificity 0.694 (0.635 - 0.747)

Only
high-functioning

Sensitivity 0.697 (0.642 - 0.746) p = 0.544
Specificity 0.724 (0.650 - 0.788) p = 0.501

Mean age
ASD

Sensitivity p = 0.386
Specificity p = 0.352

TD
Sensitivity p = 0.333
Specificity p = 0.196

Age
Under 18 y.o.

Sensitivity 0.767 (0.718 - 0.810)
Specificity 0.776 (0.730 - 0.816)

Under and
above 18 y.o.

Sensitivity 0.723 (0.695 - 0.750) p = 0.225
Specificity 0.705 (0.666 - 0.741) p = 0.020

Age (SVM)
Under 18 y.o.

Sensitivity 0.736 (0.663 - 0.798)
Specificity 0.762 (0.692 - 0.820)

Under and
above 18 y.o.

Sensitivity 0.733 (0.689 - 0.773) p = 0.790
Specificity 0.726 (0.658 - 0.785) p = 0.427

Database

ABIDE
Sensitivity 0.771 (0.732 - 0.806)
Specificity 0.772 (0.720 - 0.817)

ABIDE I
preprocessed

Sensitivity 0.720 (0.690 - 0.749) p = 0.046*
Specificity 0.721 (0.685 - 0.755) p = 0.130*

ABIDE I +
ABIDE II

Sensitivity 0.692 (0.658 - 0.724)
p = 0.043*;
p = 0.631**

Specificity 0.733 (0.684 - 0.777)
p = 0.447*;
p = 0.630**

Continues on next page
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Summary Estimate
with 95% CI

p-value(s)

Database
(only SVM)

ABIDE
Sensitivity 0.752 (0.687 - 0.807)
Specificity 0.763 (0.663 - 0.840)

ABIDE I
preprocessed

Sensitivity 0.760 (0.707 - 0.805) p = 0.756
Specificity 0.764 (0.706 - 0.814) p = 0.731

ABIDE
(any) x
others

ABIDE (any)
Sensitivity 0.732 (0.711 - 0.752)
Specificity 0.741 (0.716 - 0.765)

Others
Sensitivity 0.818 (0.734 - 0.881) p = 0.024
Specificity 0.830 (0.725 - 0.900) p = 0.045

Data type
Only rs-fMRI

Sensitivity 0.728 (0.706 - 0.748)
Specificity 0.739 (0.713 - 0.764)

rs-fMRI + other
data types

Sensitivity 0.847 (0.785 - 0.894) p = 0.002
Specificity 0.810 (0.741 - 0.863) p = 0.047

Atlas

AAL116
Sensitivity 0.777 (0.737 - 0.812)
Specificity 0.782 (0.728 - 0.829)

AAL90
Sensitivity 0.692 (0.614 - 0.760) p = 0.054’
Specificity 0.749 (0.687 - 0.801) p = 0.397’

CC200
Sensitivity 0.680 (0.654 - 0.704)

p = 0.001’;
p = 0.560”

Specificity 0.644 (0.607 - 0.679)
p < 0.001’;
p = 0.001”

Number of
ROIs

Overall
Sensitivity p = 0.043
Specificity p = 0.018

SVM subgroup
Sensitivity p = 0.029
Specificity p = 0.089

ANN subgroup
Sensitivity p = 0.557
Specificity p = 0.016

Feature

PC
Sensitivity 0.689 (0.668 - 0.709)
Specificity 0.683 (0.643 - 0.721)

PC(z)
Sensitivity 0.767 (0.713 - 0.813) p = 0.001𝑥

Specificity 0.810 (0.756 - 0.854) p < 0.001𝑥

Other
Sensitivity 0.735 (0.706 - 0.762)

p = 0.031𝑥;
p = 0.173𝑦

Specificity 0.747 (0.710 - 0.780)
p = 0.024𝑥;
p = 0.072𝑦

Continues on next page
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Summary Estimate
with 95% CI

p-value(s)

Low RoB
One

Sensitivity 0.751 (0.720 - 0.780)
Specificity 0.784 (0.755 - 0.811)

Two
Sensitivity 0.719 (0.694 - 0.744) p = 0.236
Specificity 0.696 (0.659 - 0.730) p < 0.001

RoB of the
index test

Low
Sensitivity 0.721 (0.696 - 0.744)
Specificity 0.699 (0.662 - 0.733)

Unclear
Sensitivity 0.805 (0.761 - 0.842) p = 0.003𝑎

Specificity 0.813 (0.769 - 0.850) p < 0.001𝑎

High
Sensitivity 0.701 (0.663 - 0.735)

p = 0.373𝑎;
p = 0.001𝑏

Specificity 0.766 (0.732 - 0.798)
p = 0.011𝑎;
p = 0.127𝑏

RoB of the
index test
(split)

Low (temporal /
geographic)

Sensitivity 0.704 (0.673 - 0.733)
Specificity 0.679 (0.642 - 0.713)

Low
(split-sample)

Sensitivity 0.730 (0.691 - 0.765) p = 0.4511

Specificity 0.721 (0.651 - 0.782) p = 0.4411

Unclear
Sensitivity 0.805 (0.761 - 0.842)

p = 0.0051;
p = 0.0242

Specificity 0.813 (0.769 - 0.850)
p < 0.0011;
p = 0.0102

High
Sensitivity 0.701 (0.663 - 0.735)

p = 0.7151;
p = 0.2912;
p = 0.0013

Specificity 0.766 (0.732 - 0.798)
p = 0.0011;
p = 0.1482;
p = 0.1273

End of Table

* compared to ABIDE; ** compared to ABIDE I preprocessed; ’ compared to AAL116;
” compared to AAL90; 𝑥 compared to PC; 𝑦 compared to PC(z); 𝑎 compared to low; 𝑏

compared to unclear; 1 compared to low (temporal/geographic); 2 compared to low
(split-sample); 3 compared to unclear.
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APPENDIX B – Results from the sensitivity
analysis for the adulthood threshold

Summary Estimate
with 95% CI

p-value(s)

Age (18)
Under 18 y.o.

Sensitivity 0.767 (0.718 - 0.810)
Specificity 0.776 (0.730 - 0.816)

Under and
above 18 y.o.

Sensitivity 0.723 (0.695 - 0.750) p = 0.225
Specificity 0.705 (0.666 - 0.741) p = 0.020

Age (19)
Under 19 y.o.

Sensitivity 0.776 (0.728 - 0.817)
Specificity 0.781 (0.738 - 0.818)

Under and
above 19 y.o.

Sensitivity 0.723 (0.695 - 0.750) p = 0.102
Specificity 0.705 (0.666 - 0.741) p = 0.009

Age (20)
Under 20 y.o.

Sensitivity 0.768 (0.726 - 0.806)
Specificity 0.787 (0.751 - 0.819)

Under and
above 20 y.o.

Sensitivity 0.723 (0.695 - 0.750) p = 0.103
Specificity 0.705 (0.666 - 0.741) p = 0.002

Age (21)
Under 21 y.o.

Sensitivity 0.768 (0.726 - 0.806)
Specificity 0.787 (0.751 - 0.819)

Under and
above 21 y.o.

Sensitivity 0.723 (0.695 - 0.750) p = 0.103
Specificity 0.705 (0.666 - 0.741) p = 0.002

Age (18 -
SVM)

Under 18 y.o.
Sensitivity 0.736 (0.663 - 0.798)
Specificity 0.762 (0.692 - 0.820)

Under and
above 18 y.o.

Sensitivity 0.733 (0.689 - 0.773) p = 0.790
Specificity 0.726 (0.658 - 0.785) p = 0.427

Age (19 -
SVM)

Under 19 y.o.
Sensitivity 0.758 (0.688 - 0.817)
Specificity 0.776 (0.715 - 0.827)

Under and
above 19 y.o.

Sensitivity 0.733 (0.689 - 0.773) p = 0.811
Specificity 0.726 (0.658 - 0.785) p = 0.250

Age (20 -
SVM)

Under 20 y.o.
Sensitivity 0.763 (0.702 - 0.815)
Specificity 0.778 (0.727 - 0.822)

Under and
above 20 y.o.

Sensitivity 0.733 (0.689 - 0.773) p = 0.659
Specificity 0.726 (0.658 - 0.785) p = 0.186

Continues on next page
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Summary Estimate
with 95% CI

p-value(s)

Age (21 -
SVM)

Under 21 y.o.
Sensitivity 0.763 (0.702 - 0.815)
Specificity 0.778 (0.727 - 0.822)

Under and
above 21 y.o.

Sensitivity 0.733 (0.689 - 0.773) p = 0.659
Specificity 0.726 (0.658 - 0.785) p = 0.186

End of Table
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APPENDIX C – Results from the sensitivity
analysis including three more articles

Summary Estimate
with 95% CI

p-value(s)

Overall
Sensitivity 0.737 (0.717 - 0.756)
Specificity 0.750 (0.727 - 0.772)

Type of ML
technique

SVM
Sensitivity 0.766 (0.734 - 0.794)
Specificity 0.776 (0.739 - 0.809)

ANN
Sensitivity 0.684 (0.650 - 0.715) p = 0.001
Specificity 0.702 (0.662 - 0.739) p = 0.006

Sub-type
(SVM)

L-SVM
Sensitivity 0.739 (0.702 - 0.772)
Specificity 0.775 (0.733 - 0.812)

SVM - other
Sensitivity 0.802 (0.743 - 0.850) p = 0.134
Specificity 0.769 (0.696 - 0.830) p = 0.678

Sample size
Overall

Sensitivity p = 0.005
Specificity p < 0.001

SVM subgroup
Sensitivity p = 0.125
Specificity p = 0.001

Year of
publication

Overall
Sensitivity p = 0.193
Specificity p = 0.288

SVM subgroup
Sensitivity p = 0.740
Specificity p = 0.613

Sex

Males and
females

Sensitivity 0.741 (0.717 - 0.764)
Specificity 0.735 (0.705 - 0.762)

Only males
Sensitivity 0.688 (0.618 - 0.751) p = 0.211
Specificity 0.724 (0.660 - 0.781) p = 0.881

FIQ

High- and
low-functioning

Sensitivity 0.724 (0.681 - 0.764)
Specificity 0.696 (0.639 - 0.748)

Only
high-functioning

Sensitivity 0.697 (0.642 - 0.746) p = 0.618
Specificity 0.724 (0.650 - 0.788) p = 0.520

Mean age
ASD

Sensitivity p = 0.464
Specificity p = 0.332

TD
Sensitivity p = 0.409
Specificity p = 0.181

Continues on next page
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Summary Estimate
with 95% CI

p-value(s)

Age
Under 18 y.o.

Sensitivity 0.767 (0.718 - 0.810)
Specificity 0.776 (0.730 - 0.816)

Under and
above 18 y.o.

Sensitivity 0.719 (0.691 - 0.744) p = 0.161
Specificity 0.712 (0.675 - 0.746) p = 0.032

Database

ABIDE
Sensitivity 0.762 (0.724 - 0.796)
Specificity 0.776 (0.729 - 0.816)

ABIDE I
preprocessed

Sensitivity 0.720 (0.690 - 0.749) p = 0.097*
Specificity 0.721 (0.685 - 0.755) p = 0.072*

ABIDE I +
ABIDE II

Sensitivity 0.692 (0.658 - 0.724) p = 0.087*
Specificity 0.733 (0.684 - 0.777) p = 0.345*

Database
(only SVM)

ABIDE
Sensitivity 0.761 (0.698 - 0.815)
Specificity 0.767 (0.676 - 0.838)

ABIDE I
preprocessed

Sensitivity 0.760 (0.707 - 0.805) p = 0.920
Specificity 0.764 (0.706 - 0.814) p = 0.815

ABIDE
(any) x
others

ABIDE (any)
Sensitivity 0.730 (0.710 - 0.750)
Specificity 0.744 (0.720 - 0.767)

Others
Sensitivity 0.818 (0.734 - 0.881) p = 0.022
Specificity 0.830 (0.725 - 0.900) p = 0.049

Data type
Only rs-fMRI

Sensitivity 0.726 (0.705 - 0.746)
Specificity 0.742 (0.717 - 0.766)

rs-fMRI + other
data types

Sensitivity 0.847 (0.785 - 0.894) p = 0.002
Specificity 0.810 (0.741 - 0.863) p = 0.057

Atlas

AAL116
Sensitivity 0.780 (0.741 - 0.814)
Specificity 0.784 (0.731 - 0.829)

AAL90
Sensitivity 0.692 (0.614 - 0.760) p = 0.045’
Specificity 0.749 (0.687 - 0.801) p = 0.375’

CC200
Sensitivity 0.680 (0.654 - 0.704) p < 0.001’
Specificity 0.644 (0.607 - 0.679) p < 0.001’

Number of
ROIs

Overall
Sensitivity p = 0.027
Specificity p = 0.019

SVM subgroup
Sensitivity p = 0.028
Specificity p = 0.085

Continues on next page
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Summary Estimate
with 95% CI

p-value(s)

Feature

PC
Sensitivity 0.689 (0.668 - 0.709)
Specificity 0.683 (0.643 - 0.721)

PC(z)
Sensitivity 0.757 (0.703 - 0.805) p = 0.004𝑥

Specificity 0.808 (0.756 - 0.850) p < 0.001𝑥

Other
Sensitivity 0.734 (0.706 - 0.760)

p = 0.032𝑥;
p = 0.298𝑦

Specificity 0.751 (0.717 - 0.783)
p = 0.014𝑥;
p = 0.087𝑦

Low RoB
One

Sensitivity 0.748 (0.718 - 0.776)
Specificity 0.786 (0.758 - 0.811)

Two
Sensitivity 0.719 (0.694 - 0.744) p = 0.306
Specificity 0.696 (0.659 - 0.730) p < 0.001

RoB of the
index test

Low
Sensitivity 0.721 (0.696 - 0.744)
Specificity 0.699 (0.662 - 0.733)

Unclear
Sensitivity 0.799 (0.757 - 0.835) p = 0.005𝑎

Specificity 0.812 (0.772 - 0.847) p < 0.001𝑎

High
Sensitivity 0.697 (0.659 - 0.731)

p = 0.278𝑎;
p = 0.001𝑏

Specificity 0.767 (0.734 - 0.797)
p = 0.009𝑎;
p = 0.107𝑏

RoB of the
index test
(split)

Low (temporal /
geographic)

Sensitivity 0.704 (0.673 - 0.733)
Specificity 0.679 (0.642 - 0.713)

Low
(split-sample)

Sensitivity 0.730 (0.691 - 0.765)
Specificity 0.721 (0.651 - 0.782)

Unclear
Sensitivity 0.799 (0.757 - 0.835)

p = 0.0081;
p = 0.0362

Specificity 0.812 (0.772 - 0.847)
p < 0.0011;
p = 0.0072

High
Sensitivity 0.697 (0.659 - 0.731)

p = 0.5911;
p = 0.2272;
p = 0.0013

Specificity 0.767 (0.734 - 0.797)
p = 0.0011;
p = 0.1352;
p = 0.1073

End of Table
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* compared to ABIDE; ’ compared to AAL116; 𝑥 compared to PC; 𝑦 compared to
PC(z); 𝑎 compared to low; 𝑏 compared to unclear; 1 compared to low
(temporal/geographic); 2 compared to low (split-sample); 3 compared to unclear.
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