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ABSTRACT. A new method for constructing first-passage-time probability density func­
tions is outlined. This rests on the possibility of constructing the transition p.dJ. of a 
new diffusion process in terms of a preassigned transition p.d.f. without making use of the 
classical space-time transformations of the Kolmogorov equation [8]. A few examples are 
finally discussed. 

l. INTRODUCTION 

It has often been pointed out that first-passage-time probability density functions 
(p.d.f.'s) play an essential role for the stochastic description of the behaviour of various 
biologica! systems (see, for instance, [1], [2], [9] and references therein). However, apart 
from a few special cases no closed form expressions are available in the literature. A trial 
to construct first-passage-time p.d.f. 's for diffusion processes and constant boundaries was 
made in [3] by reversing the approach: instead of assigning the process and then try to 
de termine the first-passage-time p.d.f. the question was raised whether a diffusion process 
exists that admits of a given function as first-passage-time p.d.f. through some boundary. 
If yes, the infinitesimal moments of this process could be found. 

In the present paper we give some preliminary results use of which can be made to 
construct first-passage-time p.d.f. 's by a tota!ly different procedure and a few examples 
are discussed. It should be remarked explicitly that the procedure followed by us is also 
fundamentally different from that consisting of generating new first-passage-time p.d.f. 's 
from those already known via the space-time transformations of [8]. 

2. CONSTRUCTING THE PROBABILITY DENSITIES 

Let {Y(t); t ~ O} be a time-homogeneous one dimensionaI diffusion process of drift 
Ql(X) and infinitesimal variance Q2(X) defined in I = (rl, r2) with P{Y(O) = xo} = 1. 
Furthermore, let us denote by 

~(X, t I xo) = p{Y(t) < x IY(O) = xo} (2.la) 
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the transition distribution of Y(t), by 

o
<p(x, t I xo) = ox ~(x, t Ixo) (2.1b) 

the transition p.dJ. and by 

T={inff~o{t: Y(t»SIY(O)=xo}, xo<S 
(2.1c) 

inft~o {t : Y(t) < S IY(O) = xo}, xo > S 

and 

p(S, t I xo) = &t
o 

P{T ~ t} (2.1d) 

the first-passage-time of Y(t) through S (S :j:. xo) and its p.d.f.. The probability n(s Ixo) 
of ultimate crossing is then given by 

1000n(s Ixo) = dt peS, t I xo). (2.1e) 

We ask whether a diffusion process X(t) exists which is defined in I and such that its 
transition p.d.f. f(x, t I xo) is obtained from <p( x, t I xo) as follows: 

f(x, t Ixo) = k(x) h(xo) <p(x, t I xo) (2.2) 

with k and h suitable functions. 

Theorem 1. The function f(x, t Ixo) defined by (2.2) satisfies Kolmogorov equation 

(2.3) 

Fokker-Planck equation 

(2.4) 

and the delta initial condition 

Hm f(x, t I xo) =6(x - xo) (2.5)
fl0 

if 

i) k(x) =[h(x)]-l = R + Q J1: dz exp { -2 J~ de ::~~~}; (2.6) 

.;;) A ( ) ( ) + 1 dk( x) ()
•• l X = al x k(x) ~ a2 x j (2.7) 

iii) A2(x) =a2(x)j (2.8) 
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where k(x) is a continuous function that does not change sign in I. 

Proof. By hypothesis tjJ(x, t Ixo) is solution ofKolmogorov and Fokker-Planck equations 

(2.9) 

atjJ a 1 a2tjJ 

8t = - axo [O:l(X)tjJ] +'2 axa [0:2(X)tjJ]. (2.10) 


Substituting (2.2) in (2.3) and making use of (2.9) we obtain: 

[ 1 A2(XO) d2h(xo) A1(xo) dh(xo)] A..( I ) [A2(XO) dh(xo)- + x, t Xo +
2 h(xo) dx~ h(xo) dxo 

'f' 
h(xo) dxo 

A () ( )] atjJ(x, t Ixo) 1 [A () ()] a2tjJ( x, t I xo) O+ l Xo - 0:1 Xo {} + -2 2 Xo - 0:2 Xo a 2 =,
Xo Xo 

the equality to zero of the right-hand-side being implied by (2.6) - (2.8). Similarly, 
substituting (2.2) in (2.4) and recalling (2.10) we have: 

[! d2 A2(x) _ dAl(x) + ....!.... dk(x) dA2(x) ~....!.... dk(x) Al(X) _ ! d20:2(x) 
2 dx2 dx k(x) dx dx k(x) dx 2 dx2 

A2(X) _1_ d2k(x) d0:2(X)] A..( t I ) [dA2(X) _ A ( ) _ d0:2(x)
+ 2 k(x) dx2 + dx 'f' x, Xo + dx l X dx 

_1_ dk(x) A ( ) ( )] atjJ(x, t I xo) 1. [A ( ) _ ()] a2tjJ(x, t Ixo) =O
+ k(x) dx 2 X + 0:1 X ax + 2 2 X 0:2 X ax2 ' 

which is an identity due to (2.6) - (2.8). It is finally trivial to see that condition (2.5) is 
also satisfied by tjJ(x,t Ixo). 

Remar k 1. In order that k( x) > O or k( x) < O for alI x E I at least one of the boundaries 
of I must be attractive [7] for Y(t). 

Remark 2. A boundary ri (i =1,2) is non attracting for X(t) iff li~_r; K(x) =O. 

Theorem 2. Let X(t) be a one dimensionaI time-homogeneous diffusion process defined 
in 1= (rl, r2) and Iet Al(X) and A2 (x) given by (2.7) and (2.8) be its drift and infinitesimal 
variance, respectively, with k(t) keeping the same sign in I. Then 

~ g(S, t I xo) = k(xo) p(S, t I xo) (2.11) 

and 
k(S)

P(S I xo) = k(xo) II(S I xo) (2.12) 

where the left-hand-sides of (2.11) and (2.12) denote first-passage-time p.d.f. and proba­.. 
bility of ultimate crossing through S for X(t) conditional upon X(O) =Xo. 

377 



Proof. As is well known, g(8, t I xo) satisfies 

f(x,t I xo) = lo' dr g(8,r I xo) f(x,t - r 18) (xo < 8 ~ x or Xo > 8 ~ x). (2.13) 

Since the transition p.dJ. of X(t) is given by (2.2) with k and h given by (2.6), Eq. (2.13) 
reads: 

t k(xo)
<p(x, t I xo) = lo dr k(8) g(8, r Ixo) <p(x, t - r 18) 

=lo' dr p(8,r I xo) <p(x, t - r I8) (xo < 8 ~ x or Xo > S ~ x). (2.14) 

Relation (2.11) thus follows. By integrating both sides of (2.11) on t between O and +00, 
relation (2.12) finally follows. 

3. EXAMPLES 

a) Let Y(t) be a Wiener process with drift ct'l(X) = Il and infinitesimal variance 
ct'2(X) = 0"2 defined in I =(-00,+00). Then: 

l [(x - Xo - Ilt)2]
<p(x, t I xo) = ~ exp - 2 2 (3.1) 

O" 27rt O" t 

(8 t I ) - IS - xo I . [_ (8 - Xo - pt)2] (3.2)P , Xo - 0")2 7r t3 exp 20'2 t 

l, 8> Xo, Il > Oor 8 < Xo, Il < O 
{n(8 I xo) = (3.3) 

exp[2p(8- xO)/0"2], 8 < Xo, Il> Oor 8 > xo, Il < O. 

As is well known, none of the boundaries ±oo is attracting if Il = O. Recalling Remark 
1 the case p = O will hence be discarded so that Theorem 1 provides a necessary and 
sufficient condition. Drift and infinitesimal variance of X(t) are then given by 

A - B exp( -2px/ 0"2)( ) Al X = P ---~~-.;..-:­ (AB> 0, p :f: O)
A+ Bexp(-2Ilx/0"2) (3.4) 

A 2 (x) = 0"2 

and we have: 
21lX)k(x) =A + Bexp ( --;2 (AB> O, Il :f: O). (3.5) 

Since ±oo are natural attracting boundaries for X(t), from (2.2) and (3.1) we then obtain: 

l A +Bexp(-2/-lx/0"2) [(X-xo-llt)2]
f (x, t I)Xo = ~ exp - ., 

O"y27rt A+ Bexp(-2Ilxo/0"2) 2O'2t 

(AB> 0, Il :f: O). (3.6) 
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Note that for A =Band J.t =u2 = l the process X(t) identifies with that discussed in [5] 
and [6]. Recalling (3.2), (3.3) and (3.5) and making use of (2.11) the function g(S, t I xo) 
and n(S I xo) can be obtained. In particular, the following closed-form result follows: 

( ) IS - Xo I A + B exp(-2p,x/u2) [-'--(S_-----::xo~-......:p,-t.r.......)2]
g S, t I Xo = exp -­
u J21rt 3 A + Bexp(-2p,xo/u2) 2u2t 

(AB> O, p, ~ O). (3.7) 

b) Let Y(t) be such that Ql(X) = bx (b E lR) and Q2(X) = u2 and let I = (-00, +00). 
Then: 

l [ (x - Mt)2]
4J(x,t I xo) = ~ exp - 2Vi (3.8) 

with Mt = xoexp(bt) and vt = u2[exp(2bt) -1]/2b. The boundary ±oo are attracting 
iff b > O. Hence, the case b ~ O will not considered hereafter so that Theorem 1 again 
provides a necessary and sufficient condition for (2.2) to be the transition p.d.f. of X(t) 
having drift and infinitesimal variance given by 

exp(-bx2 /(2) 
Al (x) = bx + 2 u B {i;- (h) (- IA I~ B ~ I A I. b > O) 

7r A + B Erf V bx / u (3.9) 

where: 
2 IX ~ 

Er f(x) = .Ji lo dy e-Y • (3.10) 

Since 

k(x) =A + B Erf (; v'b) (- I A I:::; B ~I A I. b > O) (3.11) 

and since for - I A I~ B ~I A I, b > O the boundaries ±oo are natural, from (2.2) and 
(3.9) we obtain: 

1 A+BErf(..fix/u) '[. (X-Mt)2]f (x,t I)Xo = exp -~-....;..;.... 
J27rVi A + B Erf(..fi xo/u) 2 vt 

(- IA I:::; B ~ IA I. b > O). (3.12) 

From the known result 

(3.13) 

for Y(t), the following closed form result for X(t) can be seen to follow:l ' 
A Mt u2 exp(-M? /2 Vi) (- IA I~ B ~I A I, b> O). (3.14)geO, t Ixo) = J21r V? A + B Erf(..fixo/u) 
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From (3.14) one has P(O I ~o) = 1 iff A = B and ~o < O or A = -B and Xo > O. We 
conclude by stating without proof the Laplace transform g>..(S I xo) of g(S, t I xo) and the 
probability of ultimate crossing P(S I~o) for X(t) may be explicitly obtained in terms of 
the corresponding functions p>..(S I xo) and II(S I xo) for Y(t). 

c) Let Y (t) be the lognormal process characterized by infinitesimal moments al (x) = 
m x (m E ~) and a2(x) = 0"2~2 and defined in I =(O, +00). As is well known [9] one has: 

( I ) - 1 {[ln(x/xo)-(m-cr2/2)t]2}
lj.J x, t Xo - ~ exp - 2 2 (3.15)

cr~v27rt O" t 

( I ) _ Iln(S/~o) I {[ln(s/~o) - (m - cr2/2) tl 2}
P S, t Xo - ~ exp - 2 2 (3.16) 

O" V 2 7r t3 cr t 

l, S> xo, m> cr2 /2 or S < xo, m < cr2 /2
{ 

lII(S I ~o) = (3.17) 
(S/~o)2mlq -1, S < ~o, m > 0"2/2 or S > xo, m < cr2 /2. 

From Remark 1 we see that we must take m =P cr2 /2 to construct X(t). In this case, indeed, 
the boundaries of I are both natural and one of them is attracting so that Theorem 1 
provides a necessary and sufficient condition. The infinitesimal moments of X(t) are then 

_ ~ [A m + B (0"2 - m) ~-2m/ql+l] . 

A1(x) - A + B x-2mlQl+l (3.18) 

A2(x) = cr2x2. 

Since 

(3.19) 

one has: 

{ [ln(x/xo) - (m - cr2/2)t] 2} 
exp - 2 cr2 t 

( AB > O, m =P ~2). (3.20) 

Again, closed form results for g(S, t I ~o) and II(S I ~o) can now be obtained if AB > O 
and m #- cr2/2 (in which case both O and +00 are natural attracting boundaries). In 
particular, the following closed-form results follow: 

(3.21) 
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II(S I xc) = 	 (3.22) 

S < Xc, m> (J'2/2 or S > xo,m < (J'2/2. 

Note that, differently from the process considered in b), the process X(t) constructed 
in c) 	may also be obtained from the process having infinitesimal moments (3.4) via an 
exponential transformation of the space variable after setting J.t =m - (J'2/2. 
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