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Abstract

This paper presents a novel method to count peo-

ple for video surveillance applications. The problem

is faced by establishing a mapping between some scene

features and the number of people. Moreover, the pro-

posed technique takes specifically into account prob-

lems due to perspective.

In the experimental evaluation, the method has been

compared with respect to the algorithm by Albiol et

al., which provided the highest performance at the

PETS 2009 contest on people counting, using the same

datasets. The results confirm that the proposed method

improves the accuracy, while retaining the robustness of

Albiol’s algorithm.

1 Introduction

The estimation of the number of people present in

an area can be an extremely useful information both

for security/safety reasons (for instance, an anomalous

change in number of persons could be the cause or

the effect of a dangerous event) and for economic pur-

poses (for instance, optimizing the schedule of a pub-

lic transportation system on the basis of the number

of passengers). Hence, several works in the fields of

video analysis and intelligent video surveillance have

addressed this task. The problem of people counting

has been faced using two different approaches. In the

direct approach (also called detection-based), people

in the scene are first individually detected, using some

form of segmentation and object detection, and then

counted. In the indirect approach (also called map-

based or measurement-based), instead, counting is per-

formed using the measurement of some feature that

does not require the separate detection of each person

in the scene. The indirect approach is considered to be

more robust, since the correct segmentation of people in

the scene is by itself a complex problem that cannot be

solved reliably, especially in crowded conditions.

Recent examples of the direct approach are [13], [4],

[14], [15] and [17]. For the indirect approach, recent

methods have proposed, among the others, the use of

measurements such as the amount of moving pixels [5],

blob size [8], fractal dimension [10] or other features

[12], [11]. A recent method following the indirect ap-

proach has been proposed by Albiol et al. in [2]. This

method has been submitted to the PETS 2009 contest

on people counting, and has obtained the best perfor-

mance among the contest participants. In Albiol’s pa-

per, the authors propose the use of corner points as fea-

tures. Namely, corner points are found using a vari-

ant of the popular Harris corner detector [7]. The num-

ber of people is estimated from the number of moving

corner points assuming a direct proportionality relation,

with a constant factor determined using a frame of the

video sequence. Although the assumptions underlying

Albiol’s paper may appear rather simplistic, the method

has proven to be quite more robust than more sophisti-

cated competitors. However, the accuracy it can attain

is limited by the fact that it does not take into account

problems like the instability of the Harris corner detec-

tor or the need of a perspective correction.

In this paper we propose a method that, while retain-

ing the overall simplicity and the robustness of Albiol’s

approach, tries to provide a more accurate estimation of

the count by considering also these factors.

2 The proposed method

The approach we propose in this paper is conceptu-

ally similar to the one by Albiol et al. [2], but introduces

several changes to overcome some limitations of that

method. The first problem that is addressed is the sta-

bility of the detected corner points. The points found by

the Harris corner detector are strongly dependent on the

perceived scale of the considered object: the same ob-
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(a)

(b)

Figure 1. The effect of perspective on the

number of detected interest points.

ject, even in the same pose, will have different detected

corners if its image is acquired from different distances.

This can cause problems in at least two different con-

ditions. First, the observed scene contains groups of

people whose distance from the camera is very differ-

ent: in this case it is not possible to use a simple pro-

portionality to estimate the number of people, since the

average number of corner points per person is differ-

ent between close people and far people. Second, the

observed scene contains people walking on a direction

that has a significant component orthogonal to the im-

age plane, i.e. they are coming closer to the camera or

getting farther from it: in this case the number of corner

points for these people is changing even if the number

of people remains constant.

To mitigate this problem we have chosen to adopt the

SURF algorithm proposed by H. Bay et al. in 2006 [3].

SURF is inspired by the SIFT scale-invariant descriptor

[9], but replaces the Gaussian-based filters of SIFT with

filters that use the Haar wavelets, which are significantly

faster to compute. The interest points found by SURF

are much more independent of scale (and hence of dis-

tance from camera) than the ones provided by Harris

detector. They are also independent of rotation, which

is important for the stability of the points located on the

arms and on the legs of the people in the scene.

As proposed in [8], the interest points associated to

people are extracted in two steps. First, we determine

all the SURF points within the frame under analysis.

Then, we prune the points not associated to persons by

taking into account their motion information. In par-

ticular, for each detected point we estimate the motion

vector with respect to the previous frame by using a

block-matching technique and prune those points with

a null motion vector.

In addition to the use of SURF features, we also ex-

plicitly estimate the distance of people from the camera

in order to account for the effects of perspective, which

causes that the farther the person is from the camera, the

fewer are the detected interest points. An example of the

occurrence of this effect is shown in Figure 1 where a

very different number of points is associated to the same

person (9 versus 30 points in (a) and (b)) depending on

the distance from the camera.

To perform this task, we first partition the detected

points into groups corresponding to different groups of

people. This can be treated as a clustering problem.

However, the faced clustering problem is characterized

by the fact that we do not have any a priori knowledge

about the number and the shape of the clusters to be

found. This depends on the fact that people can ap-

pear in different positions in the scene and can be ag-

gregated in many different ways. In this situation more

commonly used clustering methods (such as k-means)

could not have been applied because they require the

user to provide either the number of desired clusters or

a threshold on cluster diameter or on inter-cluster dis-

tance. As observed in [16], the clustering algorithms

based on graph theory are well suited to face cluster-

ing problems where no assumptions can be made about

the clusters. In particular, we adopted the technique pre-

sented in [6], since (differently from other algorithms in

the graph-based clustering family) it requires no param-

eters to be tuned or adapted to the particular application.

Once the detected points are divided into clusters,

the distance of each cluster from the camera is derived

from the position of the bottom points of the cluster ap-

plying an Inverse Perspective Mapping (IPM). The IPM

is based on the assumption that the bottom points of the

cluster lie on the ground plane. It has to be noted that

the latter is a correct assumption when the clustering al-

gorithm provides groups constituted by single persons

or by persons close to each other and at the same dis-

tance from the camera (as an example, see the box 1 in

Figure 1.a): in these cases, the error in the estimation of
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the distance of the people from the camera is negligible.

Conversely, when several persons at different distances

from the camera are aggregated in a single cluster, the

distance estimation error can be significant (see the box

1 in Figure 1.b). Nevertheless, even if the estimation

for clusters formed by people at different distances may

be inaccurate, it is still an improvement over the use

of a global estimate based on all the detected points in

the scene, as in Albiol et al.’s method. The inverse per-

spective matrix can be derived by calibration, using the

images of several persons located at different distances

from the camera and assuming that they have an average

height.

Another limitation of the Albiol’s approach ad-

dressed by our method is that the relation between the

number of detected points and the number of people

can have a form that is more complex than a simple di-

rect proportionality, especially if we take into account

the distance from the camera. So we have chosen to

learn this relation by using a trainable function estima-

tor. More precisely, we have used a variation of the

Support Vector Machine known as ǫ-Support Vector Re-

gressor (ǫ-SVR for short) as our function estimator. The

ǫ-SVR receives as its inputs the number of points of a

cluster and the distance, and is trained (using a set of

training frames) to output the estimated number of peo-

ple in the cluster. The ǫ-SVR is able to learn a non linear

relation and shows a good generalization ability.

As with the Albiol’s method, the output count is

passed through a low-pass filter to smooth out oscilla-

tions due to image noise.

3 Experimental Results

The performance of the proposed method have been

assessed using the PETS2009 dataset [1]. The dataset

is organized in four sections, but we focused our at-

tention only on the section named S1 that was used

to benchmark algorithms for the “Person Count and

Density Estimation” PETS2009 contest. In our ex-

periments we used the same set of sequences adopted

in PET2009, namely View 1 of the S1.L1.13-57,

S1.L1.13-59, S1.L2.14-06 and S1.L3.14-17 sequences

(hereinafter, the above sequences will be named V1,

V2, V3 and V4, respectively). For all the sequences we

calculated the number of people in each whole frame.

In order to use the proposed system for people count-

ing we had to firstly train the ǫ-SVR regressor. The

training set was built by collecting some samples of

people groups from a subset (about 5%) of the test

frames. For each selected box we calculated the fea-

ture vector and the associated ground truth, i.e. the true

number of persons that are inside the box. Samples

were carefully selected in order to guarantee that all the

possible combinations in terms of number of persons

in the group and distance from the camera were ade-

quately represented in the training set. Testing has been

carried out by comparing the actual number of people

in the video sequences and the number of people calcu-

lated by the algorithm. The indices used to report the

performance are the Mean Absolute Error (MAE) and

the Mean Relative Error (MRE) defined as:

MAE =
1

N
·

N∑

i=1

|G(i) − T (i)| (1)

MRE =
1

N
·

N∑

i=1

|G(i) − T (i)|

T (i)
(2)

where N is the number of frames of the test sequence

and G(i) and T (i) are the guessed and the true number

of persons in the i-th frame, respectively.

The MAE index is the same performance index used

also to compare the performance of the algorithms that

participated to the PETS2009 contest. This index is

very useful to quantify the error in the estimation of the

number of person which are in the focus of the camera,

but it does not relate this error to the number of peo-

ple; in fact, the same absolute error can be considered

negligible if the number of persons in the scene is high

while it becomes significant if the number of person is

of the same order of magnitude. For this reason, we in-

troduced also the MRE index which takes into account

the estimation error related to the true people number.

In the Table 1 the performance of the proposed

method on the adopted dataset is reported together with

that of the Albiol’s method. The motivation behind the

choice of comparing our technique with respect to the

Albiol’s method is twofold: firstly, this method pro-

vided the best results on the PETS 2009 contest on peo-

ple counting and, secondly, it constitutes the base from

which we started for the definition of our method. It

is worth noting that also the Albiol’s method requires

a training procedure for determining the optimal value

of the interest points per person ratio. This value was

determined by minimizing the MAE on the same set of

frames already used for training our method.

From the results reported in Table 1 it is evident that

the proposed method always outperforms Albiol’s tech-

nique with respect to both MAE and MRE performance

indices. However, in order to highlight the improve-

ment introduced by the proposed method, we have also

reported in Table 2 the relative improvements with re-

spect to the performance of the algorithm by Albiol et

al. The results reported in Table 2 highlight that the

proposed method reduces in most cases the estimation
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Performance index MAE/MRE

Sequence Albiol Our method

V1 2.80 / 12.6% 1.20 / 5.81%

V2 3.86 / 24.9% 1.39 / 11.0%

V3 5.14 / 26.1% 5.12 / 21.8%

V4 2.64 / 14.0% 1.92 / 9.6%

Table 1. Performance comparison.

Performance Video sequence

index V1 V2 V3 V4

MAE 57.2% 64.0% 0.4% 27.2%

MRE 53.9% 55.9% 16.5% 31.4%

Table 2. Relative improvements.

error of more than 30%, both in terms of absolute and

relative errors. The only exception is represented by

the results obtained on the challenging S1.L2.14-06 se-

quence where the improvement obtained using the pro-

posed method is lower than in the remaining cases.

The last remark regards the computational require-

ments. The Albiol’s algorithm and the proposed one are

both characterized by the fact that the computing time

is mostly spent for detecting the interest points. This is

due to the need of analyzing all the pixels of the image;

the remaining steps employ only a small ratio of the

total computing time, experimentally estimated below

1%. Repeated runs of both the algorithms confirmed

comparable running times; 4CIF videos are processed

at a rate of 25 frames per second on a Xeon 3GHz.

4 Conclusions

In this paper, we have proposed a novel method for

counting moving people in a video surveillance scene.

The method has been experimentally compared with the

algorithm by Albiol et al. that was the winner of the

PETS 2009 contest on people counting, highlighting the

effectiveness of its enhancements. The experimentation

on the PETS 2009 database has confirmed that the pro-

posed method is in several cases more accurate than

Albiol’s but retains comparable robustness and com-

putational requirements that are considered the greatest

strengths of the latter. As a future work, a more exten-

sive experimentation will be performed, adding other

algorithms to the comparison and enlarging the video

database to provide a better characterization of the ad-

vantages of the new algorithm.
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