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1. Introduction  

The energy crisis has become one of the most pressing environmental problems facing the world 
today [1]. The over-exploitation of non-renewable natural resources has led to its depletion and 
greenhouse effect [2], [3]. It has been discovered that the industrial sector is a major contributor to 
global energy consumption, with half of the total energy attributed to this sector [4]. Out of the total 
consumption, the manufacturing industries consumed the most energy. For example, in 2011, the 
Chinese industrial sector's energy consumption made up 70.82% of the country's total, in which 81.32% 
was attributed to the manufacturing companies [5]. It has also been found that out of the 31% of 
electricity consumption the manufacturing companies consumed 90% based on the United States’ 
annual energy consumption in 2012 [6]. This implies that the manufacturing companies urgently need 
to implement an effective production scheduling [7]–[9] and an efficient energy-saving system [10], in 
order to reduce energy consumption [11]–[13]. Scheduling and sequencing refer to a resource allocation 
system that requires efficient management [14], and one of the issues encountered during the process is 
the Energy-Efficient Hybrid Flow Shop Scheduling Problem (EEHFSP) [15]. 
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 The manufacturing sector consumes most of the global energy and had 
been in focus since the outbreak of the energy crisis. One of the proposed 
strategies to overcome this problem is to implement appropriate 
scheduling, such as Hybrid Flow Shop Scheduling. Therefore, this study 
aims to create a Hybrid Archimedes Optimization Algorithm (HAOA) for 
solving the Energy-Efficient Hybrid Flow Shop Scheduling Problem 
(EEHFSP). It is hoped that this helps to provide new insights into 
advanced HAOA methods for resolving the EEHFSP as the algorithm has 
the potential to be a more efficient alternative. In this study, three stages 
of EEHFSP were considered in the problem as well as a sequence-
dependent setup and removal times in the second stage. Experiments with 
three population variations and iterations were presented for testing the 
effect of HAOA parameters on energy consumption. Furthermore, ten job 
variations are also presented to evaluate the performance of the HAOA 
algorithm and the results showed that HAOA iteration and the population 
did not affect the removal and processing of energy consumption, but 
impacted that of setup and idle. The comparison of these ten cases revealed 
that the proposed HAOA produced the best total energy consumption 
(TEC) when compared to the other algorithms.  
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EEHFSP has been the subject of many studies that attempted to provide solutions for reducing 
energy consumption. Several studies have previously discussed this problem under two stages, including 
Schulz [16] which proposed a Genetic Algorithm (GA), and Du, et al. [17] which introduced Ant Colony 
Optimization (ACO) algorithm. Tao, et al. [18] also presented the Discrete Imperialist Competitive 
Algorithm in the two stages of EEHFSP. Furthermore, it has also been performed under three stages 
such as Zeng, et al. [19] which formulated Particle Swarm Optimization (PSO), and Liu, et al. [20] 
which  utilizeda mixed integer linear programming approach. It is important to note that several other 
techniques have been proposed to minimize energy consumption, such as shuffled frog-leaping [21], 
improved genetic [22], and imperialist competitive algorithms [23]. The various recent advanced 
procedures presented include improved iterated greedy algorithm [24], hybrid collaborative [25], and 
hybrid salp swarm [26]. These previous studies assumed the setup and removal times include processing 
time, indicating that the setup and removal time need to be considered when solving EEHFSP. 

It has been observed that the EEHFSP was designed for solving problems under 2 and 3 phases, 
while only a few have examined the sequence-dependent setup time in the aspect of three stages. 
Therefore, this study aims to develop the EEHFSP using Archimedes Optimization Algorithm (AOA), 
which is a novel algorithm recently designed for solving optimization problems. Hashim, et al. [27] 
designed this algorithm by replicating the Archimedes’ principles. Several engineering fields that have 
implemented AOA include design [28], forcasting [29], identification of fuel cell parameter [30], 
optimization prediction [31], and estimation [32]. Unfortunately, this AOA technique has never been 
used to solve scheduling problems, especially EEHFSP, thereby motivating scholars to investigate this 
problem. In this present study, the Hybrid Archimedes Optimization Algorithm (HAOA) is integrated 
with the Neighborhood Search (NS) procedure to solve the EEHFSP problem by considering the three 
stages of completing the n-job. The first and third stages were on a single machine while the second 
stage was on two homogeneous machines. The contributions of this study include (1) improving the 
special knowledge to overcome three-staged problems in EEHFSP by considering the sequence of 
dependent set up time, and (2) enriching the procedures for solving EEHFSP problems by proposing a 
novel HAOA.  

2. Methods 

2.1 The Proposed HAOA 

This section describes the proposed algorithm inspired by the Archimedes’ principles, which are 
integrated in the Neighborhood Search (NS) procedures. Archimedes' principle states that an object 
immersed in a liquid tends to experience an upward or buoyant force, which is equal to the weight of 
the liquid displaced by the object. This principle has been implemented by Hashim, et al. [27], in the 
optimization of AOA. Algorithm 1 presents the AOA pseudo-code, which includes population 
initiation, population evaluation, and parameter replacement. This AOA was combined with NS 
procedures in HAOA to improve its performance in each iteration. Furthermore, the performance was 
improved via NS procedures when searching for solution, as EEHFSP is a combinatorial problem. The 
Short Rank Value (SRV) principle was also proposed to convert the AOA position into a permutation 
sequence because the algorithm was designed to solve continuous problems. In this study, EEHFSP was 
classified as discrete, while the combinatorial was classified as an NP-hard problems. The following 
discussion outlines the complete steps in the proposed HAOA (Fig. 1). 
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2.1.1 The initiation of the position and the parameter of the algorithm 

The position of the object was initiated with equation (1), in which the 𝑖 − 𝑡ℎ object in a 𝑁 
population is denoted as 𝑂𝑖. The vector's upper and lower bounds are represented with 𝑢𝑏𝑖 and 𝑙𝑏𝑖. 
Each object has a vector length denoted as D, which is equal to the total job given. The Archimedes’ 
parameter was initiated by calculating the density initiation (𝑑𝑒𝑛) and volume (𝑣𝑜𝑙) using equation (2), 
where 𝑟𝑎𝑛𝑑 indicates the random number within [0, 1] range. Equation (3) models the acceleration 
initiation (𝑎𝑐𝑐) of the 𝑖 − 𝑡ℎ object. 

Algorithm 1 Pseudo-code Hybrid Archimedes Optimization Algorithm (HAOA) Initialization phase: 

Initialize the object's N population 
Initialize the object's parameters 𝑡𝑚𝑎𝑥, C1, C2, C3, dan C4 
Initialize random position, density, and volume objects population using equations (1), (2), and (3). 
Apply SRV to convert vector position Aquila to permutation job scheduling 
Determine the values for Total Energy Consumption (TEC) in each object 
Evaluate initial position and select one best fitness value based on minimal  TEC 

while (𝑡 ≤  𝑡𝑚𝑎𝑥) do 

for  object i=1,2...,N do 

Updated density and volume based on equation (4)  
Updated transfer and density decreasing factor 𝑇𝐹 and 𝑑 using equation (5) and (6) 

if  𝑇𝐹 ≤ 0.5 then (exploration phase) 

Updated acceleration using equation (7), normalize acceleration using equation (9), and updated 
position using equation (10) 

else (exploitation phase) 

Updated acceleration using equation (8), normalize acceleration using equation (9), updated 
direction flag F using equation (12), and update position using equation (11) 

end if 

end for 

evaluate each object and select one best fitness value based on minimal TEC 
select 𝑥𝑏𝑒𝑠𝑡, 𝑣𝑜𝑙𝑏𝑒𝑠𝑡, 𝑑𝑒𝑛𝑏𝑒𝑠𝑡, and 𝑐𝑏𝑒𝑠𝑡 
(apply swap rule) 

 for 𝑖 = 0.1 x 𝑗𝑜𝑏 𝑛𝑢𝑚𝑏𝑒𝑟 
  Perform swap on the best object  
  if (evaluate (𝑥𝑠𝑤𝑎𝑝) < evaluate (𝑥𝐴𝑂𝐴)) 
   𝑥𝑏𝑒𝑠𝑡 = 𝑥𝑠𝑤𝑎𝑝 
  end if 
 end for 

(apply flip rule) 
 do a flip operation on on the best object 
 for 𝑖 = 0.1 x 𝑗𝑜𝑏 𝑛𝑢𝑚𝑏𝑒𝑟 

 Perform flip on the best object  
  if (evaluate (𝑥𝑓𝑙𝑖𝑝) < evaluate (𝑥𝐴𝑂𝐴)) 
   𝑥𝑏𝑒𝑠𝑡 = 𝑥𝑓𝑙𝑖𝑝 
  end if 
 end for 

set 𝑡 = 𝑡 + 1 

end while 

return The Optimal solution 𝑥𝑏𝑒𝑠𝑡, 𝑣𝑜𝑙𝑏𝑒𝑠𝑡 , 𝑑𝑒𝑛𝑏𝑒𝑠𝑡 , and 𝑐𝑏𝑒𝑠𝑡 

Fig. 1.  Pseudo-code Hybrid Archimedes Optimization Algorithm (HAOA) Initialization phase 
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This phase illustrated the evaluation of the object's objective function in the initial population in 
order to select those with the best fitness values. The objective function of the EEHFSP problems was 
explained in the method section, specifically the mathematical model sub-section. Furthermore, the 
SRV principles was proposed for calculating the fitness value of each object by converting the AOA’s 
position to become a permutation sequence. After determining the fitness/objective function values, the 
𝑥𝑏𝑒𝑠𝑡, 𝑣𝑜𝑙𝑏𝑒𝑠𝑡, 𝑑𝑒𝑛𝑏𝑒𝑠𝑡, and 𝑐𝑏𝑒𝑠𝑡 were determined from the initiation stage. 

𝑂𝑖 = 𝑙𝑏𝑖 + 𝑟𝑎𝑛𝑑 × (𝑢𝑏𝑖 − 𝑙𝑏𝑖);    𝑖 = 1,2, … . , 𝑁        (1) 

𝑑𝑒𝑛𝑖 = 𝑟𝑎𝑛𝑑

𝑣𝑜𝑙𝑖 = 𝑟𝑎𝑛𝑑
   (2) 

𝑎𝑐𝑐𝑖 = 𝑙𝑏𝑖 + 𝑟𝑎𝑛𝑑 × (𝑢𝑏𝑖 + 𝑙𝑏𝑖)     (3) 

2.1.2 The implementation of Short Ranked Value (SRV)  

This scheduling for permutation sequence jobs was proposed using the SRV principle. It was observed 
that the vector length denoted as 𝐷 in each object was equal to the total number of jobs. The EEHFSP 
case was divided into three stages, in which the first and third contained the solutions for the job 
scheduling based on permutation sequence. Afterward, SRV principles were used to solve problems in 
the first and third stages. The “first come first serve” principle was proposed in the second stage by 
considering the finishing time in the first stage. Jobs completed in the first stage were prioritized in the 
second, in which two homogeneous machines were used. Consequently, the machine allocation at the 
second stage was determined by the lowest load. 

It was observed that the SRV principles changed the vector position into a job scheduling sequence 
to solve EEHFSP problems with the order of values for each object ranging from lowest to highest. Job 
completion was ranked last in the highest position vector, indicating that the lowest value gets priority 
for completion. According to Fig. 2a, the vector position of three among the four objects was randomly 
increased using equation (1) and was converted into job sequence permutation using SRV principles, as 
shown in Fig. 2. These principles were applied in each iteration when the object's location was changed 
until the maximum number of iterations was obtained. 

 

Fig. 2.  The application of SRV in conversion to job scheduling permutation 

2.1.3 Densities and volume updates  

In the next iteration (𝑡 + 1), the volume (𝑑𝑒𝑛𝑖
𝑡+1) and density (𝑣𝑜𝑙𝑖

𝑡+1) parameters of object 𝑖 are 
updated based on equation (4), where 𝑑𝑒𝑛𝑏𝑒𝑠𝑡 shows the best density in iteration 𝑡. 𝑣𝑜𝑙𝑏𝑒𝑠𝑡 was the best 
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volume in the object iteration 𝑡. Furthermore, a uniformly distributed random number with a range of 
[0,1] was denoted by 𝑟𝑎𝑛𝑑.  

 
𝑑𝑒𝑛𝑖

𝑡+1 = 𝑑𝑒𝑛𝑖
𝑡 + 𝑟𝑎𝑛𝑑 × (𝑑𝑒𝑛𝑏𝑒𝑠𝑡 − 𝑑𝑒𝑛𝑖

𝑡)

𝑣𝑜𝑙𝑖
𝑡+1 = 𝑣𝑜𝑙𝑖

𝑡 + 𝑟𝑎𝑛𝑑 × (𝑣𝑜𝑙𝑏𝑒𝑠𝑡 − 𝑣𝑜𝑙𝑖
𝑡)

   (4) 

2.1.4 Operator transfer and density factor  

Initially, the objects collide and after some time, a state of equilibrium was established. This was 
performed by the AOA algorithm using the transfer operator (𝑇𝐹) value, which changes the search from 
exploration to exploitation as modeled in equation (5). Furthermore, the transfer value of 𝑇𝐹 increases 
during iterations until it reaches 1. The number of iterations and the maximum number of iterations 
are determined by the variables 𝑡 and 𝑡𝑚𝑎𝑥.  

𝑇𝐹 = exp (
𝑡−𝑡𝑚𝑎𝑥

𝑡𝑚𝑎𝑥
)     (5) 

It was observed that AOA was affected by the factor of density decrease denoted as 𝑑, during the 
global to local search. The decrease of density during the next iteration is modeled by equation (6), in 
which 𝑑𝑡+1decreased as the iteration allowing convergence in the previously selected area increased. It 
should be pointed out that careful control of this variable ensures a balanced exploration and exploitation 
in AOA. 

 𝑑𝑡+1 = exp (
𝑡𝑚𝑎𝑥−𝑡

𝑡𝑚𝑎𝑥
) − (

𝑡

𝑡𝑚𝑎𝑥
)    (6) 

2.1.5 Exploration phase (collision between objects occurs)  

In this phase, when 𝑇𝐹≤ 0.5, the objects are expected to collide. Therefore, the material denoted as 
𝑚𝑟 was selected randomly and the object acceleration in the subsequent iteration (𝑎𝑐𝑐𝑖

𝑡+1) was updated 
based on equation (7). The density, volume, and acceleration of object 𝑖 on iteration 𝑡 + 1 are denoted 
as 𝑑𝑒𝑛𝑖

𝑡+1, 𝑣𝑜𝑙𝑖
𝑡+1, and 𝑎𝑐𝑐𝑖

𝑡+1respectively. Furthermore, the acceleration, density, and volume of the 
random object are notated as 𝑎𝑐𝑐𝑚𝑟, 𝑑𝑒𝑛𝑚𝑟, and 𝑣𝑜𝑙𝑚𝑟.  

 𝑎𝑐𝑐𝑖
𝑡+1 =

𝑑𝑒𝑛𝑚𝑟+𝑣𝑜𝑙𝑚𝑟×𝑎𝑐𝑐𝑚𝑟

𝑑𝑒𝑛𝑖
𝑡+1×𝑣𝑜𝑙𝑖

𝑡+1    (7) 

2.1.6 Exploitation phase (no collision between objects)  

In this phase, when 𝑇𝐹 >  0.5 , a collision between objects does not happen. Therefore, the 
acceleration formula in the subsequent iteration (𝑎𝑐𝑐𝑖

𝑡+1) of the object is shown in equation (8). Where 
the acceleration object is best, indicated by 𝑎𝑐𝑐𝑏𝑒𝑠𝑡 . 

 𝑎𝑐𝑐𝑖
𝑡+1 =

𝑑𝑒𝑛𝑏𝑒𝑠𝑡 +𝑣𝑜𝑙𝑏𝑒𝑠𝑡  ×𝑎𝑐𝑐𝑏𝑒𝑠𝑡 

𝑑𝑒𝑛𝑖
𝑡+1×𝑣𝑜𝑙𝑖

𝑡+1    (8) 

2.1.7 Normalize acceleration  

In this phase, the acceleration of each object in the subsequent iteration (𝑎𝑐𝑐𝑖
𝑡+1) was normalized 

based on equation (9). The normalization range variables are represented by 𝑢 and 𝑙, with each set at 0.9 
and 0.1. Furthermore, the acceleration value was set to the highest when object 𝑙 was far from the global 
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optimum, indicating that it is in the exploration stage, otherwise, the searching progresses to 
exploitation. This showed that the acceleration factor starts with a large value and decreases as the 
number of iterations increases. 

 𝑎𝑐𝑐𝑖−𝑛𝑜𝑟𝑚
𝑡+1 = 𝑢 ×

𝑎𝑐𝑐𝑖
𝑡+1−min (𝑎𝑐𝑐)

max (𝑎𝑐𝑐)−min (𝑎𝑐𝑐)
+ 𝑙   (9) 

2.1.8 Update position  

The update for the -th object for the subsequent iteration (𝑡 + 1) uses equation (10) when 𝑇𝐹 ≤

0.5 at the exploration phase. Here, 𝐶1 and 𝐶3 represents the constant which is equal to 2. However, the 
update for object position employs equation (11) when 𝑇𝐹 >  0.5 at the exploitation phase.  

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝐶1 × rand × 𝑎𝑐𝑐𝑖−𝑛𝑜𝑟𝑚
𝑡+1 × d × (𝑥𝑟𝑎𝑛𝑑 − 𝑥𝑖

𝑡)       (10) 

𝑥𝑖
𝑡+1 = 𝑥𝑏𝑒𝑠𝑡

𝑡 + 𝐹 × 𝐶2 × 𝑟𝑎𝑛𝑑 × 𝑎𝑐𝑐𝑖−𝑛𝑜𝑟𝑚
𝑡+1 × 𝑑 × (𝑇 × 𝑥𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡)  (11) 

where 𝐶2 represent the constant variable that is equal to 6. It was observed that the value of the variable 
increases as the iteration, and it is proportional to the increase in operator transfer TF. The 𝑇 value is 
modeled as 𝐶3  ×  𝑇𝐹 and the value ranges from [𝐶3  ×  0,3, 1]. The 𝐹  value is modeled based on 
equation (12). 

 
𝐹 = {

+1     𝑖𝑓  𝑃 ≤ 0.5

−1   𝑖𝑓   𝑃 > 0.5

where 𝑃 = 2 × 𝑟𝑎𝑛𝑑 − 𝐶4

   (12) 

2.1.9 Neighborhood Search and evaluation  

The two proposed neighborhood search strategies used for improving the performance of the AOA 
algorithm include flip and swap rules. Fig. 3 shows an illustration of a swap for an object with a 3-
dimensional vector, in which two-position vectors are selected at random and then swapped between 
the selected vectors. The flip technique was also performed by reversing the order of a random selection 
between 2 position vectors. Fig. 4 depicts an illustration of a flip rule with three vector dimensions, 
where each iteration 𝑡, swap rule, and flip was repeated in 0.1 𝑥 𝑗𝑜𝑏 𝑛𝑢𝑚𝑏𝑒𝑟. It was observed that the 
SRV procedure converts a new position vector from the neighborhood search each time these two rules 
are applied. Afterward, the objective function/fitness of the EEHFSP problem was calculated in order 
to compare it with the previous solution, to observe whether the neighborhood search result solution 
was possibly better than the one obtained. In this scenario, the fitness value/objective function and the 
neighborhood search result position vector are stored, but when the solution is not better, the previous 
solution is retained. For each evaluation, the 𝑥𝑏𝑒𝑠𝑡 , 𝑣𝑜𝑙𝑏𝑒𝑠𝑡, 𝑑𝑒𝑛𝑏𝑒𝑠𝑡, and 𝑐𝑏𝑒𝑠𝑡 values were selected. 

 

Fig. 3.  The illustration of swap in the neighborhood procedure 

4.21 5.14 3.24

Apply Swipe rule 3.24 5.14 4.21

Initial Vector Position Object
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Fig. 4.  The illustration of flip in the neighborhood procedure 

2.2 Definition of problems, notations, and mathematical models 

The EEHFSP was quite difficult to solve in situations where three stages are required to complete 
n-jobs. In this scenario, stages 1 and 3 are on one machine, while stage 2 involved two identical machines. 
Fig. 5 shows an illustration of the EEHFSP problem at each stage, in which several assumptions need 
to be fulfilled, namely (1) This problem consists of three stages with one engine in stages 1 and 3, and 
two machines in stage 2. (2) Machine 1 and engine 2 in stage 2 have identical characteristics. (3) The 
initial setup time of each machine is fixed and deterministic. (4) Job setup time in stage 2 is sequence-
dependent. (5) At 𝑡 =  0, all machines are available and are shut down after the last job has been 
completed. (6) Each job was started and completed without interruption. (7) The transfer time was 
ignored, and (8) Setting time differs from processing time. 

To simplify the model, the notations that are used in the mathematical modeling of EEHFSP was 
employed. The following are the notations used, 

Index 

𝑖 : index job  
𝑘 : index machine  
𝑗 : index stage  

Variables and parameters 

𝑚  : the number of stages 
𝑛  : the number of jobs to be completed 
𝑇𝐸𝐶  : Total Energy Consumption  
𝐸𝐵  : the total energy consumption processing 
𝐸𝑆𝑇1  : the total energy consumption during initial setup 
𝐸𝑆𝑇2 : the total energy consumption setup 
𝑀𝑗  : the number of parallel machines at the 𝑗-th stage 
𝑃𝑖𝑗𝑘  : processing time of job 𝑖 at stage 𝑗 with machine 𝑘  
𝑁𝑗𝑘  : the number of the job with machine 𝑘 at the stage 𝑗 
𝑆𝑖𝑗𝑘   : the starting time of job 𝑖 at stage 𝑗 with machine 𝑘  
𝑆𝑇𝑗𝑘  : the initial set up time of the machine 𝑘 at stage 𝑗  
𝑆𝑇2(𝑖,𝑖+1)𝑗𝑘 : the setup time of job 𝑖 and 𝑖 + 1 at stage 𝑗 with machine 𝑘 
𝐶𝑖𝑗𝑘  : the completion time of job 𝑖 at stage 𝑗 with machine 𝑘  
𝑅𝑖𝑗𝑘  : the removal time of job 𝑖 at stage 𝑗 with machine 𝑘  
𝐼𝑗𝑘  : idle time stage 𝑗 with machine 𝑘  
𝐸𝐼𝑗𝑘  : the energy consumption during idle at stage 𝑗 with machine 𝑘  

4.21 5.14 3.24

Apply Flip rule 5.14 4.21 3.24

Initial Vector Position Object
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𝐸𝑖𝑗𝑘  : the energy consumption during the processing of job 𝑖 at stage 𝑗 with machine 𝑘  
𝐸𝑅𝑗𝑘 : the energy consumption during removal at stage 𝑗 with machine 𝑘  
𝐸𝑆𝑇1𝑗𝑘 : the energy consumption during initial setup at stage 𝑗 with machine 𝑘 
𝐸𝑆𝑇2𝑗𝑘 : the energy consumption during setup at stage 𝑗 with machine 𝑘 
 

 

Fig. 5.  The illustration of the three-staged EEHFSP 

The objective function was to minimize the consumption of energy (TEC). The mathematical model 
is further elaborated in the following discussion.  

𝑚𝑖𝑛 𝑇𝐸𝐶 = 𝐸𝐵 + 𝐸𝑆𝑇1 + 𝐸𝑆𝑇2 + 𝐸𝑅 + 𝐸𝐼  (13) 

Subject to: 

𝐶𝑖𝑗𝑘 ≤ 𝑆𝑖(𝑗+1)𝑟    𝑖 = 1,2 … 𝑛, 𝑗 = 1,2 … 𝑚, 𝑘 = 1,2 … 𝑀𝑗, 𝑟 = 1,2 … 𝑀𝑗+1   (14) 

𝐶𝑖𝑗𝑘 ≤ 𝑆𝑖𝑗𝑘 + 𝑆𝑇𝑗𝑘 +  𝑃𝑖𝑗𝑘 +  𝑆𝑇2(𝑖,𝑖+1)𝑗𝑘 + 𝑅𝑖𝑗𝑘  𝑖 = 1,2 … 𝑛, 𝑗 = 1,2 … 𝑚, 𝑘 = 1,2 … 𝑀𝑗 () 

𝐶ℎ𝑗𝑘𝑗𝑘 ≤ 𝑆(ℎ+1)𝑗𝑘 𝑗𝑘   𝑗 = 1,2 … 𝑚, 𝑘 = 1,2 … 𝑀𝑗, ℎ = 1,2 … 𝑁𝑗𝑘 − 1   () 

∑ 𝑌𝑖𝑗𝑘 = 1           𝑖 = 1,2,3 … 𝑛, 𝑗 = 1,2,3 … 𝑘
𝑀𝑗

𝑘=1
          () 

∑ 𝑁𝑗𝑘 = 𝑛           𝑗 = 1,2,3 … 𝑘
𝑀𝑗

𝑘=1
  () 

𝐸𝐵 =  ∑ ∑ ∑ 𝐸𝑖𝑗𝑘

𝑁𝑗𝑘

𝑖=1

𝑀𝑗

𝑘=1
𝑚
𝑗=1        () 

𝐸𝐼 =  ∑ ∑ ∑ 𝐸𝐼𝑗𝑘(𝑆(ℎ+1)𝑗𝑘𝑗𝑘

𝑁𝑗𝑘−1

𝑖=1

𝑀𝑗

𝑘=1
𝑚
𝑗=1 − 𝐶ℎ𝑗𝑘𝑗𝑘)                                      () 

𝐸𝑆𝑇1 =  ∑ ∑ 𝐸𝑆𝑇1𝑗𝑘

𝑀𝑗

𝑘=1
𝑚
𝑗=1   () 

𝐸𝑆𝑇2 =  ∑ ∑ 𝐸𝑆𝑇2𝑗𝑘

𝑀𝑗

𝑘=1
𝑚
𝑗=1   () 

𝐸𝑅 =  ∑ ∑ 𝐸𝑅𝑗𝑘

𝑀𝑗

𝑘=1
𝑚
𝑗=1    () 

The formulation of the TEC minimization objective function in the EEHFSP problem is shown in 
equation (13). Constraint (14) ensures that the job has been processed in the previous stage before being 
processed at stage 𝑗 + 1. Constraint (15) illustrates that the job completion time in the previous stage 
is considered, as well as the initial setup time for each job, processing time, and removal time. 
Furthermore, constraint (16) shows that when the machine completes a job, it is positioned to do the 
next, and constraint (17) models that each job is only processed on 1 machine in each phase, where 

Machine 1

Machine 1

Machine 2

Machine 1

Stage 1 Stage 2 Stage 3
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variable 𝑌𝑖𝑗𝑘 represents a binary number 0 and 1. At each stage of the job to be processed, n is formulated 
in Constraint (18), and the TEC are modeled in equations (19) to (23). 

2.3 Experimental Setting 

There were twenty-seven jobs that were completed in the EEHFSP problems, and their processing 
and removal times were presented in Table 1. Furthermore, the setup times from the i-th to the i + 1 
jobs at the second stage is performed, while the initial setup time and energy data at each stage for each 
time measurement were presented in Table 2. The three experimental levels for each iteration parameter 
and the population used include 100, 200, and 500. These parameter variations were used to test the 
energy consumption component to minimize TEC. 

The comparison with other variants of the algorithm was also presented and the algorithms used 
were PSO [19], GA [16], and ACO [17]. A total of 9 variants of problems that were randomly generated 
were employed based on the uniform distribution range [1.8, 12.3] for the processing time. Furthermore, 
the removal time was generated following the random integer principle with the range of [1,3], and the 
setup time data from the i-th to the i + 1 jobs at the second stage were generated from the range of 
[0,32]. All experiments were conducted using the MATLAB application. 

Table 1.  Processing and removal time 

Job 
ProcessingTime  Removal Time 

stage 1 stage 2 stage 3 stage 1 stage 2 stage 3 

1 7.2 6.5 10 0 2 0 
2 6 6.5 8.3 0 2 0 
3 7.2 12.3 10 0 1 0 
4 7.2 12.3 10 0 1 0 
5 3.6 12.3 5 0 1 0 
6 7.2 7.3 10 0 1 0 
7 3.6 7.3 5 0 1 0 
8 7.2 6.3 10 0 2 0 
9 7.2 6.3 10 0 2 0 
10 7.2 6.1 10 0 2 0 
11 7.2 6.1 10 0 2 0 
12 2.4 6.1 3.3 0 2 0 
13 7.2 12 10 0 3 0 
14 7.2 12 10 0 3 0 
15 7.2 12 10 0 3 0 
16 2.4 12 3.3 0 3 0 
17 7.2 5.3 10 0 3 0 
18 7.2 5.3 10 0 3 0 
19 7.2 9.4 10 0 2 0 
20 7.2 9.4 10 0 2 0 
21 3.6 9.4 5 0 2 0 
22 7.2 7.5 10 0 1 0 
23 7.2 7.5 10 0 1 0 
24 1.8 7.5 2.5 0 1 0 
25 7.2 8.2 10 0 2 0 
26 7.2 8.2 10 0 2 0 
27 6.6 8.2 9.2 0 2 0 
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Table 2.  Initial setup time and data for energy in each stage for each time measurement 

 Stage 1 Stage  2 Stage  3 
Intial setup 2 7 10 

Energy Consumption Intial setup 0.07 0.4 0.3 
Setup Energy Consumption for job i 0.07 0.4 0.3 

Processing Energy Consumption 0.25 2 1.8 
Removal Energy Consumption 0 0.4 0 

Idle Energy Consumption 0.025 0.02 0.18 

3. Results and Discussion 

3.1 TEC optimization employing HAOA 

The results of optimizing energy consumption using the proposed HAOA algorithm are presented 
in Table 3. It was observed that when the population and iterations used to solve the EEHFSP problem 
are small, such as 100 populations and iterations respectively, the resulting total energy consumption 
was huge, and when it was in the medium with about 200 populations and iterations respectively, the 
total energy consumption produced was better than the one previously performed. Meanwhile, when 
they are large with about 500 populations and iterations respectively, the resulting total energy 
consumption was minimal. These results showed that as the population and the iterations applied to 
HAOA increases, the TEC level becomes low. 

Table 3.  The results from the optimization of energy consumption with HAOA 

Population Iteration TEC EB EST1+EST2 ER EI 

100 
100 1,042.28 917.18 92.34 20.80 11.960 
200 1,039.50 917.18 92.74 20.80 8.784 
500 1,037.92 917.18 91.54 20.80 8.400 

200 
100 1,035.95 917.18 88.74 20.80 9.228 
200 1,031.38 917.18 84.54 20.80 8.860 
500 1,028.78 917.18 83.14 20.80 7.662 

500 
100 1,029.02 917.18 83.94 20.80 7.096 
200 1,019.48 917.18 75.94 20.80 5.556 
500 1,016.30 917.18 73.14 20.80 5.182 

 

Furthermore, the experimental results of iteration variations and the HAOA population also show 
the energy consumption for each parameter, which include processing energy consumption (EB), 
removal (𝐸𝑅 ), setup (𝐸𝑆𝑇1 + 𝐸𝑆𝑇2 ), and idle (𝐸𝐼 ). It was observed that the value of energy 
consumption for processing and remedial was constant, indicating that the iteration and population 
variations do not affect the 𝐸𝑅 and 𝐸𝐵, as they were constant in each variation of the experiment. 
However, setup and idle energy consumptions decreased as the HAOA iteration and population 
increased, which indicated that 𝐸𝑆𝑇1 + 𝐸𝑆𝑇2  and 𝐸𝐼  have a significant effect on total energy 
consumption. This is the reason decision makers need to focus on handling setup and idle times in order 
to minimize total energy consumption. 
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3.2 Comparison of algorithms 

In Table 4, the results of comparing the HAOA algorithm with GA, PSO, and ACO were presented 
and they were ordered from the smallest job problem, which is20, to the largest being100 jobs. The 
experiment illustrated that all algorithms produced similar solutions when the jobs were within the 
range of 20 to 25, but for 27 to 30 jobs, the HAOA and GA algorithms produced better solutions than 
the PSO and ACO. In the range of 50 to 100, the HAOA produced better TEC solutions compared to 
PSO, GA, and ACO. It was observed that the HAOA generally showed the best result with the most 
negligible TEC value when solving 10 variants of the job case. 

Table 4.  The results of the experiment on parameter variations on the consumption of energy 

Job Case GA PSO ACO HAOA 

20 477.78 477.78 477.78 477.78 

25 744.85 744.85 744.85 744.85 

27 1016.3 1.019,48 1.019,48 1016.3 

30 796.48 815.12 815.79 796.48 

50 1547.05 1538.93 1542.99 1531.4 

60 1725.89 1739.43 1732.66 1725.6 

70 2028.61 2030.03 2029.32 2025.6 

80 2262.72 2277.5 2270.11 2253.1 

90 2609.62 2599.2 2604.41 2568.5 

100 2835.13 2856.13 2845.63 2830.8 

4. Conclusions 

This study proposed the HAOA for solving EEHFSP problems by considering the dependent, setup, 
and removal times. The solution for EEHFSP were considered under the three stages and the 
optimization results showed that the HAOA iteration and population do not affect the energy 
consumption during processing and removal, but has an effect during setup and idle. It was also observed 
in the comparison with other algorithm variants that HAOA produced more reliable solutions than the 
PSO, GA, and ACO. Therefore, it is recommended that the HAOA need be developed to solve multi-
objective EEHFSP problems in the future. 
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