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A B S T R A C T

The local approach has been successful in evaluating the brittle fracture probability of nuclear
pressure vessel steels by establishing a link between microstructural defects and the macroscopic
fracture behaviour. The evaluation of fracture probabilities relies on the applied stress on the
smallest representative elementary volume. A proper description of the stress heterogeneities
in polycrystals helps refine the prediction. The current work investigates the effect of carbon
macro-segregation in heavy forgings and demonstrates a workflow combining crystal plasticity
with the Microstructure Informed Brittle Fracture (MIBF) local approach model in fracture
toughness prediction. The microstructural and mechanical properties of low alloy steels with
different segregation levels were evaluated. A dislocation-density based crystal plasticity model
which contains carbide strengthening contribution was identified and applied for modelling
microstructure influence on local stress distributions. Results show that the microstructural
evolution observed at high carbon levels has a significant influence on local stress distributions,
which in turn affects the fracture toughness. The simulation results also demonstrate that, with
proper input of microstructural information, the MIBF model is capable to predict the shift of
the brittle-to-ductile transition zone with the variation of carbon and alloying elements and
gives insights about factors affecting the resistance of materials.

. Introduction

The embrittlement of reactor pressure vessel (RPV) steel has long been a concern of the nuclear industry. Fracture initiation is
enerally considered to occur on small defects nucleated on carbides. During the heavy forging fabrication process, macro-segregated
reas of carbon, alloy elements and impurities are observed and could not be removed completely. These chemical heterogeneities
an lead to significant variations in fracture toughness in the Ductile to Brittle Transition (DBT) regime [1,2].

Large scatter in measured brittle fracture toughness values is observed owing to the complexity of the microstructure. The
evelopment of the ‘local approach’ to fracture made it possible to establish a link between fracture toughness and local brittle
racture initiators [3–5]. A more recent review can be found in [6]. By introducing a notion of probability, the local approach
rovides physical explanations for the scatter of fracture toughness. The original version of the well known Beremin model attributes
he scatter and specimen size effect in fracture toughness measurements to the distribution of carbide sizes. Following this work, most
ocal approach models rely on carbides as crack initiators. Other microstructural sources causing scatter have also been discussed
n literature, such as lath packets boundaries, cluster of manganese sulphide (MnS) inclusions [7–11] or the random distribution of
he locations of cleavage sites [12].
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Nomenclature

Acronyms

𝐵𝐶𝐶 Body Centred Cubic
𝐷𝐵𝑇 Ductile to Brittle Transition
𝐸𝐵𝑆𝐷 Electron Backscatter Diffraction
𝐹𝐹𝑇 Fast Fourier Transform
𝐻𝑍 Hard Zone
𝑀𝐼𝐵𝐹 Microstructure Informed Brittle Fracture
𝑅𝐸𝑉 Representative Elementary Volume
𝑅𝑃𝑉 Reactor Pressure Vessel
𝑆𝑍 Soft Zone

Greek characters

𝛽𝑚 Scale parameter of Weibull distribution (stress)
𝛼𝑠 Average obstacle strength on system 𝑠
𝛼𝑐𝑎𝑟𝑏 Shape parameter of Weibull distribution (carbide size distribution)
𝛼𝑚 Shape parameter of Weibull distribution (stress)
𝛽𝑐𝑎𝑟𝑏 Scale parameter of Weibull distribution (carbide size distribution)
𝛥𝐺0 Reference slip activation energy
�̇�𝑠𝑑𝑖𝑠 Dislocation density rate
�̇�𝑠 Slip rate of system 𝑠
�̇�𝑠𝑑𝑟𝑎𝑔 Jog-drag driven slip rate
�̇�𝑠𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 Lattice friction driven slip rate
�̇�0 Reference shear rate
𝜂 Stress triaxiality
𝛾𝑐𝑎𝑟𝑏 Location parameter of Weibull distribution (carbide size distribution)
𝛾𝑓 Effective fracture surface energy
𝛾𝑚 Location parameter of Weibull distribution (stress)
𝛬𝑠 Dislocation mean free path
𝜆𝑠 Average obstacle spacing
⟨

𝜎𝑉0𝐼
⟩

Average maximum principal stress applied on each 𝑉0
𝜇 Shear modulus
𝜇300𝐾 Shear modulus at 300 K
𝜌𝑠𝑚 Mobile dislocation density
𝜌𝑠𝑐𝑎𝑟𝑏 Carbide density
𝜌𝑠𝑑𝑖𝑠 Dislocation density
𝜌𝑠𝑜𝑏𝑠 Total obstacle density
𝜌𝑠𝑟𝑒𝑓 Reference forest dislocation density
𝜎𝑐 Critical fracture stress
𝜏𝑠 Resolved shear stress
𝜏𝑠𝑐 Critical resolved shear stress
𝜏𝑠𝐻𝑃 Hall–Petch effect induced stress
𝜏𝑠𝐿𝑇 Line tension induced stress
𝜏𝑠𝑠𝑒𝑙𝑓 Self-interaction induced stress
𝜏0 Critical resolved shear stress of Fe single crystal
𝜏𝑠𝑒𝑓𝑓 Effective shear stress

Latin characters

⟨𝑃1⟩ Average maximum principal stress
𝑃1 Maximum principal stress

The original Beremin model calculates fracture probabilities based on a representative elementary volume (REV) which contains
t least one crack initiation site. The stress value in the REV used for evaluation is taken to be constant. The heterogeneous nature of
ocal stress distribution has been neglected. Recently, crystal plasticity based approaches have been introduced to the probabilistic
2
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�̇�∼ 𝑝 Rate of the plastic deformation gradient
𝑭∼ Deformation gradient tensor
𝑭∼ 𝑒 Elastic part of the deformation gradient tensor
𝑭∼ 𝑝 Plastic part of the deformation gradient tensor
𝑳∼ 𝑝 Plastic velocity gradient tensor
𝑴∼ Mandel stress tensor
𝑵∼ Schmid tensor
𝑺∼ Piola–Kirchhoff stress tensor
𝒎 Slip direction vector
𝒏 Normal vector to the slip plane
𝑎𝑠𝑗 Effective interaction coefficients between slip system 𝑠 and 𝑗
𝑎𝑠𝑗𝑟𝑒𝑓 Reference interaction coefficients between slip system 𝑠 and 𝑗
𝑎𝑐𝑎𝑟𝑏 Carbide strengthening coefficient
𝑏 The norm of Burgers vector
𝑑𝑔𝑟𝑎𝑖𝑛 Average grain size
𝐸 Young’s modulus
𝑓𝐻𝑍 Fraction of hard zone
𝐻 Frequency factor
𝐾 Hall–Petch constant
𝑘 Boltzmann constant
𝑘𝑚 Constant describing the evolution of 𝛽𝑚
𝐾𝑜𝑏𝑠 Constant adjusting contribution from obstacles to mean free path
𝐾𝑠𝑒𝑙𝑓 Constant adjusting contribution from self interactions to mean free path
𝑙𝑐 Minimum length of a screw dislocation segment
𝑙𝑠𝑠𝑐 Average length of screw dislocation segments
𝑛 Rate sensitivity power
𝑛𝑐 Carbide density
𝑃 (𝑃1 < 𝜎1) Probability to find 𝑃1 lower than a given value 𝜎1
𝑃 (𝜎∗ > 𝜎𝑐 (𝑟)) Failure probability induced by a carbide
𝑃 (𝑐𝑎𝑟𝑏) Failure probability induced by all carbides
𝑃 (𝑉0) Failure probability of an elementary volume
𝑃𝑓 Global cleavage failure probability
𝑞𝑚 Constant describing the evolution of 𝛾𝑚
𝑟 Carbide size (radius)
𝑇 Temperature
𝑇0 Master Curve Reference Temperature
𝑣 Poisson’s ratio
𝑦𝑠 Critical distance for dislocation annihilation
𝑦𝑠𝑑𝑟𝑎𝑔 Critical distance for dislocation annihilation in the drag regime (high temperature)

modelling of brittle fracture [13–18]. The constant stress value in the REV used by the original Beremin model is then replaced by
a stress distribution function evaluated by crystal plasticity. This approach allows the integration of multiple microstructural factors
into the prediction in a physical way, such as crystallographic orientations, grain size effects and irradiation effects [19].

One of the objectives of the current work is to investigate the stress localization in steels with different carbon contents. Another
bjective is to present a workflow for identifying and applying a dislocation density based crystal plasticity model using the FFT
olver AMITEX_FFTP1 in the prediction of brittle fracture. The paper is structured as follows: a brief introduction of materials used
or studying the segregation effect is given in Section 2. Observations of microstructures are also recalled. Results of tensile tests
ombined with image-based measurement are described in Section 2.3. The crystal plasticity model used for the current study and
he parameter calibration process are presented in Section 3. The simulation results of macroscopic fracture toughness are given in
ection 4 and compared to experimental data.

1 https://amitexfftp.github.io/AMITEX/index.html.
3
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Fig. 1. Grain morphology measured by EBSD for each material (300 μm × 225 μm). The colours represent Euler angles.

Table 1
Chemical compositions of the three model alloys (wt%) [20].

Material C S P Si Mn Ni Cr Mo Cu Al N

0.38%C 0.376 0.0048 0.008 0.265 1.626 0.891 0.142 0.580 0.002 0.023 0.0085
0.29%C 0.292 0.0029 0.006 0.236 1.512 0.839 0.132 0.540 0.002 0.018 0.0057
0.19%C 0.189 0.0013 0.004 0.188 1.386 0.764 0.122 0.484 <0.001 0.02 0.0026

Table 2
Carbide characteristics and grain size.

Model alloys Zone 𝑓𝐻𝑍 % Nb of carbides Nb of carbides/μm2 𝑀2𝐶 portion Grain size 𝐷𝑒𝑞 (μm)

0.38%C Hard 22 6207 1.60 3.0
Soft 3293 0.85 3.9

Weighted average 1.01 0.11 3.0

0.29%C Hard 6 5471 1.41 2.9
Soft 1997 0.51 4.5

Weighted average 0.57 0.075 3.5

0.19%C Hard 4 6183 1.59 2.8
Soft 1736 0.45 4.4

Weighted average 0.49 0.065 5.4

2. Materials and macroscopic mechanical properties

2.1. Chemical compositions

To investigate the macro-segregation of carbon in large forgings, three synthetic alloys were made by Framatome [20]. The
chemical compositions of these three alloys are shown in Table 1. These three materials were named after their carbon content
(wt%) in the current work whose values are 0.38%, 0.29% and 0.19% in weight, respectively. Variations of other chemical elements
could also be noticed. These characteristic compositions were determined by taking into account co-segregations that occur in the
actual macro-segregated zones.

2.2. Microstructures and carbide distributions

Scanning electron micrographs of polished and etched samples were used to quantitatively determine the statistics of carbides as
presented in Table 2. Heterogeneous segregation areas of a few hundred micrometres wide have been identified in these materials.
The micro-segregated zones show higher indentation hardness which are denoted as hard zones. The carbide number density of
each material is a weighted average based on the hard–soft zone ratio. Different types of carbides are found in these materials.
About 90% carbides are Fe3C cementite precipitates which mainly exist in intergranular positions and are of large size. It is thus
reasonable to assume that Fe3C only contributes to the fracture and not to the hardening. The smaller carbides of type 𝑀2𝐶 found
in intragranular positions are assumed to be the only contributor for precipitation strengthening. The proportion of 𝑀2𝐶 in the total
population of carbides are estimated thanks to Thermocalc calculation which is added in the table. 𝐷𝑒𝑞 is the equivalent diameter of
grains. More details can also be found in [21]. The average grain sizes are measured by EBSD and calculated with weighted average
based on the hard–soft zone ratio.

The EBSD maps of these 3 materials are shown in Fig. 1. It can be noticed that smaller packets and blocks are found in 0.38%C
material. This observation is in accordance with the work of Morito et al. [22]. The microstructure might have changed from upper
bainite to lower bainite or martensite for higher carbon content.
4
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Fig. 2. Tensile specimen and Bridgman correction.

2.3. Mechanical properties determined by tensile tests

Tensile tests were performed at room temperature, the ductile–brittle transition reference temperature 𝑇0 and 2 temperatures
around 𝑇0 for each material. This reference temperature was determined by the multi-temperature method given by ASTM
E1921 [23]. For 0.19%C material, 𝑇0 = −123 °C and the testing temperatures are −110 °C, −130 °C, −150 °C and 20 °C. For 0.29%C
and 0.38%C materials, 𝑇0 = −75 °C and the corresponding testing temperatures are −50 °C, −70 °C, −90 °C and 20 °C. The Master
curves with fracture toughness data of these 3 materials are reproduced in Appendix. More details about the ductile to brittle
transition temperature and fracture toughness tests can also be found in [21]. All of the tensile tests were conducted at strain rate
10−4 s−1.

Axisymmetric smooth tensile specimens have been used to perform tensile tests whose geometry is shown in Fig. 2. All of these
tensile specimens were extracted from the halves of tested Charpy specimens. These Charpy specimens have a reduced thickness of
5mm instead of 10mm. Their exact dimensions are as follows: 5×10×55mm. The conventional experimental setup using a longitudinal
clip-on extensometer was used to obtain the true stress–strain relationship up to the onset of necking. In order to obtain the true
stress–strain information afterwards, the cross-section reduction was also measured for the post-necking part with image-based
approaches as shown in Fig. 2. With the onset of necking, non-uniform deformation begins. The stress state in the cross-section
turns out to be a non-uniform triaxial stress field. Thus, the Bridgman correction was applied to compute the stress in the minimum
cross-section of the specimen.

The true stress–strain curves for the three materials are plotted in Fig. 3a–c. The evolution of the yield strength as a function of
temperature is presented in (d). Highest yield strength can be observed for the material with 0.38%C.

2.4. Determination of triaxiality loading condition

Fracture toughness tests are usually conducted with pre-cracked compact tension (CT) specimens. Performing crystal plasticity
simulations under the stress triaxiality level at crack fronts of CT specimens is of great interest to reproduce the actual local stress
states. The stress triaxiality is defined by 𝜂 = 𝜎𝑚

𝜎𝑒𝑞
, where 𝜎𝑚 is the hydrostatic stress and 𝜎𝑒𝑞 is the Von Mises equivalent stress. 𝜂

was measured through post-processing with CT simulations. Using the numerical results presented in [21], the stress field in each
element produced by finite element calculations can be obtained. The evolution of triaxiality was calculated in the element that
has the greatest maximum principal stress (P1). The element with the greatest P1 stress does not always remain in the first layer of
elements to the crack tip. The difference is shown in Fig. 4b–d. So it will be more suitable to calculate the triaxiality by tracking the
element presenting the greatest P1 stress as the fracture is assumed to depend on it. The range of experimentally measured crack
mouth opening distance (CMOD) at fracture collected from all the specimens under the same testing condition is marked with dashed
lines in Fig. 4b–d. The average triaxiality value is then calculated using data within this interval. An average triaxiality is obtained
for each material following this procedure. For simplicity, an approximated value 𝜂 = 2.15 is taken as the triaxiality condition in
the following crystal plasticity calculations for the three materials. In addition, the largest P1 stress detected in elements within the
fracture CMOD interval is around 2240–2490MPa for 0.38%C, 1870–2170MPa for 0.29%C and 1790–2200MPa for 0.19%C.
5
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Fig. 3. (a)(b)(c) Stress–strain curves with Bridgman correction (dots) and identified elasto-plastic law (line) (see [21]). (d) yield strength evolution.

3. Crystal plasticity model and identification

3.1. Constitutive equations

A simplified version without the irradiation effect of Monnet’s model [19] is used for the current study. The constitutive laws
took into account dislocation density evolution, grain size effect (Hall–Petch) and carbide precipitates. Particular attention has been
paid to the role of carbide hardening. For BCC structure, slip is expected to occur on the 24 slip systems {110} ⟨111⟩ and {112} ⟨111⟩.

This crystal plasticity model also introduced a smooth transition between the thermally activated regime (below 250 K) and
the athermal regime (above 350 K) by a harmonic superposition. At higher temperatures, the dislocation mobility is governed by
jog-drag, while lattice friction is dominant in the thermally activated regime. The total contribution to slip rate is written as:

1
�̇�𝑠

= 1
�̇�𝑠𝑑𝑟𝑎𝑔

+ 1
�̇�𝑠𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛

(1)

where the upper index ‘s’ refers to the slip system number.
The jog-drag driven rate evolution is given by:

�̇�𝑠𝑑𝑟𝑎𝑔 = �̇�0

(

|𝜏𝑠|
𝜏𝑠𝑐

)𝑛
sign (𝜏𝑠) (2)

where constant �̇�0 = 10−5 s−1. 𝜏𝑠 is the resolved shear stress on the system 𝑠. The critical resolved shear stresses for slip 𝜏𝑐 is expressed
later in Eq. (7).

The shear rate induced by lattice friction is given by:

�̇�𝑠𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 = 𝜌𝑠𝑚𝑏𝐻𝑙𝑠𝑠𝑐 exp
⎛

⎜

⎜

−
𝛥𝐺0
𝑘𝑇

⎛

⎜

⎜

1 −

√

√

√

√

𝜏𝑠𝑒𝑓𝑓
𝜏𝑠

⎞

⎟

⎟

⎞

⎟

⎟

sign (𝜏𝑠) (3)
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Fig. 4. Determination of the stress triaxiality at crack fronts of CT12.5 specimens.

where 𝜌𝑚 is the mobile dislocation density whose value is taken to be constant and equal to the initial dislocation density. 𝑏 is the
norm of the Burgers vector. 𝐻 is a frequency factor and takes the value of 2 × 1011 s−1. 𝛥𝐺0 is the reference slip activation energy
which takes 0.84 eV. The critical shear stress 𝜏0 for {110} planes is 360MPa. Different values of 𝜏0 are taken for {112} planes in the
twinning (TW) direction (410 MPa) and in the anti twinning (AT) direction (480 MPa). These parameters are adjusted according
to previous experimental results [19]. 𝑙𝑠𝑐 represents the average length of screw dislocation segments which is expressed by the
following Eq. (4).

𝑙𝑠𝑠𝑐 = max

[

𝜆𝑠 − 𝛼𝑠
𝜇𝑏
𝜏𝑠𝑒𝑓𝑓

; 𝑙𝑐

]

, 1
𝜆𝑠

= min

[

√

𝜌𝑠𝑜𝑏𝑠;
𝜇𝑏
𝜏𝑠𝑒𝑓𝑓

𝜌𝑠𝑜𝑏𝑠

]

(4)

where 𝜆𝑠 is the average obstacle spacing. 𝑙𝑐 is the minimum length of a screw dislocation segment. 𝜇 is the shear modulus. 𝛼𝑠

represents the strengthening effect of obstacles on system s, which is expressed in Eq. (11). 𝜌𝑜𝑏𝑠 is the density of total local obstacles
that are dislocations and carbide precipitates in the current work:

𝜌𝑠𝑜𝑏𝑠 =
∑

𝑗≠𝑠
𝜌𝑗𝑑𝑖𝑠 + 𝜌𝑐𝑎𝑟𝑏 (5)

𝜏𝑒𝑓𝑓 is the effective stress to activate dislocation motion:

𝜏𝑠𝑒𝑓𝑓 = max
{

0; |𝜏𝑠| − 𝜏𝑠𝑐
}

(6)

The critical stress 𝜏𝑐 accounts for the contribution from the self-interaction of dislocations in the same slip system (𝜏𝑠𝑒𝑙𝑓 ), the
Hall–Petch effect (𝜏𝐻𝑃 ), and the line tension contribution (𝜏𝐿𝑇 ),.

𝜏𝑠 =
√

𝜏𝑠 2 + 𝜏𝑠 2 + 𝜏𝑠 (7)
7
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The self-interaction term is given by:

𝜏𝑠𝑠𝑒𝑙𝑓 = 𝜇𝑏
√

𝑎𝑠𝑠𝜌𝑠𝑑𝑖𝑠 (8)

where 𝑎𝑠𝑠 is the interaction coefficient as shown in Eq. (12). For self-interaction, only the interactions on the same slip system is
considered. 𝜌𝑠𝑑𝑖𝑠 is the updated dislocation density on the slip system 𝑠. 𝜇 is the shear modulus, 𝑏 is the norm of the Burgers vector.

he HP term reads:

𝜏𝑠𝐻𝑃 =
𝜇

𝜇300𝐾
𝐾

√

𝑑𝑔𝑟𝑎𝑖𝑛
(9)

where the HP constant 𝐾 = 0.17 for RPV steel [19]. 𝑑𝑔𝑟𝑎𝑖𝑛 denotes the grain size. 𝜇300𝐾 is the shear modulus at 300 K.
The line tension term is given by:

𝜏𝑠𝐿𝑇 = max
[

𝛼𝑠𝜇𝑏
𝜆𝑠 − 𝑙𝑐

− 𝜏𝑠𝑒𝑓𝑓 , 0
]

(10)

As mentioned before, the obstacle strength in system 𝑠 is

𝛼𝑠 = 1
√

𝜌𝑠𝑜𝑏𝑠

√

∑

𝑗≠𝑠
𝑎𝑠𝑗𝜌𝑗𝑑𝑖𝑠 + 𝑎𝑐𝑎𝑟𝑏𝜌𝑐𝑎𝑟𝑏 (11)

where the interaction coefficient is given by:

𝑎𝑠𝑗 =

(

0.2 + 0.8
ln(0.35𝑏

√

𝜌𝑜𝑏𝑠)

ln(0.35𝑏√𝜌𝑟𝑒𝑓 )

)2

𝑎𝑠𝑗𝑟𝑒𝑓 (12)

where 𝜌𝑟𝑒𝑓 = 1012 m−2. The interaction matrix 𝑎𝑠𝑗𝑟𝑒𝑓 only depends on 5 parameters. The interaction matrix presented by Monnet
et al. [19] is adopted here.

The evolution of defect densities is formulated with the Kocks–Mecking equation:

�̇�𝑠𝑑𝑖𝑠 =
|�̇�𝑠|
𝑏

[ 1
𝛬𝑠 − 𝑦𝑠𝜌𝑠𝑑𝑖𝑠

]

(13)

1
𝛬𝑠 = 1

𝑑𝑔𝑟𝑎𝑖𝑛
+

(

1 −
𝜏𝑠𝑒𝑓𝑓
𝜏0

)⎛

⎜

⎜

⎜

⎝

√

𝛼𝑠𝑠𝜌𝑠𝑑𝑖𝑠
𝐾𝑠𝑒𝑙𝑓

+
𝛼𝑠𝜆𝑠𝜌𝑠𝑜𝑏𝑠
𝐾𝑜𝑏𝑠

⎞

⎟

⎟

⎟

⎠

(14)

1
𝑦𝑠

= 1
𝑦𝑠𝑑𝑟𝑎𝑔

+
2𝜋𝜏𝑠𝑒𝑓𝑓
𝜇𝑏

(15)

where 𝐾𝑠𝑒𝑙𝑓 and 𝐾𝑜𝑏𝑠 are constants to be adjusted.
The current crystal plasticity model is implemented within the finite strain framework. The deformation gradient can be

ecomposed into two parts: elastic and plastic parts:

𝑭∼ = 𝑭∼ 𝑒𝑭∼ 𝑝 (16)

The Mandel stress 𝑴∼ and the second Piola–Kirchhoff stress 𝑺∼ were shown to be work-conjugate to provide accurate stress measure
in crystal plasticity [24,25]. According to the approach of Mandel, the resolved shear stress 𝜏𝑠 projected in each slip system can be
computed as:

𝜏𝑠 = 𝑴∼ ∶ 𝑵∼
𝑠 = (𝑭∼

𝑇
𝑒 𝑭∼ 𝑒𝑺∼ ) ∶ 𝑵∼

𝑠 (17)

with the Schmid tensor 𝑵∼
𝑠 = 𝒎 𝑠 ⊗ 𝒏 𝑠. 𝒎 𝑠 is the slip direction vector and 𝒏 𝑠 is the normal vector to the slip plane of system 𝑠.

The evolution equation for the plastic deformation gradient can be expressed as [26]:

�̇�∼ 𝑝 = 𝑳∼ 𝑝𝑭∼ 𝑝 (18)

The plastic velocity gradient tensor 𝑳∼ 𝑝 is the sum of the slip rates in all slip systems:

𝑳∼ 𝑝 =
∑

𝑠∈𝑠𝑙𝑖𝑝
�̇�𝑠𝒎 𝑠 ⊗ 𝒏 𝑠 (19)

3.2. Determination of parameters related to hardening

The geometry used for this rapid parameter optimization is constituted by 9 × 9 × 9 equal-sized cubic voxels. 729 randomly
enerated crystal orientations are attributed to this geometry. Each voxel represents an orientation as shown by different colours in
ig. 5a. Experimental tensile curves at different temperatures are used for this inverse identification process.

Alloys used in the current study are similar to the RPV steel described in [19] to some extent. The identification has been
8

implified by taking some parameters from the literature as presented in Table 3. Parameters identified by this inverse calibration
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Table 3
Values of parameters obtained from literature.

Variable Value

�̇�0 (s−1) 2 × 10−5

𝛥𝐺0 (eV) 0.84 eV
𝐻 (s−1) 2 × 1011

𝐸 (Young modulus) (GPa) 205–0.0459 T
𝑣 (Poisson’s ratio) (GPa) 0.3
𝜏0 {110} (MPa) 360
𝜏0 {112} 𝑇𝑊 (MPa) 410
𝜏0 {112}𝐴𝑇 (MPa) 480
𝑏 (Burgers vector nm) 0.248
𝐾𝑓𝑜𝑟𝑒𝑠𝑡 𝐾𝑠𝑒𝑙𝑓 ∕3
𝑛 100
𝑎𝑠𝑗𝑟𝑒𝑓 (collinear interaction) 0.7
𝑎𝑠𝑗𝑟𝑒𝑓 (other) 0.1
𝑎𝑐𝑎𝑟𝑏 1.0

Table 4
Identified parameters and material constants used for this crystal plasticity model.

Material/Variable 𝑑𝑔𝑟𝑎𝑖𝑛 (μm) 𝐾𝑠𝑒𝑙𝑓 𝑦𝑑𝑟𝑎𝑔 (nm) 𝜌𝑐𝑎𝑟𝑏 (mm−2) 𝜌𝑖𝑛𝑖 (mm−2) 𝑙𝑐 (nm)

0.38%C 3.7 5.7–7.4 6 6.977 × 106 3.3 × 107 2
0.29%C 4.4 7.0–7.8 6 6.409 × 106 2.7 × 107 2
0.19%C 6.9 8.2 6 6.240 × 106 1.4 × 107 2

approach are shown in Table 4. As mentioned in the previous section, only 𝑀2𝐶 precipitates are supposed to participate in the
hardening. Carbide density 𝜌𝑐𝑎𝑟𝑏 is derived based on experimental measurements of 𝑀2𝐶 as shown in Table 2. These values are
fixed during the optimization. Measured grain size values 𝑑𝑔𝑟𝑎𝑖𝑛 are introduced in the optimization process as initial values. It can
be noticed that for 0.38%C and 0.29%C the final values of 𝑑𝑔𝑟𝑎𝑖𝑛 are very close to measured ones. For 0.19%C, better results were
achieved with a relatively larger grain size value. 𝐾𝑠𝑒𝑙𝑓 is identified to be slightly temperature-dependent. The annihilation distance
𝑦𝑑𝑟𝑎𝑔 remains the same for these 3 materials. 𝜌𝑖𝑛𝑖 is identified to increase with carbon content. The minimum length of screw segments
is taken equal to 2 nm for all three materials. The final results are shown in Fig. 5b–d.

3.3. Validation of calibrated model at constant triaxiality 𝜂 = 1∕3

Validation tests were firstly conducted under constant triaxiality conditions with 𝜂 = 1∕3. In tensile tests, stress triaxiality is
1/3 up to necking so that simulation results could be compared directly with tensile curves. As shown in Fig. 6a, a REV containing
729 grains are generated with the help of Neper [27]. This geometry is then discretized with 100 × 100 × 100 cubic voxels. 729
randomly generated crystalline orientations are applied to these grains. The parameters calibrated for 0.38% material at −50 °C and
−70 °C are used for these validation tests. The real microstructure is not taken into account in these tests. The average stresses at
different strain levels are computed based on all voxels. The experimental curves are compared with the average stress curves in
Fig. 6b which shows good agreement.

4. Crystal plasticity simulations based on EBSD

Compared with conventional Finite Element Methods, FFT based method could significantly reduce the computation time thanks
to its better parallel computing capability. FFT methods intrinsically use image-type 3D grids thus can be adapted to image-based
modelling conveniently [28]. The microstructural unit-cells (or REV) are regularly discretized in a 3D image of voxels. In the current
section, all the microstructural unit-cells are extracted from EBSD data with single layer voxels. We will at first specify the methods
we used and discuss the stress distributions observed in these 3 materials with different carbon contents.

4.1. Stress average method

The MIBF model takes into account the stress heterogeneities within the REV [17]. For bainitic steels, the REV contains many
bainitic packets. Carbides are embedded in these packets and act as crack initiators. The stress is assumed to be homogeneous within
each packet and act as a driving force for crack initiation. According to this consideration, the stress needs to be averaged in each
packet at first instead of collecting directly from each voxel (voxel method). The obtained averaged stress is then attributed to each
voxel in the same packet (grain average method). The total number of data points remains the same in each packet so that the size
of grains can be taken into account through this weighting method. A difference could be observed for these two methods as shown
in Fig. 7a. As expected, it can be noticed that this averaging method eliminates the extreme values and gives a more concentrated
distribution. The maximum principal stress 𝑃1 field obtained by this grain average method is compared with the original simulation
9

results in Fig. 7b.
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Fig. 5. (a) Geometry used for parameter optimization in AMITEX_FFTP (729 material orientations, 1 cubic voxel per orientation), and comparison with
experimental tensile curves for each material (b)(c)(d).

Fig. 6. Validation tests with constant triaxiality (𝜂=0.33) loading.
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Fig. 7. Principal stress field before and after averaging within each packet.

4.2. Sampling size effect

The size of the selected area on the EBSD map may have an impact on the final stress statistics. Voxel-based REVs are selected
from the EBSD map of the 0.19%C and 0.29%C materials as shown in Fig. 8. The REV of the 30×30 μm region of the 0.19%C material
contains 55 grains with different crystallographic orientations and was discretized with 150 × 150 voxels. The 100×100 μm REV of
the 0.19%C material contains 589 orientations and are discretized with 200 × 200 voxels. The principle stress values were analysed
using the grain average method as presented in the previous section. The REVs of the 0.29%C material are voxelized with the same
number of voxels as those of 0.19%C. The 30×30 μm and the 100×100 μm REV contain 77 and 403 orientations respectively. We
11



Engineering Fracture Mechanics 272 (2022) 108694S.C. Ren et al.
Fig. 8. Stress distribution obtained for different sampling sizes.

name ⟨𝑃1⟩ the average maximum principal stress. For the same ⟨𝑃1⟩, the cumulative distribution curves obtained from these two
REVs are very close as shown in Fig. 8. No significant REV size effect has been observed although the stress distribution expands to
a larger range for the larger REV. We thus assume that the REV size effect is very limited for these materials from 30 μm to 100 μm
sampling range. It is considered acceptable to use stress distributions obtained with different REV sizes. However, we kept the
standard 50 μm element size in front of the crack tip of a CT specimen in the macroscopic simulations to have sufficient mechanical
fields and avoid quasi-singularities.

4.3. Effect of refined microstructures on stress distribution

For the 0.38%C material, the EBSD map reveals two distinct zones as shown in Fig. 9. The hard zone (hz) corresponds to the
micro-segregated zone which shows lath structure. The hardness in these zones is much higher than that found in the soft zone.
The hard zone could be easily identified from its darker colour in the grain boundary map in Fig. 9. The soft zone (sz) is the
non-segregated zone whose microstructure is like the other materials with lower carbon contents (0.19%C and 0.29%C). The REVs
for FFT simulations are firstly selected from two zones of 30 × 30 μm as indicated in Fig. 9. The soft zone and hard zone contain
101 and 379 orientations respectively. Simulations of these different zones are all conducted with material parameters of 0.38%C
as presented in Tables 3 and 4.

Fig. 10 shows the 𝑃1 stress map obtained from these 30 × 30 μm REVs at ⟨𝑃1⟩ ≈2000MPa. The voxelized REVs could be found in
Figs. 8 and 9. It can be noticed that the maximal 𝑃1 stress is located close to some grain boundaries. For the hard zone of 0.38%C
material, it is more frequent to find high stress concentration on refined grains and grain boundaries.

Fig. 11 presents the 𝑃1 stress distributions obtained in the hard zone and soft zone. The effect of microstructures can be observed.
At the same average strain level (4% and 2.5% for example), the stress distribution showed significant differences. The stress
12
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Fig. 9. REVs used for FFT simulations constructed from EBSD data of 0.38%C material.

distribution shifts towards a higher value and distributes in a larger range in the hard zone. In the soft zone, the stress distribution
is less heterogeneous and more concentrate on a smaller value.

The effect of microstructure is less significant when comparing the stress distributions at the same ⟨𝑃1⟩ level as shown in Fig. 12.
It can be noticed that the stress distribution in the hard zone is slightly less concentrated compared with that in the soft zone of
0.38%.

As shown in Table 2, the hard zone accounts for 22% of the area in the 0.38%C material. Another zone was selected from the
EBSD data respecting the hard zone to soft zone ratio as shown in Fig. 13. The right lower part is the hard zone with smaller grains.
The boundary between the soft and hard zone is marked with a dashed green line in Fig. 13. Simulations were conducted with
parameters from 0.38%C material. It is more frequent to find the stress localization spots in the hard zone. The stress distribution
at the same ⟨𝑃1⟩ level obtained from this hybrid microstructure is shown in Fig. 12. The distribution is not exactly in between the
pure hard zone and soft zone curves, although they are very close. This might be a sign of a ‘‘mesoscopic" incompatibility between
the hard zones and soft zones. The stress distributions of 0.29%C and 0.19%C materials at the same ⟨𝑃1⟩ level are also shown in
Fig. 13. It is however worth noting that the stress distribution of 0.38%C material is more homogeneous compared with the other 2
materials with less carbon content. Simulations have also been conducted using the same set of material parameters for all of three
microstructures. The change of constitutive parameters does not affect the stress distribution at the same ⟨𝑃1⟩ level. We therefore
believe that the difference is caused by the microstructural evolution observed in 0.38%C.

4.4. Stress distributions and parameter fitting

The stress distributions have been analysed for each REV and fitted with the 3 parameter Weibull distributions. For the 3
parameter Weibull distribution, the probability for the local maximum principal stress 𝑃1 to be lower than a given value 𝜎1 is:

𝑃 (𝑃1 < 𝜎1) = 1 − exp
(

−
(

𝜎1 − 𝛾𝑚
𝛽𝑚

)𝛼𝑚)

(20)

Fig. 14 gives an example of the 𝑃1 stress distribution with increasing average principal stress ⟨𝑃1⟩. It can be noticed that the
heterogeneties increase with increasing ⟨𝑃1⟩ which is consistent with the observation of Libert et al. [14]. Fig. 14b shows the
fitting results at each stress level. The 3-parameter Weibull distribution could give good fitting results for the extreme values of the
maximum principal stress.

In order to introduce the stress distributions into the MIBF model, a function of ⟨𝑃 1⟩ is approximated for each of the 3 parameters
of Weibull distribution. The shape parameter 𝛼𝑚 is kept constant for all the 3 materials. The difference of these 3 materials is shown
by the evolution of the scale parameter 𝛽𝑚 and 𝛾𝑚 with 𝛽𝑚 = 𝑘𝑚 ⟨𝑃1⟩ and 𝛾𝑚 = 𝑞𝑚 ⟨𝑃1⟩ (see Fig. 15). There approximated functions
were then introduced into the MIBF model in the next section.

Fig. 16 shows the comparison results of the newly obtained stress distributions at a given ⟨𝑃1⟩ =2200MPa with that presented
by Vincent et al. [13], which was applied in previous studies [17,21]. It can be noticed that less heterogeneity is produced with
the current simulations. Compared with the other 2 materials with lower carbon content, the fitted Weibull distribution of 0.38%C
case gives less heterogeneity. This result is in agreement with that shown in Fig. 12.
13
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Fig. 10. Maximum principal stress fields (𝑃1) in 30 ×30 μm REVs of these materials.

Table 5
Parameters of the MIBF model using the 3–parameter Weibull function for maximum principal stress and carbide size distributions.

𝛾𝑓 (Jm−2) 𝛼𝑚 𝑘𝑚 𝑞𝑚 𝑛𝑐 (m−3) 𝛼𝑐𝑎𝑟𝑏 𝛽𝑐𝑎𝑟𝑏 (m) 𝛾𝑐𝑎𝑟𝑏 (m)

0.19%C 7.8 3.0 0.15 0.86 0.34 × 1018 1.11 0.88 × 10−7 1.15 × 10−7

0.29%C 8.0 3.0 0.15 0.86 0.43 × 1018 1.22 1.04 × 10−7 1.08 × 10−7

0.38%C 9.5 3.0 0.12 0.89 1.02 × 1018 1.31 1.21 × 10−7 1.12 × 10−7

5. Fracture toughness prediction results and discussion

The MIBF model is formulated at different scales from material microstructure to engineering structure level by applying twice
the weakest link theory. Studies have shown that, in bainitic steels, firstly microcrack initiates on the cracked particle and across
the particle/matrix interface to form a packet size microcrack under the driving force. Microcrack then propagates across a bainite
packet boundary leading to the final fracture [29]. In the current MIBF model, the cracking of particles happens once plasticity arises
in the surrounding matrix. No other propagation barrier is considered in the current work. The propagation of a crack initiated on
a carbide will necessarily lead to the final fracture of the whole structure.

Each carbide embedded in bainitic packets is considered spherical and produces a penny-shaped crack when plasticity arises in
the surrounding matrix. The maximum principal stress is considered to be the driving force for the propagation of cracks initiated on
14
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Fig. 11. Principal stress distributions obtained from the hard zone (hz) and soft zone (sz) of 0.38%C material at the same average strain.

Fig. 12. Soft zone Vs hard zone with the same average maximum principal stress ⟨𝑃1⟩.

Fig. 13. Region with 22% hard zone: grain structures, 50 ×50 μm voxelized REV and 𝑃1 stress field.
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Fig. 14. Principal maximum stresses distributions for increasing average principal stress (0.19%C 100 μm).

Fig. 15. Evolution of the 3 parameters of Weibull distribution with the average maximum principal stress ⟨𝑃1⟩.

Fig. 16. Stress distributions obtained in the current work compared with previous predictions at a given ⟨𝑃1⟩.
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carbides. Propagation occurs when the driving force reaches the critical fracture stress 𝜎𝑐 , which is given by the Griffith approach:

𝜎𝑐 =

√

𝜋𝐸𝛾𝑓
2(1 − 𝑣2)𝑟

(21)

where 𝑟 is the radius of the micro-crack initiated on a carbide, 𝛾𝑓 is the effective surface energy of the material, 𝐸 is the Young
modulus and 𝑣 is Poisson’s ratio. Numerical evaluation with the MIBF model is based on the elementary volumes 𝑉0 which contains
several bainitic packets. Only these 𝑉0 with plastic deformation, which is a sufficient condition for carbide cracking, are taken
into account for fracture evaluation. Each 𝑉0 is subjected to a stress field 𝜎𝑉0 under an applied load on the specimen. Due to the
crystallographic disorientations, a heterogeneous local stress field is found inside 𝑉0 whose distribution is obtained by previous
crystal plasticity simulations. In the current model, the stress field 𝜎∗ in a bainitic packet is assumed to be constant.

Therefore, the failure probability induced by a carbide with size 𝑟 in 𝑉0 is deduced from Eq. (20):

𝑃 (𝜎∗ > 𝜎𝑐 (𝑟)) = exp

⎛
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⎜
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⎝

−
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⟨
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(22)

where 𝑘𝑚, 𝑞𝑚 and 𝛼𝑚 are fitted parameters of local stress distributions in 𝑉0 (see Table 5). We also need to consider the influence
of carbide size distribution on the failure probability. Thus the carbide size distribution density 𝑑𝐹 (𝑟)∕𝑑𝑟 is introduced here as a
weight function. The failure probability induced by all carbides with different sizes is expressed by integrating over 𝑟:

𝑃 (𝑐𝑎𝑟𝑏) = ∫

+∞

0

𝑑𝐹 (𝑟)
𝑑𝑟

𝑃 (𝜎∗ > 𝜎𝑐 (𝑟))𝑑𝑟 (23)

As presented in Eq. (23), both stress distributions and carbide size distributions contribute to the failure probability and eventually
the scattering of fracture toughness. The highest failure probability is reached when both carbide size and stress amplitude are
sufficient.

The failure probability of an elementary volume 𝑉0 is obtained by applying the weakest link theory. In other words, the survival
probability is the product of all survival events, thus we have:

𝑃 (𝑉0) = 1 − (1 − 𝑃 (𝑐𝑎𝑟𝑏))𝑛𝑐𝑉𝑉0 (24)

where 𝑛𝑐 is the carbide density per volume unit and 𝑉𝑉0 is the volume of 𝑉0. At the specimen scale, the failure probability is equal
to finding at least one failed elementary volume. We can obtain the final failure probability of the specimen by the weakest link
theory again:

𝑃𝑓 = 1 − exp

(

1
𝑉0 ∫𝑉𝑝

ln
(

1 − 𝑃 (𝑉0)
)

𝑑𝑉

)

(25)

where 𝑉𝑝 denotes elementary volumes under plastic deformation.
For fracture toughness predictions, finite element simulations were performed on CT12.5 specimens with side grooves. Only

one-quarter of the specimen is meshed thanks to its two planes of symmetry. The refined region around the crack tip is constructed
with three-dimensional brick elements having 20 nodes (CU20 in CAST3M). The size is 50 μm×50 μm in the plane normal to the
rack surface. 12 layers of elements were built in the thickness direction. One average stress tensor is saved for each element which
ill be used as the stress condition applied on the boundaries of the elementary volume

⟨

𝜎𝑉0𝐼
⟩

.

The parameters for the MIBF model are summarized in Table 5. The analysis for carbide size distribution has been introduced
n [21]. The same sets of the 3 parameters 𝛼𝑐𝑎𝑟𝑏, 𝛽𝑐𝑎𝑟𝑏 and 𝛾𝑐𝑎𝑟𝑏 related to the carbide size distributions are used in the current paper.
sually, 𝛾𝑓 could be adjusted by fitting 𝐾𝐽𝑐 -probability curves at different temperatures [17]. Due to the limitation of available
xperimental data in the current study, 𝛾𝑓 was obtained by fitting the 50% failure iso-probability curve with the experimental median
alues of 𝐾𝐽𝑐 . These experimental median values used for calibration are taken near the reference temperature as marked with red
ots in Fig. 17. It can be noticed that most experimental data points are covered by the 1%–99% iso-probability envelope produced
y MIBF model. The predicted results are similar to previous ones (see [21] Fig. 7) without considering the actual crystallographic
nfluence on the local stress distribution. In addition, the stress distribution obtained from current crystal plasticity simulations
ased on actual material microstructures does not change the scattering range. However, the difference of the 𝛾𝑓 values of the
hree materials has been significantly reduced. According to experimental observations, the reference temperature 𝑇0 increases with
igher segregation level (𝑇0 = −123 °C for 0.18%C, 𝑇0 = −75 °C for 0.29%C). However, for 0.38%C material, the 𝑇0 = −75 °C is the
ame as 0.29%C material and does not continue to increase. That is to say the harmfulness of segregation is reduced in the case of
.38%C. In [21], the reduced harmfulness of 0.38%C material was interpreted by a much larger 𝛾𝑓 value which counterbalances
he effect of the increase of number and size of carbides. As shown in Fig. 16, the current stress distributions obtained from crystal
lasticity model are less heterogeneous than that used in our previous work. With other parameters unchanged, this results in the
hift of 𝑇0 to a lower temperature. The reduced harmfulness observed in 0.38%C could be partially attributed to microstructural
volution. It should also be pointed out that the increased quantity of microstructural barriers from these refined microstructures
n 0.38%C material could also prevent the propagation of crack initiators which is not taken into account in MIBF model yet which
17
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Fig. 17. Experimental fracture toughness results compared with the failure iso-probability envelops predicted by MIBF model.

6. Conclusions

The present study demonstrated the full modelling chain for quantitatively evaluating the fracture toughness of synthetic alloys
with different carbon contents. The flexibility of MIBF model is shown by taking into account various microstructural features of
different materials through crystal plasticity modelling and experimental measurements. The main results of the current work are
summarized below:

Mechanical testing and microstructural characterizations showed the influence of carbon and alloy element contents on the
tensile properties, fracture toughness and microstructures of the synthetic alloys. The materials with higher carbon contents showed
the following characteristics:

• Increased tensile yield strength.
• The brittle-to-ductile transition zone shifts towards higher temperatures. But when the carbon content is higher than 0.29%,

the transition temperature no longer increases.
• Heterogeneous micro-segregation was observed. The proportion of micro-segregated zones increases with carbon content. The

probability to find large-sized carbides increases with carbon contents.
• A significant refinement of grains in the micro-segregated zones was observed for 0.38% case.

Crystal plasticity simulations were conducted with aggregate microstructures constructed from the EBSD data of these 3 materials.
The identification process of a dislocation density based crystal plasticity law accounting for the strengthening effect from carbides
is suggested. Special attention has been paid to the refinement of microstructures caused by micro-segregation observed in 0.38%C
material. Numerical simulations showed a significant influence of microstructural evolution on local stress distributions.
18
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Fig. A.18. Master curves generated using fracture toughness data of these 3 materials according to ASTM E1921.

Both carbide size and local stress distributions based on actual experimental observations are introduced into the MIBF model.
he scattering and shifting of fracture toughness results were well captured. The identified values of 𝛾𝑓 for these three materials
re closer compared to previous predictions [21] showing the effect of stress heterogeneities in MIBF model. Indeed, the refined
icrostructure in 0.38%C case provided a source to counterbalance the detrimental effect of carbon increase which explains the

aturation of reference temperature shifting. The current modelling work about the different zones observed in 0.38%C material
hrough crystal plasticity is simplified. More detailed work and potential improvement of MIBF model will be carried out in a near
uture.

RediT authorship contribution statement

S.C. Ren: Writing – review & editing, Writing – original draft, Visualization, Validation, Software, Methodology, Investigation,
ormal analysis, Data curation, Conceptualization. B. Marini: Validation, Supervision, Resources, Project administration, Method-
logy, Investigation, Funding acquisition, Formal analysis, Conceptualization. P. Forget: Software, Methodology, Data curation,
onceptualization.

eclaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared
o influence the work reported in this paper.

ata availability

Data will be made available on request.

cknowledgements

This work was initiated and partially funded within the framework of a CEA-EDF-Framatome joint project. The authors want
o acknowledge their support related to experimental characterizations and model framework. Special thanks to A. Gangloff (CEA)
or EBSD and carbide analysis, E. Pons (CEA) for mechanical testing, C. Toffolon-Masclet (CEA) for Thermalcalc calculations and
. Vincent (CEA) for fruitful discussions about the present results. The authors have also received funding from the EU Euratom
esearch and Training Programme ENTENTE project [grant number 900018] related to the development of modelling techniques
ased on measured microstructures and the fracture toughness predictions with MIBF model used in this work.

ppendix. Experimental fracture toughness data and Master curves

Compact tension (CT) specimens with 12.5mm thickness were extracted from laboratory heats and used for fracture toughness
valuation. The Master curve reference temperature 𝑇0 was determined by the multi-temperature method given by ASTM E1921.
𝐽𝑐 data were censored after surpassing 𝐾𝐽𝑐𝑙𝑖𝑚𝑖𝑡 as suggested by Eq. (1) in ASTM E1921–19a. After censoring 𝐾𝐽𝑐 and converting

the uncensored and censored 𝐾𝐽𝑐 to 1T equivalent, the Eq. (20) in E1921–19a was used to determine 𝑇0 with maximum likelihood
estimation algorithm. Fig. A.18 gives the Master curves generated using fracture toughness data of these 3 materials.
19
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