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In addition to short-pulse and cw emission regimes, ring
fiber lasers used for passive mode locking via nonlinear
polarization rotation exhibit the noise-like pulse emission
mode of operation [1–5]. The resulting intense pulses have
abroadband spectrumand lowcoherence length,which is
of interest for metrology applications such as optical
coherence tomography. Noise-like or turbulent laser
emission may occur with both anomalous or normal cav-
ity dispersion. Switching among various chaotic regimes
involving different pulse timescales is obtained by adjust-
ing the intracavity polarization controllers, whichmust be
set away from thecondition ofminimal polarizer transmis-
sivity for low power signals, so that weak mode-locking
results. When operating in the average anomalous
dispersion regime, coexistence and interaction of isolated
soliton pulseswith a chaotic backgroundmay lead to com-
plex temporal dynamics involving, e.g., soliton rain and
their condensation in liquid, glass, or crystal states [6,7].
In this work we point out that the dynamics of turbu-

lent light emission from fiber lasers with passive mode
locking may be analyzed by means of a universal model,
namely the complex Ginzburg–Landau equation (CGLE)
[8]. This approach permits us to directly relate the key
cavity parameters to phase transitions among different
regimes of chaotic behavior. Previous studies have been
mostly devoted to the stable short-pulse generation re-
gime, where nonlinear gain describes a fast saturable
absorber [9–11]. In that case, for mode-locked soliton
stability, a quintic nonlinear gain saturation term is added
to the CGLE [11]. Here we analyze the modulation insta-
bility (MI) of cw emission and its associated nonlinear
development and consider situations where the intracav-
ity polarization analyzer acts as fast nonlinear gain
saturation element. In this case the cubic CGLE is an
appropriate minimal model.
Light propagation in a fiber laser may be described in

the mean field approximation by the CGLE [12]:
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where t0 is a continuous slow temporal variable that
replaces the round-trip number, τ0 is a retarded time,
E is the complex field envelope defined so that jEj2

measures optical power, tr is the round-trip time for a
cavity of length L, g0 > 0 is the average distributed power
gain in the cavity at the center frequency ω0, and T is the
amplitude transmission coefficient of the output coupler.
Moreover, we approximated the cavity bandwidth lim-
ited gain as G�ω� � g0�1 − �4∕B2��ω − ω0�2�, so that
β0 � 4g0∕B2, β2 is the average group velocity dispersion
(GVD), γ0 � ω0n2∕cAeff is the nonlinear coefficient of
the fiber, n2 is the nonlinear index, and Aeff the effective
mode area. Gain bandwidth limitation results from the
amplifier response as well as from intracavity filtering,
e.g., the frequency dependent polarizer transmissivity
owing to fiber birefringence. With a linearly birefrin-
gent fiber, the nonlinear saturable gain coefficient is
σ0 � γ0 cos�2θ� sin�2θ� sin�2χ�∕�3�1 � cos�2φ� cos�2χ�
cos�2θ� � sin�2φ� cos�2χ� sin�2θ���,where θ is the pulse
input angle with respect to the fiber axes, and �2χ; 2φ�
represent the angular coordinates of the polarization
analyzer (which includes fiber birefringence compensa-
tion) on the Poincaré sphere [9]. Note that for a twisted
or isotropic fiber, larger values of σ0 may result. The
sign of σ0 may be changed by proper adjustment of
the intracavity polarization controller: henceforth we
will take σ0 > 0.

It proves convenient to rewrite Eq. (1) in dimension-
less units as

∂tU � U � �1� iβ�∂2τU − �1 − iγ�jUj2U; (2)

where t � ĝt0∕2tr : here ĝ � g0L − T2. Moreover,
τ � τ0
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p
E, β � −β2∕2β0, and

γ � 2γ0∕σ0. The cw solution of Eq. (2) is Ucw�t; τ� ���������������
1 − Ω2

p
expfi�Kt − Ωτ�g, where K�Ω� � γ − �γ � β�Ω2;

its stability requires that Ω2 < �1 − γβ�∕�2γ2 − γβ� 3�.
Otherwise MI [or Benjamin–Feir (BF) instability] devel-
ops, which leads to the growth of slow temporal modu-
lations Eq. (2) whenever γβ > 1. The corresponding BF
line γβ � 1 is indicated by a dashed black line in Fig. 1.
Here all points above the BF line correspond to unstable
chaotic solutions of the CGLE (2). Indeed, Fig. 1 provides
the phase diagram of transitions from stable to intermit-
tent and chaotic emission states of the fiber laser, as a
result of the nonlinear development of MI [13].

In Fig. 1 the GVD may be anomalous (for β > 0) or
normal (for β < 0), whereas the nonlinear coefficient γ
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is always positive. The different regions in Fig. 1, indicat-
ing various dynamical regimes of laser emission, are
separated by phase transition lines. The dotted–dashed
gray (magenta online) line L1 in Fig. 1 separates the
stable, nonchaotic (NC) cw emission region from a re-
gion of spatio-temporal intermittency (STI). Note that
the STI domain is limited from the above by the BF line;
thus it occurs in the BF or modulationally stable regime.
Moreover, points to the right of the solid grey (red online)
line L2 and above the BF line in Fig. 1 correspond to the
phase turbulence (PT) regime, where the irregular behav-
ior is essentially confined to the phase evolution of the
field, whereas the amplitude evolution is slaved to the
phase dynamics. All points above the solid dark (blue on-
line) line L3 in Fig. 1 belong to the amplitude turbulence
(AT) regime. Finally, the narrow domain above the BF
line and between the AT and PT regions corresponds
to the bi-chaos (BC) regime, where a mixing of the AT
and PT properties occurs.
Let us illustrate by selected numerical solutions of the

CGLE (2) the different dynamical behaviors presented in
Fig. 1. We numerically solved Eqs. (2) with the split-step
Fourier method using up to N � 1024 modes, a typical
integration step dt � 10−3 and periodic boundary condi-
tions U�t; τ � −τm∕2� � U�t; τ � τm∕2�. In Figs. 2(a) and
2(b) we show by contour plots the evolution of the inten-
sity jUj2 and phase arg�U�, respectively, versus fast time
τ and slow time t, for anomalous GVD (β � 2) and
γ � 0.9. This correponds to point 1 on Fig. 1, at the boun-
dary L2 between the PT and the AT domains. The input
condition for Eq. (2) was U�t � 0; τ� � 1� n�τ�, where
n�τ� is a complex random noise with normal distribution,
zero average, and variance σ2n � 0.001.
As it can be seen by Fig. 2(a), in the PT regime the field

amplitude exhibits irregular oscillations about the unit
value, but never drops down to zero: see also Fig. 3(a),
where we plot the intensity profile at t � 200. Indeed, the
corresponding power spectrum of Fig. 3(b) shows that
the dominant cw component is about 20 dB stronger that
the spectral wings. The phase evolution of the field in
Fig. 2(b) shows that in the PT regime irregular phase
jumps may occur.
It is quite remarkable that in proximity of the BF line

in the phase diagram of Fig. 1, one may get different
reduced descriptions of the wave evolution which, while
preserving the chaotic behavior, may lead to analytical
insight in terms of exact solutions, which act as dynami-
cal attractors. In fact, we may write a perturbed cw

solution of Eq. (2) as U�t; τ� � U0�1� u� exp�iθ� where
U0 is the cw solution with Ω � 0. By inserting such an-
satz in the CGLE (2), one may write down two evolution
equations for the amplitude u and the phase θ. By sup-
posing a slow τ-variation of u and θ, namely that
∂τ ≈ ε, where ε ≪ 1, it turns out that ∂t ≈ ε2, u ≈ ε2, and
θ ≈ ε0 [14]. By keeping only the dominant terms in the
equations for u and θ, one obtains that the chirp ν≡
∂τθ obeys the hydrodynamic Burgers equation,

∂tν � η∂2τν − λν∂τν; (3)

where η � 1 − βγ and λ � 2�β� γ�. Whereas the ampli-
tude u ≅ −fβ∂2τ θ� �∂τθ�2g∕2 is slaved to the phase evolu-
tion. For a stable dissipative balance between gain and
loss terms, it is necessary that η > 0 in Eq. (3), which
therefore only applies in regions below the BF line in
Fig. 1. The Burgers equation (3) is a well known model
for one-dimensional turbulence in hydrodynamics and
chemical reactions.

Conversely, above the BF line (for example in the PT
regime) where η < 0, to ensure a stable balance among
gain and loss, it is necessary to retain an additional
higher-order viscous damping or dissipative term (i.e.,
the fourth-order temporal derivative of the phase θ) from
the amplitude and phase equations. For small values of
jηj, one obtains the Kuramoto–Sivashinsky equation
(KSE) for the chirp ν:

∂tν � −jηj∂2τ ν − μ∂4τ ν − λν∂τν; (4)

where μ � �1� β2�∕2. The KSE also models instabilities
on laminar flame fronts, PT in chemical oscillations, and
phase dynamics in reaction-diffusion systems. The first
(second) linear term on the right-hand side of Eq. (4)
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Fig. 1. Phase diagram of turbulent behavior of CGLE
solutions.

Fig. 2. Contour plots showing the evolution of the (a), (c)
intensity jU�t; τ�j2 and (b), (d) phase arg�U� versus fast time
τ and slow time t: (a), (b) β � 2, γ � 0.9 (PT regime, point 1
in Fig. 1); (c), (d) β � 2, γ � 2 (AT regime, point 2 in Fig. 1).
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leads to instability (damping) at low (high) frequencies;
whereas the third nonlinear term has a stabilizing effect
by dynamically transferring energy from low to high
frequencies. A relatively simple solution of the KSE
Eq. (4) is provided by a bound pair of shock waves of
the form ν � ν0 ~ν�τ∕τ0�, where

~ν�x� �
�
−60ρ3 � 30

19
ρ

�
tanh�ρx� � 60ρ3 tanh3�ρx�; (5)

with ν0 � λ−1
�������������
jηj3∕μ

p
, τ0 �

�����������
μ∕jηj

p
, and ρ �

��������
209

p
∕38

[14]. Equation (5) describes a period of oscillation of
the chirp ν that connects a jump among two different
frequency values. Indeed, Fig. 4 shows a train of shock
pairs which is generated at t � 200 in correspondence
of the PT state described by point 1 in Fig. 1. Here we
numerically solved Eq. (4) with the input condition
ν�t � 0; τ� � expf−�τ − 10�2g − expf−�τ� 10�2g.
In sharp contrast, Figs. 2(c) and 2(d) show that highly

irregular amplitude and phase evolutions occur in the AT
regime: here β � 2 and γ � 2 (point 2 on Fig. 1). The cor-
responding intensity profile in Fig. 3(c) at t � 200 shows
irregular, large amplitude oscillations between the ex-
treme values of 0 and 1.5. Inspection of Fig. 2(c) reveals
that in the AT regime the chaotic behavior is associated
with the random appearance of defects (dark points),
separated by narrow bright stripes. The associated power
spectrum of Fig. 3(d) shows significant spectral broaden-
ing with respect to the PT case of Fig. 3(b).
Figure 5 shows two different examples of field inten-

sity and phase evolutions in the STI regime. In Figs. 5(a)
and 5(b) the GVD is anomalous β � 0.5 and γ � 1.5 (point
3 on Fig. 1). Whereas in Figs. 5(c) and 5(d) the GVD β � 0
and γ � 4 (point 4 on Fig. 1). In the STI simulations, we

set as an input condition for Eq. (2) U�t � 0; τ� � n�τ�,
where the complex noise variance σ2n � 0.01. In the first
case of Fig. 5(a), symmetric diamond shaped patches of
cws (bright laminar regions) are separated by propagat-
ing shocks and dark holes, which corresponds to homo-
clinic trajectories generated at points of zero amplitude,
where a phase slip occurs, as shown by Fig. 5(b). The
corresponding shapshot intensity profile in Fig. 6(a)
shows two holes separated by a cw domain containing
a shock.

Note that the spectral bandwidth in the STI regime
[see Fig. 6(b)] is reduced with respect to the AT regime
[Fig. 3(d)]. Figures 5(c) and 5(d) show that as the average
dispersion touches zero the spatio-temporal dimension of
the cw regions is substantially contracted, and their
shape acquires an asymmetric triangular pattern. The
corresponding output power profile in Fig. 6(c) shows
that significant merging of the holes has occurred, which
increases the spectral broadening as seen in Fig. 6(d).

The phase diagram of Fig. 1 shows that the STI domain
extends into the normal GVD regime (β < 0). The plots in
Figs. 7(a) and 7(b) show the irregular intensity evolutions
corresponding to points 5 and 6 in Fig. 1, respectively.
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Fig. 3. Intensity jU�t � 200; τ�j2 and power spectrum for (a),
(b) β � 2, γ � 0.9 (PT regime); (c), (d) β � 2, γ � 2 (AT
regime).
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Fig. 4. Frequency chirp ν�t � 200; τ� from the KSE (4) for the
PT solution of point 1 in Fig. 1.

Fig. 5. As in Fig. 2 in the STI regime with: (a), (b) β � 0.5, γ �
1.5 (point 3 in Fig. 1); (c), (d) β � 0, γ � 4 (point 4 in Fig. 1).
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Fig. 6. As in Fig. 3, in the STI regime with (a), (b) β � 0.5,
γ � 1.5; (c), (d) β � 0, γ � 4.
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The associated intensity profiles and power spectra at
t � 200 (not shown here) reveal that using a cavity
with normal GVD leads to output spectra with signifi-
cantly broader bandwidths than in the anomalous GVD
regime.
Useful information on the time scale of coherent struc-

tures within the turbulent patterns is provided by inten-
sity autocorrelations. Figure 8(a) compares the PT and
the AT regimes of points 1 and 2, respectively. As can
be seen, the relatively shallow fluctuations on a back-
ground of the PT regime lead to a nearly triangular, broad
autocorrelation, whereas the narrow autocorrelation
peak of the AT regime measures the duration of intensity
defects. The autocorrelations of Fig. 8(b) for the STI re-
gime show that the duration of the central peak remains
nearly unchanged for either zero or normal GVD (points
4,5,6), whereas its grows significantly larger in the
anomalous GVD regime (point 3).
In conclusion, we presented a universal model for de-

scribing regimes of turbulent behavior in passively mode
locked fiber lasers. This study provides a framework for
the design of broadband, low-coherence and high-power
pulsed light sources. Further developments may involve
the analysis of interactions between solitons and a cw
[15], and dissipative rogue wave generation [16].
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Fig. 7. As in Fig. 2(a) in STI regime with (a), (b) β � −0.5, γ �
8 (point 5 in Fig. 1) (c), (d) β � −1, γ � 16 (point 6 in Fig. 1).
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Fig. 8. Numerical intensity autocorrelation traces. Labels
indicate corresponding points in Fig. 1.
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