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Abstract. The large amounts of surveillance video data are recorded, containing 
many redundant video frames, which makes video browsing and retrieval difficult, 
thus increasing bandwidth utilization, storage capacity, and time consumed. To 
ensure the reduction in bandwidth utilization and storage capacity to the barest 
minimum, keyframe extraction strategies have been developed. These strategies 
are implemented to extract unique keyframes whilst removing redundancies. 
Despite the achieved improvement in keyframe extraction processes, there still 
exist a significant number of redundant frames in summarized videos. With a view 
to addressing this issue, the current paper proposes an enhanced keyframe 
extraction strategy using k-means clustering and a statistical approach. 
Surveillance footage, movie clips, advertisements, and sports videos from a 
benchmark database as well as Compeng IP surveillance videos were used to 
evaluate the performance of the proposed method. In terms of compression ratio, 
the results showed that the proposed scheme outperformed existing schemes by 
2.82%. This implies that the proposed scheme further removed redundant frames 
whiles retaining video quality. In terms of video playtime, there was an average 
reduction of 27.32%, thus making video content retrieval less cumbersome when 
compared with existing schemes. Implementation was done using MATLAB 
R2020b. 

Keywords: keyframe extraction; surveillance video; video compression; video storage; 
video summarization. 

1 Introduction 

Video is the recording of moving visual images made digitally or on videotape. 
A video recording contains audiovisual data that comprises multiple shots [1-3]. 
A video shot is a collection of interrelated frames caught by a solitary camera 
isolated by a limit [4-6], thus forming a polished video. The polished video 
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prompts progressively redundant frames, thus expanding the video information 
[6-7]. Handling this video information requires the utilization of video abstraction 
techniques [8-9]. Video summarization, sometimes referred to as video 
abstraction, is the process of removing redundant frames, thus giving a complete 
perspective on the full-length video [10]. Video summarization is required 
because the advancement in digital video recording machines has increased the 
storage requirements for video data [11].  

A typical scenario where video summarization is employed is in surveillance 
systems. In surveillance systems, cameras are employed for open security, ending 
up recording relevant as well as irrelevant video frames, subsequently, bringing 
about the generation of a huge amount of video frames for storage [9]. This huge 
amount of video data not only consumes storage space but also makes event 
retrieval tasking. Another example of video summarization is in movie trailers. 
In a movie trailer, a completed movie is often broken down for advertisement 
purposes. 

Dynamic video summarization and keyframe determination are the two primary 
methodologies for video abstraction [8]. Dynamic video summarization produces 
a theoretical form of the entire video alongside its related soundtrack. Keyframe 
extraction, also known as static video summarization, is a methodology that gives 
a more consolidated adaptation of the original video by extricating representative 
frames from applicant shots [12]. A number of methods exist for the discovery of 
transitions and extraction of keyframes with a view to reducing the amount of 
redundancy in video frames transmitted over the system. These methods are said 
to have improved the data transfer capacity use, stockpiling limit, and reduction 
in transmission rate [13].  

A histogram-based approach has been previously used to extract keyframes from 
full-length videos by computing the mean and standard deviation of the absolute 
difference between successive video frames [2]. The histogram-based approach 
was used to detect shot boundaries in video frames. The researchers that applied 
this approach also combined it with the k-means clustering technique to extract 
unique keyframes [1]. The present research proposes the development of an 
improved keyframe extraction method for video surveillance using the k-means 
clustering and statistical approach. The statistical approach is a filtering process 
based on changes in pixel levels. 

It is an established fact that captured video data from surveillance systems is 
usually large [14-17], hence taking up large storage space [18] and making event 
retrieval tasking. To solve this problem, research works such as [2] and [19] have 
developed video summarization techniques using the k-means clustering and 
histogram-based approach to extract a set of keyframes from videos. The earlier 
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techniques presented by these researchers considered a predefined number of 
keyframes to be extracted with a view to reducing the storage requirement. 
Nonetheless, these techniques failed to detect any form of transitions in video 
frames, thus extracting redundant frames. The authors in the work [20] presented 
a correlation approach to extract frames at low computational time. However, this 
was truncated because it failed to detect transitions leading to the extraction of 
redundant keyframes. Reference [21] presented an approach for detecting and 
removing blurry motion images from videos. This was achieved using an 
improved nearest neighbor clustering approach. However, using this approach, 
frames involved in shot transitions cannot be extracted as keyframes due to the 
lack of shot boundary detectors. To improve the previous research works, the 
authors in [22] presented review techniques that can enhance the keyframe 
extraction techniques, while [1] and [2] developed an improved technique using 
the k-means clustering and histogram-based approach with a view to eliminating 
the shortcomings of the earlier research works.  

The present study used a histogram-based approach for shot boundary detection 
and k-means clustering for the extraction of a unique set of keyframes. However, 
similar frames were still categorized as keyframes with the use of the histogram-
based approach. Aiming at the challenge that the histogram-based approach still 
leaves redundant frames, a statistical approach is proposed here. The statistical 
approach was combined with k-means clustering based on the work of [2] for the 
extraction of a unique set of keyframes. This is achieved by computing the 
statistical feature for frame difference, thus making it a frame filtering process. 
This method further reduces the amount of redundant extracted keyframes to the 
barest minimum. The developed method was implemented on the surveillance 
system in the Department of Computer Engineering (Compeng), ABU, Zaria. 

The rest of this article is structured as follows: Section 2 presents the research 
methodology used. The results and their discussion are presented in Section 3, 
and conclusions are drawn in Section 4. 

2 Proposed Methodology 

This section presents the proposed keyframe enhancement strategy for 
summarizing surveillance video.  A 64-bit, Core i7, 10th generation desktop 
system was used as a third-party system to implement the proposed technique. 
The overall process to demonstrate our approach is summarized in the block 
diagram in Figure 1, with an explanation of each block. An implementation-based 
conceptual framework for the case study (Department of Computer Engineering, 
Ahmadu Bello University Zaria (Compeng)) is presented in Figure 2. 



170     Bashir Olaniyi Sadiq, et al. 

 

Figure 1 Proposed block diagram of the methodology. 

. 

 

Figure 2 Implementation based conceptual framework diagram. 
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2.1 Video Acquisition 

After the acquisition of a sample video from the databases used in [1] and [2], the 
total number of frames present in each of the collected sample videos were 
generated.  

2.1.1 Input Video 

The collected sample video was used as video input to the proposed system. 
Surveillance footage, movie clips, sports, and advertisements were among the 
sample videos obtained. 

2.1.2 Frame Sequence 

The next stage of our methodology involved the extraction of frames of each of 
the benchmark videos to a temporary storage location. Table 1 shows the total 
number of frames extracted from each of the videos used as input. 

Table 1 Frames generated from sample videos. 

S/n Name Format Duration(sec) Number of frames 
1 Advert AVI 29 746 
2 Surveillance MP4 7 228 
3 Movie clip MP4 8 254 
4 Sport MP4 5 168 

 

2.2 Extraction Process 

In this subsection, we will go over the step-by-step techniques for implementing 
the filtering process based on pixel level changes for the selection of a unique 
frame with a view to enhancing the keyframe extraction method. This is done 
with the adoption of the standard k-means clustering approach presented in [1]. 
Based on the video frames generated, the similarities between frames are obtained 
using the pixel distribution of the images between successive frames. After this 
is obtained, the k-means clustering approach is applied to the extracted frames. 
This implementation phase is divided into four stages: 1) feature selection, 2) 
clustering, 3) extraction of keyframes, and 4) summarization of video. The 
pseudocode for the filtering-based approach of the video summarization scheme 
is given in Algorithm 1, while a flowchart of the implementation process is 
presented in Figure 3.  

As presented in the pseudocode and flowchart, a captured surveillance video file 
is used as the input and the expected output is a summarized video based on the 
extraction of a unique set of keyframes. The number of frames from the input 
video is extracted and stored in a temporary location. The temporary location is 
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then accessed, and the frames are sorted based on their numeric names. The 
difference between two consecutive frames is computed based on the pixel level 
changes of each of the frames and clustering of the frames is done with a view to 
achieving a summarized compressed video file for storage. 

 

Based on the presented pseudocode in Algorithm 1, a flowchart that further 
explains the process of the proposed enhanced keyframe extraction strategy is 
presented in Figure 3. 
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Figure 3 Flowchart of the implementation process. 
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2.2.1 Clustering Frames 

With the use of the clustering technique, candidate frames are broken down into 
segments and each of the segments is represented by a value vector. The process 
involved in clustering is the process used in clustering the vector values. These 
vector values are clustered together to represent the segments of candidate similar 
frames based on pixel variation or pixel-level change. The number of segments 
is largely dependent on the frame rate (fps) used. The first step of the clustering 
techniques involves the definition of the number of clusters (k). In this study, the 
number of clusters used was 1. An objective function was defined, as presented 
in Eq (1): 
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where, FC  is the clustered frame, and ik  is the centroid of cluster ix . 
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points to be clustered. Therefore, to achieve clustered frames, the frame’s data 
point ix  is assigned to the closest cluster based on the distance from the cluster’s 
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2.2.2 Keyframe Extraction 

In order to determine which of the frames are keyframes to extract, the variation 
between the cluster centers and the frames within them is computed and the frame 
with minimum distance to the centroid is extracted as a keyframe. 

2.2.3 Frame Difference Computation 

This subsection presents the process of computing the frame difference between 
two consecutive frames in order to determine the pixel level change. First, the 
grayscale values of successive frames are taken to compute the differences 
between the frames. This is due to the fact that the grayscale representation of the 
original extracted frames requires less information for each pixel, thus making 
computation of frame differences easier. This is achieved via the creation of a 
function that first converts the colored images into their corresponding grayscale 
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images. Afterward, the grayscale images are transformed by their histogram 
representation to obtain the pixel level change. The total difference for each frame 
is computed using Eq (3): 

 
2

1

[ ( , ) ( 1, )]
(x, 1)

( , )

n

n

y i a y i a
R x

y i a

 
                                                     (3) 

where (x, 1)R x   denotes the frame difference, thx  is the current frame, and 

1thx   is the next frame. 

Based on the frame difference computation, the unique key frames are 
determined. 

2.2.4 Summarization of Video 

With a view to obtaining a summarized video file, the highest valued cluster 
segment is chosen from each cluster. The final summarized video is generated by 
joining all the selected segments together. The compression ratio is then 
calculated to determine the rate of compression from the original video to the 
summarized video using Eq. (4): 
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where OrigE  are the frames extracted from the original video, in this case the 

benchmark video, and SummE  are the keyframes that are extracted from the 

benchmark video. 

2.3 Implementation of Case Study 

As depicted in Figure 2, the keyframe extraction method was implemented on a 
third-party system. This third-party system was also used to access the installed 
Compeng IP camera via the system’s web browser using a given IP address. The 
diagram in Figure 4 shows the accessed interface of the IP cameras. Typically, 
once a surveillance video has been recorded using an IP camera, the captured 
video is saved in the storage system. However, the saved video includes duplicate 
frames, which increases the storage space and video length.  

To reduce the video length and storage space, the captured videos from the 
Compeng IP cameras is used as input for the enhanced keyframe extraction 
technique. With the aid of the enhanced keyframe extraction technique, the 
original captured video length can be reduced before saving on the storage system 
for future content retrieval.   
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Figure 4 Interface of the Compeng IP camera. 

3 Result and Discussions 

The experimental results from the existing benchmark videos as well on real-life 
video data captured from an IP camera (Compeng video) are presented in this 
subsection. The performance of the proposed enhanced keyframe extraction 
strategy was compared to the results reported in [1] and [2]. 

3.1 Results of Extracting Keyframe  

The proposed technique was tested on benchmark videos obtained from the 
database used in [1] and [2]. The benchmark videos were used as input and passed 
through the enhanced video summarization algorithm for the extraction of 
keyframes. The total video frames and keyframes collected from each of the 
videos used are shown in Table 2 

Table 2 Extracted key frames. 

Videos used Total Frames                        Keyframes 
Proposed Scheme [2] [1] 

Advert 746 13 173 47 
Surveillance 229 11 101 11 
Movie clip 254 12 40 18 

Sport 168 11 35 23 
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The total number of frames in the original videos, as well as the matching 
keyframes recovered by both the developed and existing techniques, are 
presented in Table 2. In comparison to the existing technique, the current 
technique extracted a higher number of representative frames. This is due to the 
extraction of feature-related frames within the clusters. The proposed approach, 
on the other hand, was able to eliminate these unnecessary frames by clustering 
comparable frames and extracting the most representative ones as keyframes 
without compromising the frames’ integrity, as presented in table 2. The clustered 
results of the devised system when tested on each of the videos, are depicted in 
Figures 5 to 8. 
 

 

Figure 5 Sample of extracted clustered advertisement keyframes. 

Samples of keyframes extracted by the proposed scheme from an advertisement 
video are shown in Figure 5. From the extracted sample of keyframes, it can be 
observed that no two or more feature-related frames were extracted from these 
keyframes, which represent the entire visual contents of the original video. 
 

 
Figure 6 Sample of extracted clustered movie keyframes. 

With the use of a movie clip as sample video for the developed technique, 
clustered keyframes recovered from the movie clip by the developed approach 
are shown in Figure 6. The literature explains that movies go through a number 
of video editing processes throughout production, which results in more 
redundant frames. Nonetheless, frames affected by these video editing effects are 
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removed, thereby presenting a unique set of keyframes as a representation of the 
entire video. 
 

 
Figure 7 Sample of extracted clustered surveillance keyframes. 

A sample of keyframes recovered from benchmark surveillance video is shown 
in Figure 7. Because surveillance video frames are taken in real time, they are 
usually unaffected by slow changes.  
 

 
Figure 8 Sample of extracted clustered sport keyframes. 

A sample of keyframes retrieved from the obtained benchmark video to represent 
an entire football match is shown in Figure 8. These extracted keyframes are 
representative of key activities during the match. 

3.2 Comparison and Analysis of the Proposed Technique 

To evaluate the performance of our developed keyframe extraction method, the 
compression ratio, video playtime were used as metrics. The results are presented 
in Tables 3 and 4, respectively. 

Table 3 Compression ratio of developed and existing schemes. 

Videos  Developed 
Scheme 

[1] [2] 

Advert  97.3% 93.70% 76.81% 
Surveillance  96.2% 95.20% 55.90% 
Movie clip  93.5% 92.91% 84.25% 

Sport  91.3% 86.71% 79.77% 
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Table 4 Compression ratio of developed and existing schemes. 

Videos  Video Playtime in secs 
(Original Video) 

Video Playtime in secs 
(Summarized Video) 

Advert  29.840 8.133 
Surveillance  7.706 7.133 
Movie clip  8.512 8.363 

Sport  5.851 5.851 

As presented in Table 3, when compared to previous methodologies, such as [1] 
amongst others, video summarization utilizing the developed scheme gave a 
more reduced version of the full-length videos. The developed technique also did 
not degrade the frames during the extraction process, thereby producing a 
relatively good video quality.  Table 3 also shows that the existing strategies had 
a lower compression ratio than the proposed scheme. This was due to the use of 
enhanced keyframes to extract several feature-related frames. A comparison of 
the developed scheme and the existing schemes with respect to the compression 
ratio is presented using a bar chart in Figure 9. 

 

Figure 9 Compression ratio of various schemes. 

The video playtime is the amount of time required from start to finish of a video. 
The video playtime for the developed and current techniques is shown in Table 
4.  From the results presented in Table 4, it can be observed that there was no 
significant improvement for videos with a short record time. Meanwhile, videos 
of longer length showed a significant difference between the video playtime of 
the original video and the summarized video. This can be largely attributed to the 
number of frames present in the video. The comparison of the developed scheme 
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and the existing schemes with respect to video playtime is presented using a bar 
chart in Figure 10 

 

Figure 10 Comparison using video playtime. 

With the aid of a third-party system, the Compeng IP cameras installed were 
accessed and real videos were obtained from the cameras. The real videos 
obtained were 36.352 secs and 12.629 secs in length on average. These obtained 
videos were used as sample input for the proposed enhanced keyframe extraction 
technique. The obtained values were recorded as presented in Table 5. 

Table 5 Results obtained from real video. 

   Video Playtime in secs 
(Original Video) 

Video Playtime in 
secs (Summarized 

Video) 

Compression 
Ratio 

REAL 1  36.352 7.1167 95.5504 
REAL 2  12.629 7.333 88.3117 

 
Similar to the benchmark videos, it can be observed that there was no significant 
improvement for videos with a short record time (Real 2), while videos of longer 
length (Real 1) showed a significant difference between the video playtime of the 
original video and the summarized video. This can be largely attributed to the 
number of frames present in the video.  
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4 Conclusion  

This paper proposed an enhanced keyframe extraction strategy for video 
summarization based on a statistical approach and k-means clustering. The 
strategies created were aimed at challenging existing systems that still leave 
redundant frames. Benchmark movies were retrieved from a database and fed into 
the proposed method, which summarized the video. The proposed method 
retrieved a set of unique keyframes while deleting duplicates, resulting in a 
shorter video playback time. As a result, the number of keyframes eliminated 
owing to visual editing effects such as progressive transitions, quick illuminance, 
and camera movement was decreased to the absolute minimum. The findings 
collected using various benchmarks and real videos of various playtimes show 
that the proposed technique greatly outperformed previous solutions.  

Further work may consider the use of longer videos and of artificial intelligence 
to classify content for editing purposes. 
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