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Abstract: Multimedia analysis and reuse of raw un-edited audio visual content known as rushes is
gaining acceptance by a large number of research labs and companies. A set of research projects are
considering multimedia indexing, annotation, search and retrieval in the context of European funded
research, but only the FP6 project RUSHES is focusing on automatic semantic annotation, indexing and
retrieval of raw and un-edited audio-visual content. Even professional content creators and providers
as well as home-users are dealing with this type of content and therefore novel technologies for
semantic search and retrieval are required. In this paper, we present a summary of the most relevant
achievements of the RUSHES project, focusing on specific approaches for automatic annotation as well
as the main features of the final RUSHES search engine.
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requirements for storage, although decreasings#tesignificant. Broadcasters usually have a
strict media management policy that keeps uneditedia content (including outtakes) for a short
period (e.g. 1 year) and material with higher re-egpectations (stock footage) for longer time
(e.g. 5 years).

Since only a small portion of the rushes is acjuadled in the final productions at broadcasters, it
is generally believed that the ability to summasmeh rushes might contribute significantly to an
overall rushes management and exploitation solukonthis reason, a number of research groups
participating to the “rushes exploitation” tasktire TRECVID 2008 campaign [1] mainly dealt
with rushes summarisation, believing that this riglso help other tasks, such as search and
retrieval.

However, it can be observed that rushes materiahllys has well-defined and distinctive
multimodal properties which, if correctly exploitethight enable the retrieval task without the
need of a preliminary summarisation stage. In faststated in [2], efficient retrieving from large
video archives depends on the availability of iree»and effective indexing requires a multimodal
approach in which different modalities (auditorigual, etc.) are used in collaborative fashion.
The European FP6 funded research project RUSHE®&ne#els implemented, and validated
through trial a system for indexing, accessing delivering raw, unedited audio-visual footage,
known as rushes. The reuse of such content inrtiguption of new multimedia assets is offered
by semantic media search capabilities [3].

After two years work, significant results have besthieved whereby the focus is on the
development of novel algorithms and techniquesforotation, indexing and search of large video
repositories of un-edited audiovisual content. e next section, the overall design of the
developed RUSHES system is presented. In Sectioow&| techniques for multi-modal analysis
of un-edited audiovisual content are described.alRinin Section 4, new components for
visualization and browsing of large video reposi®rare explained. The paper ends with a

conclusion and outlook.
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2. The RUSHES system

In Figurel, the overall RUSHES workflow is depicted showirgjadstorage, the automatic and
manual annotation modules and the user interfalce.dBveloped user interface will offer novel
search capabilities including relevance feedbachiemeisms for two individual user scenarios: the

home user and the professional user in the broetadamain.
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Figure 1 - The RUSHES system for annotation, inagxsearch and retrieval.

New content will be ingested in the content datab@B) and then processed by a large set of
low- and mid-level classifiers. The aim of the pajwas to develop novel classifiers on a high
semantic level in order to allow users an easy sacte the desired content in the database.
Furthermore, the focus of development was alschendiynamic properties of the video content.
The Basque broadcaster EiTB [4], involved in thejgut, provided the consortium at the
beginning of the project with requirements defimis and user scenarios based on professional
user evaluation. The technical work packages tlegived a set of classifiers, which seems to be
realistic being developed during the course of ghgiect. The following classifiers have been
developed and integrated in the RUSHES search engin

- Vegetation classifier

- Classifier based on water segmentation

- Classifier based on regular shape detection
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- Classifier based on text detection

- Classifier based on recognition of faces

- Classifier based on interview detection

- Music/speech classification

- Analysis of 3D camera motion in order to classiétation, linear movement, zoom

in/zoom out

- Analysis of 3D properties of the scene in ordetl#ssify flatness of a scene
In order to give an insight view to some key modubé the RUSHES system, we are presenting
here the new approach on 3D scene structure amdtysautomatic annotation and indexing. A
complete overview of the full set of classifiersidze found in a detailed project deliverable [5]
reporting the development of low level AV mediagessing and knowledge discovery.
The complete audio-visual analysis is implementea iso-called CCR graph (CCR = Content
Capture and Refinement). Due to close relationsliip the FP6 Integrated Project PHAROS and
involvement of FAST in both projects, the RUSHESjgect is able to benefit from this
collaboration regarding our integration activiti®-HAROS is developing horizontal framework
technologies for audio-visual search [6] and caovide a complete CCR framework. Hence,
RUSHES can be considered as the first user ofettlenblogy developed in another FP6 project.
This bilateral cooperation demonstrates the benefitresearch and development on European
level.
After automatic analysis of the video, the metadaiadel (MDM) will be generated as the
fundamental database. This MDM is stored as a MiXifi the Content Management System
(CMS) for the search later on. MEX is the schemahef metadata (annotations) used for the
exchange of the metadata information among theréifit components of the RUSHES system. In
addition to the automatic annotation, the professiauser has the opportunity to add manual
annotations to the content as well. The searcteifopned by the Enterprise Search Platform
(ESP) developed by FAST. This search engine previtle required functionalities in order to
search quickly through the MEX file, which is thextual description of the complete video
database by means of semantic key words and tags.
A novel user interface has been developed whiawallthe navigation through the large video
repository in many different ways. At first, thedebs themselves can be explored by advanced

visualization of videos classified in a hierarchlyigh is automatically generated. Novel timeline
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zoom capabilities have been developed in orderctess quickly the desired part of the video.
Furthermore, key frames are available as well @scsand dynamic video summaries for display
of the video repository. The search is supportedelyvance feedback capability in order to allow

the user a refinement and re-ranking of the seasits.

3. Novel techniques for multi-modal analysis of un-

edited audio-visual content

In the following sections, two examples of novetliaavisual classifiers and techniques will be

presented in more detail.

3.1. Multi-modal synchronisation

Multimedia synchronisation is performed widely @sirSMIL (Synchronised Multimedia
Integration Language) which integrates streamirdicaand video (images, text or any other type)
[7]. SMIL allows the authors to use a text editar Wwrite script codes for multimedia
synchronisation and presentation e.g. <par> comnsgndhronises audio and video by playing
them at the common time line [8]. In addition, thalegnment method is used for synchronisation
of multimedia files. In [9], time alignment meth&lused to synchronise the closed-caption with
voice in a video clip. However, our interest issynchronise outputs of classifiers in common
timelines in a XML file as this will improve retwability of multimedia that corresponds with
user's demand. In this section, we propose new a@dstfo synchronise outputs of classifiers in
common time-lines.

Figure2 shows the metadata synchronisation scheme thigsigned to synchronise MEX file(s)
produced by low/mid-level classifiers in order mprove searchability and search accuracy. In
addition, during synchronisation, the system cal@d and generates statistical reports
(availability of faces, vegetation, etc.) in perzgge format as well as the number of shots in the
video clip. This report is used for a video conteisualisation, search result categorisation and
presentation of video content in a very comprehenaiay by grouping the availability of items.

As seen in Figure, classifiers analyse a video clip independentletadata synchronisation
module retrieves classifiers results and synchesnilse results by generating segment(s) based on

(3.1.1) static temporal segment, (3.1.2) textustved and (3.1.3) shot boundary detection.
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Figure 2 - Metadata Synchronisation Architecture.

Table 1 — General relationships of annotated amgoeal segment.

Definitions

TSI = temporal segment initial timestamp

TSE = temporal segment end timestamp

ASI| = annotated segment initial timestamp

ASE = annotated segment end timestamp
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Table1 shows relationships of annotated segment and tengpegment (which is created during

the synchronisation process). As seen, there arepfassible conditions so all annotated segments

will be synchronised that are true under these éouaditions.

The temporal concept was applied for reasoning tahotions. In [10] a formalism based on a

temporal logic is proposed for reasoning aboubastbecause it enabled to describe a much wider

range of events/actions than other methods. Thediism was used to characterise events,

processes, actions, and properties which can ibed in English sentences. The difference is

between the approach presented in [10] and theopegpmethod as this [10] applied temporal
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logic for reasoning actions e.g. past, present fadre where the proposed method applies

temporal logic to synchronise annotated segmeot(€pommon time-lines.

3.1.1 Metadata synchronisation based on static temporal segment

Metadata synchronisation based on static tempegahent synchronises a MEX file produced by
classifiers by generating temporal segment(s) aodping all operators output which is within the
temporal segment time line. The temporal segmerd seeds to be specified when inputting
unsynchronised document(s). In the example showkigare 3, the temporal segment size fit to
30 seconds and as video length is 120 secondenérates 4 fixed segments/shots even though
shot boundary detection shows 2 segments/shotésiclip. This scheme is good when there is no
need to consider any classifiers including shotnidemy detection while MEX file(s) needs to be

synchronised based on their common time lines.

Os 30s 60s 90s 120s
I I I I
Vegetation 15s 15s
.a I 90s I
S s B
0
F
3,
0s 30s 60s 90s 120s 8
| |
m | 30s | 30s | 30s |
m Shot1 | Shot2 | Shot3 | Shot4 |

Figure 3 - Metadata synchronisation timeline basefixed temporal segment.

3.1.2 Metadata synchronisation based on textual keyword

Metadata synchronisation based on textual keywgndisonises a MEX file by prioritising one
classifier at a time. The architecture of the matadynchronisation based on textual keyword is
depicted in Figure 4. This prioritisation is definiey the keyword which is provided at once, when
a query is submitted. The prioritised classifiendiline(s) (StartTimeStamp and EndTimeStamp)
is used to generate temporal segment(s) for thehsgnisation. Minimum temporal segment

threshold is introduced to avoid very small vidéwots that has to be defined when a query is
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submitted e.g. 30 seconds. The prioritised classtiime line is used, if it is greater than the

threshold time line otherwise threshold time lis@ised to generate temporal segment(s).

Meta-data sync based on textual keyword

Supervised L.

- Forest

- Vegetation

v

Figure 4 — Architecture of metadata synchronisabiased on textual keyword.

An example timeline, presented in Figure 5, is shgwhe behaviour of this synchronisation
scheme. This method plays a key role when searcariged out on a particular object e.g. face,
vegetation, etc in which case this method can medun optimum synchronisation. This method

uses supervised keyword library and uses WordNEEkpand the query as shown in Figure 4.
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Figure 5 — Metadata synchronisation timeline based textual keyword.

3.1.3 Metadata synchronisation based on shot boundary detection

Metadata synchronisation based on shot boundaegtilat synchronises a MEX file produced by

classifiers by generating dynamically temporal seqifs) using the shot boundary detection time

8
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line information. Therefore, this scheme is depehda shot boundary detection operator. In the
case of the classifier failing to detect a shogemerating a very lengthy shot, maximum threshold
is introduced to handle this shot detection errat #® avoid lengthy shots in order to improve on
the search performance. The maximum threshold Vesdo be defined on a query submission.

Figure 6 shows a graphical representation of symiking the MEX file of a video clip which

contains annotations (vegetation, face and shatdsny detection) and the synchronised version
of the MEX file that has two shots generated frdmtsboundary detection time-lines and the

annotations are fitted into these two shots.
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S
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Figure 6 — Metadata synchronisation timeline basedn shot boundary detection.

3.1.4 Results

Metadata synchronisation based on shot boundasctiten (proposed system) is tested on real
data (unsynchronised MEX files) which was generditech the RUSHES video database using
the RUSHES classifiers e.g. Shot boundary detectiegetation detection, etc. The system

performance is stable on any number of complex tatinaos and video shotBigure 7 shows the

results indicating that as number of annotationd s&iteo length increases, the frame rate
decreases. This is due to the lengthy shots witiotations; the system processes all shots and
annotations for synchronisation purposes and gergesatistical reports. As seen, this module
does not affect the overall system performancendztal video frame rate is 25fps where this
proposed system synchronises MEX files at a mughehiframe rate as shown in Table 2 because

it manipulates textual data (MEX file) not visuaitd (e.g. video image).
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Table 2 — The experiment is conducted on MEX fjeserated from RUSHES video database.

ID Video MEX File Sync-time (s) Duration(s) Shots (#) Annotations(#) Frame Per Second
| 1[MEX_Foot_318.5ml 0.00011 17 1 31 3885515
2[MEX_PR_259_ManSailingxeml 0.00017 2 2 3 3636177
3|MEX_Foot_317.ml 0.00011 38 7 68 8685270
4|MEX Row_743xml 0.00013 52 7 104 10355468
5|MEX_Foot_321ml 0.00011 50 5 54 13713384
6|MEX_AR_101_G stariaml 0.00011 &2 1 5 12170781
7[MEX_Foot_308 .l 0.00011 64 11 B 12627822
| S[MEX_AR_904 S an sbas tianFromHig B uilding sl 0.00022 230 18 255 26254369
S[MEX_AR_102_Factory sl 0.00011 2 1 71 73396232
10| MEX_AR_BBC.xml 0.00045 471 72 217 25984376
11| MEX_PR_610_lmaz=sOnB sachxml 1.00028 67 37 633 17420
12|MEX_PR_619_FlyinzBilbzoAndFootballs aéium.xml 1.00069 1880 24 1034 16968
13|MEX_PR_623_Crowéa6SquareAnd Interview ml 3551796 2838 77 251 1559
Value format ={ fps | # Annotations | # Shots }
80000000 73596232 1711
70000000 -
60000000
% 50000000
<
g 40000000
©
= 30000000
20000000 13713584 |54 | 6 (25984876 |217| 72
(868527016817 m—
10000000 [3885s1S 1311t 14627822 951 11
D 1
17 25 38 52 60 62 64 230 322 471

Videos - Durations in Second

Figure 7 — Experiment results, generated from Table

3.2. Analysis of 3D scene structure

One main objective of RUSHES was to develop nogehantic classifiers describing the spatio-
temporal properties in an image sequence. Even flemprofessional users, interest has been
received to provide classifiers, which allow digtiishing between different types of helicopters
flights or global properties of landscapes suchilds, valleys, flat regions.

In the past, various motion descriptors were defimethe well known MPEG-7 standard [11].
Nevertheless, the exploitation of camera motiororimftion for video search and retrieval
applications is still very limited in the literatirin contrast, the estimation of scene structace a

depth information based on a moving camera hasvestenuch attention [12], [13].

10
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The aim of this section is to demonstrate the pi@kof scene structure based video annotation
and retrieval. The general analysis chain for hegiel 3D scene structure analysis and annotation

is illustrated in Figure 8.

2D feature - 3D feature - semantic
tracking triangulation interpretation
4
3Dcamera path frame based
estimation visibility estimation
Y
3D feature triangle parameter
extraction estimation
statistical
analysis

Figure 8 — Work flow of high-level scene descriptio

We distinguish between three major component ptrésjow level, medium level and high level
scene structure extraction modules. In order taektow level scene descriptors we apply a state
of the art 2D feature tracker based on the welldn&LT tracker [14]. Based on the properties of
perspective projection of the features to the irsapis possible to estimate the 3D camera path as
well as the camera parameters for each image frdfeause the outcome of this module, i.e. focal
length, 3D camera orientation, 3D camera position & estimate the 3D correspondences of the
2D feature points. Further, the camera parameternmation can be used to validate the tracked
features in order to remove outliers and falseatletes. The result of the low level analysis is a
sparse set of robustly estimated 3D features pamisell as the 3D camera path and the camera
parameter information (see Figure 9).

The medium level analysis works on the sparsefséiDdeature points only. Its goal is to simplify
the large set of 3D feature points in order toaetttypical scene structure information. Note that
the 3D feature points were obtained by the analyfisultiple frames. In this way, they are not
restricted to single image frames. Rather, thelgeceproperties of the overall scene. In contrast,
for video annotation of long unedited sequences, are interested in local image based
information rather than having a global overall slescene parameters. Therefore, we need to find

a way to model the properties of the given scenetsire based on single image frames. To solve

11
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this problem, we propose a frame based visibiligfidation algorithm which relies on the
triangulation of the 3D point parameter set. Trlaagwhich are fully or partly occluded are
removed (see Figure 9). In a final step, the reimgitriangle set will be analyzed. In order to
describe the scene structure, we perform statisticalysis of the properties of the modelled
triangles. In detail, we exploit the orientationtbé& normals of the triangles, the triangle ared an
their relative distance to the camera. To be mpeeific, for every triangle we observe the three
angles enclosed by the coordinate planes and iteahoBy denoting the resulting sets of angles
with a for the set of angles enclosed by the normalglaad Z-planep for the XZ-plane andg for

the XY -plane we can perform a first statisticahlgnis of the 3D model. A final step is the high
level semantic interpretation of the resulting dsga The extracted medium level data contain rich
high level semantic information. For example, a RiBtogram analysis of all visible triangle
normals can be applied. The result is a parametehé type of scene structure which is visible in
each of the frames. We will illustrate this for ekample of the extraction of tHkatnessof a

scene.

3D camera path

Figure 9 — Original image and visible 2D featurenpo (left), triangulated 3D feature points

(right).

The high level analysis is illustrated in Figure ABD histogram analysis of the angteandp of

the visible triangle normals, shown in Figure ight was applied to the set of data. It can be seen

12
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from the sample image that there are three maimesgeentations in the given image, i.e. the left-
hand and right-hand hill as well as the main plairthe 2D histogram in Figure 10, these regions
b1, b2, andb3 appear as significant clusters of normal oriéoiat Despite of the outliers and the
sparse nature of the data set a robust high |leeglesdescription can be made based on this 2D
histogram, i.e. the scene contains a valley. Pleatethat a simple scene interpretation model is
used, i.e. it is distinguished between flat or flah-scenes. The high potential of our proposed
method lies in more sophisticated analysis of tleeliom level features. One can easily see from
the example in Figure 10 that much more meaningfiokmation can be extracted by including
information about the distance of the trianglesthe camera, or by grouping the triangles
according to their histogram clusters and analyziver corresponding 2D image position etc.

Without loss of generality, we restricted our asayo the detection of 'flat-non flat’ scene parts

Figure 10 — 2D histogram analysis of the anglesdp of the visible triangle normals, shown in

Figure 9.

The purpose was to develop a high-level semandigssifler which provides automatic annotation
of a given scene by itHatness’ In order to validate the efficiency of this apgeh, the weighted
variance distribution of the visible scene triangtgmals for a number dfl = 21 bins has been
calculated. In Figure 11, the weighted variancen@fmal orientations, i.e. angles enclosed by
normals and the main coordinate planes XY, XZ, #Zwell as the mean value of the variance of
all angles is shown along the complete sequencewHBighted variance is considered to be a very

good indicator for théatnessof the scene.

13
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Figure 11 — Weighted variance of triangle normals.

It has to be noted that the ‘flatness’ is plottsdcha inverse value, i.e. the scene is annotateé to
very flat if the flatness value is low. The x-axifthe figure marks the frames of the sequence. It
can be seen that the analyzed image sequence basadjer flat parts at the beginning (frames
200-350) and the end (frames 800-1000) of the sdenerder to classify and annotate finally
individual segments of the video into flat and rilat-scene parts, a simple threshold can be
applied. The threshold has been defined heuriktitat observation of flathess value and the
scene itself. In the final performance evaluatidrthis approach, the automatic annotation has
been compared to manually annotated ground truidn dia Table 3, the precision and recall is
presented, whereas, we provide micro and macrcageerfor both performance values. Micro
average denotes precision and recall for all framtemes and macro average is the average of the
outcomes for each video sequence. More detaileeotoncept presented above can be found in
[15].

Table 3 — Performance evaluation of the flatneassifier.

macro average micro average
precision recall precision recall
flatness 66.41 56.78 77.61 73.46

4. New tools for visualization and browsing

The content of a large video database can onlydeded by means of the key frames, thus the
problem of displaying and navigating through a ¢avifleo database is a problem of visualisation

14
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of huge image/key frame collections. The challeisgbe trade-off between the image size, so that
the user can understand what is contained thearththe amount of images that can be displayed
simultaneously, so that a user needs the minimwessary actions to understand the content and
its organization, and find the desired items. lterg years there has been a boom of visualization
mechanisms for displaying large collections of iemgnainly exploiting hierarchical organisation
of the investigated material. In information visgation there is a number of techniques for
visualising hierarchical structures, such as Datumains [16], Hyperbolic Tree [17] and 3D
Hyperbolic visualisation [18], Treemaps [19], [20]d Cone Trees [21], [22].

However, these visualisation solutions do not avsgrve as efficient aids for the user, since the
excess complexity of the user interface sometimdsades an additional obstacle for performing
the browsing task. We have tried these approachdsfeund that they do not fulfil all our
requirements.

Therefore, we have decided to develop two ad-hhiens within the RUSHES project. Since in
the case of rushes, most material lies un-annotatadge unorganised databases, and a semantic
clustering is not always feasible, the first sauntiprovides a tool for visually browsing the
content. The second solution instead, deals wihcse of semantic clustering and navigation of

semantically annotated content.

4.1. Visual browsing tool

In the case of large video databases, it is hefpfubrowsing to structure the given material iato
hierarchical structure, where each layer containeraplete partition of the database content and
where each node contains a quick preview of kewysa highly representative of the visited
content. The hierarchical summaries are obtained bigual clustering of key-frames extracted
from shots, where visual content is representaslityir a dictionary of visual words, as described
in [23]. Even if the grouping of similar contenthiased on visual similarity rather than semantics,
the proposed arrangement assists the browsinggs tgereducing the semantic gap between low-

level features and high-level semantic conceptslitanto the user.
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4.1.1 Navigation interface

The interface provides a visual navigation toofpfimg a thread between the concealed structure
of the content and the user's needs. A screenghibieovhole user interface (developed using
Prefuse [24] and Java Swing) is shown in Figure 12.

It consists of two windows which enable (i) the lexation of the content by interactive search
and (ii) the vision of rushes previews. In the uppmdow the hierarchical preview organisation is
presented using a tree view, as better shown mr&ig3.

The tree view is chosen since it is a common wasepfesenting a hierarchical structure and its
biggest advantage is that the majority of userdar@liar with it. The presented tree contains the
hierarchical preview and in case of large amourtanitent it might consist of a huge number of
nodes and branches, where nodes are clustersuallyisimilar key-frames.

Due to the limited display dimensions, visualisthg entire tree at any time is space-consuming
and unnecessary. An adequate solution is to dyradlsnichange the number of displayed levels: a
node can be expanded to reveal its child-elemdesy exist, or collapsed to hide departing
branches and child-elements. In a similar wayuder does not see the entire tree while browsing,
but only the set of nodes actually involved in é&iploration. To highlight the user's search path,

all nodes starting from the root to the currenidglered node, are colour-encoded.

[B9 1R ARCHICAL CLUSTERING VISUALISATION (81|
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Figure 12 — Screenshot of the interface. In theeuppindow the tree view of the database
structure and the two buttons, which allow theritéve exploration of the content. In the bottom

window, the grid with node preview key-frames ispliayed.

Figure 13 — Tree view of the database structurpgupindow).

Considering that there is no meta-data on the wbdaushes, and that the information we have is
purely visual, the only property we visualise fack node is the number of key-frames contained
in the node (see Figure 13). For giving an insighd the node content, instead of putting the
representative key-frame, we display the previewaafes in the bottom window, since the content
in a node can often be too diverse to be repreddmta single key-frame (this is specifically true

for nodes in the higher levels of the hierarchy).

When clicking on a certain node, the selected iteooloured in red, the next level child-elements
are shown, and the related preview is accessedslaogn in the lower window, as shown in

Figure 14.

Figure 14 — Preview key-frames of the currentlgsidd node (lower window).
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The preview key-frames belonging to the currenibited node are displayed on a grid, where
temporally close key-frames are placed sequentiallprder to assist content understanding.
Positioning the mouse over a key-frame gives tHerimation about the name of the video it

belongs to. In this way the user can distinguistiriiilar key-frames placed close together belong
to the same data item.

In short, the tree metaphor in the upper windouhefinterface fulfils the following tasks:

» provides the visualisation overview at all times;

» describes the parent-child relations between visoadent;

* provides the information on the number of key-frarimeeach node;

» facilitates the comprehension of the current pasitivithin the database by colour

encoding;

* supports the user moving forward, backward and ngagiogressive search refinements.
General guidelines that led the development ofsmlution are based on one main principle of
information visualisation, known as “focus & corifexthe user preserves the global perspective
by seeing the database structure and his currasiitiggoat each step of the search, while getting

more information by observing at the same timevtseal summary of the selected node.

4.1.2 Access methods

To perform an efficient exploration the user capkcbn any node of the hierarchy and visualise
its content preview. Then bgequential accesthe user can move backward and/or forward
through the tree to refine his search, while corttdbeing aware of the current position inside the
database.

However, during the initial stage of exploratiovere a professional user might be completely
unaware of which direction to take to locate refgveontent. For example, when using traditional
navigation tools, in case an interesting key-frameot presented at first, we observed that users
often perform some “random” attempts of explorationorder to look for something that might
better suit their queries.

The specificity of the random exploration mainlesliin the fact that other state-of-the-art
exploratory tools do not deal with such a repogitarthe early unstructured part of the browsing
task, i.e., when the rushes content is still unkmaw the user (see for example [25], [26] and

[27]). The proposed novel random access schema atmseducing the time for browsing
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initialisation and content grasping by statistigatiodelling the probability to access collectioris o
hierarchically arranged previews. This system fionality, calledrandom explorationimitates in

a way the user random behaviour in the situatioanadisplayed key-frames are of no interest for
the user and he wants to move on. In this casegpkcation randomly selects another node and
visualises its summary, thus opening a new searehtibn.

The random browsing strategy is modelled by asdtedil law, whose density function represents
the probability to access one node of the hieraesitydisplay its summary. When the user selects
this navigation modality, the algorithm randomlyests one level of the hierarchy with uniform
probability; then, inside the chosen level, thebatwlity of accessing one specific node is shaped
by the distribution of data in that level of thealzase. In particular, in the current implementgtio
the probability of selecting a node inside onellév@roportional to the colour entropy of the node
itself (computed through a vector quantization psscat the node level, as in [23]), so that more
informative nodes are more likely to be chosen wiébpect to less informative ones. In future
implementations, when shaping the access probghi# aim to integrate some user profile data,
for example by including information related to is@rofile and browsing history.

By modelling the node access by such a statistiegthod, we expect to reduce the expected time
of browsing needed by the user to find his/herchegpals. However, if the shown visual preview
is of no interest for the user, another node carabdomly selected, and a different content sat at
different level of the hierarchy is shown.

This random walk can continue until the user i®dblfind an interesting key-frame and decides
to follow the new information scent, for exampléngsa sequential access to nodes in order to
visualise content previews.

Both random and sequential explorations are addistéhe display of the visual content previews
in the bottom application window (as in Figure 1Phe aim of the visual summary is to show a
set of representative key-frames for each nodehé hierarchy. However since there are no
semantic labels that could assist us in definirey iost appropriate representative set for the
selected cluster, we adopt a similar approachdmtie presented in [28], and we randomly extract
from each node the set of key-frames to be disglayecase the user wants to perform further
exploration on the same node, he can request thtiaaal content, and a new random set is then

extracted from the node and displayed.
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4.2. Semantic browsing tool

Regarding the solution based on semantic browdimglly the user can navigate through the
hierarchy that is the result of the designed autimmerganization process. Secondly, the
visualization solution allows for quick understamgliby the user of the content represented by the
displayed images. This means a minimum size antitgjofimages and appropriate mechanisms
navigating through the structure. The previous imeetd approaches only allow the display of
“flat” structures, as opposite to hierarchical siolns, and very often impose difficulties for the
second objective. We have decided to use Adobeddaevelopment technology, mainly because
of the advantage of creating engaging web appticatoffered by this popular platform.

First of all, RUSHES browsing interface addresses dhallenge of meaningfully grouping the
images by proposing an automatic classificatiororittym, based on a hybrid cluster analysis
solution, that effectively classifies the key framtmsed on the co-occurrence of semantic concepts
or annotations. Cluster analysis is a well-defifiettl that is applied for the organization of a
collection of patterns (feature vectors) into g®\pr clusters) based on some similarity metric.
Cluster algorithms are divided into partitional @ighms, which provide a single division of the
pattern space into groups (the best known of theggg the k-means algorithm) and hierarchical
algorithms, which provide a sequence of nestedtiosus.

The standard hierarchical algorithms produce arbitrae, in which each parent holds exactly two
children. This disposition is impractical for brang huge media repositories since the number of
levels in the hierarchy would be too high in bigadmses. We need to create more populated
clusters. This target is easily reached by meanpadfitional clustering, but the well-known
partitional clustering algorithms [29] produce offlgt partitions (although extensions have been
proposed) and have the additional problem of detenigy the right number of clusters.

Our proposed solution [30] takes advantage of bu#rarchical and partitional clustering
algorithms, forcing them to work together for bettesults. The proposed clustering algorithm
begins with a hierarchical processing of the wisateof elements, which is used to obtain a target
number of cluster& by means of a parameter that represents the mdgndf the gap between
two successive steps in the hierarchical clustepiragess. As this value grows, the difference
between the closest nodes, chosen in each stepnbsdigher. Once this value is computed, the
same group of data is structured according to #tipaal clustering, and therefore divided kn

clusters. This process ends when every node itecagsinto one single parent node.
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For testing and demonstration purposes the setO6# Xkey frames have been extracted and
manually annotated with 21 concepts. They weretitpthe clustering algorithm previous to the
display in the navigation tool.

The browsing Ul proposes an easy-to-use mecharssmavigate through the hierarchy where
every cluster is represented by its centroid image its descriptive concepts. The screenshots

depicted in Figure 15 and Figure 16 show this biogviool.
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Figure 15 — Navigation tool — showing clusters wittie branch~orest— Forest from helicopter.
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Figure 16 — Browsing interface showing key-framesatated withConcert.

The user is enabled to explore the database usingfahe three windows:
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* In the top window the selected cluster (in biggee)stogether with the sibling clusters
and the parent one are shown. The user is enableavigate the repository by clicking
on the corresponding image so he/she is able tbagk to the previous branch (parent
cluster) or to sibling branches. When the tooltstathe top level of the hierarchy is

shown.

* Central window shows the content of the selectadtet and its descriptive concepts. As
mentioned before, every cluster is represented ksygrame, with a “+” icon whenever
the cluster contains other child branches or cties of images. The tool also provides
zooming capabilities (in and out) of a final kegfre and gives access to other RUSHES
tools enabling the user to annotate the video #yefltame belongs to or to play the video
or a summary of it. In the lower part of the windolusters already visited by the user are

represented in order to help the user with the biragvhistory.

* Finally, the left window shows the tree represeaiadf the repository where information
of every cluster is depicted. User can browse titalzhse using this tree which can be
shown and hidden under user’s request. The trieeeisded to show the user the level in

the hierarchy he/she is browsing.

4.3. User evaluation of both Visual and Semantic Browsing
Tools

4.3.1 Initial evaluation of the random exploration functionality in the Visual Browsing tool

For testing and demonstration purposes of the nmawvelom exploration method, a set of 134 raw
videos of about 14 hours length in total have q@enided by EiTB. The videos belong to several
domains (e.g., interview, football, aerial viewswmg, etc.) and from these videos a total set of
3064 key frames has been extracted.

Evaluation was based on two professional use-asfsed in [31] and the initial usability tests
have been performed by 5 journalists from the rBaisque broadcaster.

Atfter performing the specified tasks, EiTB jours#di were asked to fill a questionnaire for rating
their satisfaction with the most important aspexftthe proposed solution, to state positive and
negative aspects of the application, and to givequel comments on potential improvements. As
a main outcome of the evaluation process (seeff82jurther details), the navigation tool with
random access exploration has been highly appeeciay the journalists as a useful tool for
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browsing, especially when they did not know wheoefind the desired content. During the

evaluation process we also analysed different beteal patterns among different users that will
be taken into account for further improvementsheftisual browsing tool.

Figure 17 shows the results of the user evaluatioere scale from 1 to 5 is used for stating the
level of agreement (maximum 5 and minimum1) wite #tatements given in the questionnaire.
We can see that the questions Q10 — “The key-fratiggdayed in the bottom window provide a

good overview of the node content” and Q11 —“Raneoguioration is helpful for browsing when

I do not know where to find the desired contentmdestrate a positive initial evaluation

regarding the proposed random exploration and obrpeeview display method. The colour

encoding of the nodes was also highly marked asefubifeature (Q13) and the visual browsing
application was pleasant to use (Q14). The lowagemark was received for the intuitiveness of
the interface (Q7) and further improvements will performed in order to make the users

interaction with the application easier.
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Figure 17: Ratings per user per question for evizlgaiser satisfaction with the Visual Browsing

tool application.

Users also provided positive and negative commeeggrding the application. They were
comfortable with using the tool, liked the idearafidom browsing for the content exploration and

considered that the key-frames displayed in theé igria good content representation method. As
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additional requirements, users suggested to adé méwrmation about the clip (name, duration,

date) and to add ToolTips to buttons in order folar their functionalities.

4.3.2 Final usability trial of both browsing tools

As part of the final usability trials, 49 users weecruited in 7 of the project partners’ siteseJd
were a posteriori divided in two groups, accordiogtheir expertise with multimedia analysis
systems. The lower expertise group was composé&d piersons, and the higher expertise group
was composed of 19 persons. The participants relspldio a questionnaire with a rating response

scale of 9 points (1 to 9).

The variance analysis of the results using as wdsgt-subjects factor in our definition gives
significant differences between both groups in nwdghe questionnaire items for both Semantic
and Visual Browsing Tools. In average, the highgregtise group rated the tools 1 point higher
than the lower expertise group. Average ratingSemantic Browsing Tool was 6 points in the
lower expertise versus 7 points for the higher dige2 And for Visual Browsing average for the
lower expertise group was 6.12, versus 7.6 fohigher expertise group. We have concluded that
higher expertise rated slightly higher the Visuab®sing tool in comparison with the other

RUSHES module.

One important result we obtained is that both gsoapnsidered positively the capabilities of
automatic annotation provided by RUSHES, whileltveer expertise group rated much lower the

need to manually annotate or correct the annosgtiorcomparison with the high expertise group.

5. Conclusion

After two years research and development withinRRé project RUSHES, a set of results have
been presented showing the scientific and techiwabgtrength of the consortium on audio-visual
analysis, indexing search and retrieval of un-editeaw multimedia assets. During the

development of the RUSHES search engine and thgration of all the components, a new level
of bilateral cooperation between the integratedestd® HAROS and the STREP project RUSHES
has been achieved. The open and distributed actinigeof PHAROS could be successfully used
in the RUSHES system by integrating the CCR framewBurthermore, two novel approaches

for multi-modal analysis of raw un-edited audiowas data have been presented. These
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approaches have to be considered as examples ghaleénhigh scientific level within the
consortium. Finally, a set of tools for navigatemmd browsing of large video repositories conclude
the paper. The RUSHES search engine has been deatedssuccessfully to the public at the
CEBIT (largest industrial computer and telecommatian fair of the world) in Hannover in

March 2009.
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