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ABSTRACT

Artificial reverberation is usually introduced, as a digital audio ef-
fect, to give a sense of enclosing architectural space. In this paper
we argue about the effectiveness and usefulness of diffusive re-
verberators in physically-inspired sound synthesis. Examples are
given for the synthesis of textural sounds, as they emerge from
solid mechanical interactions, as well as from aerodynamic and
liquid phenomena.

1. INTRODUCTION

Artificial reverberation has always been part of the core business
of digital audio effects [1, 2]. Its main purpose is that of giving
ambience to dry sounds, mimicking propagation, absorption, and
diffusion phenomena, as they are found in three-dimensional en-
closures, at the architectural scale.

Ideally, artificial reverberators are linear time-invariant sys-
tems whose impulse response looks and sounds like a decaying
noise. In the response of a real room, the early pulses correspond
to the early reflections coming from the walls, and the density of
pulses rapidly increases in time as a result of multiple reflections
and scattering processes. It is often assumed that late reverbera-
tion is ideally represented as an exponentially-decaying Gaussian
process [3, 4]. Essentially, a good reverb creates a kaleidoscopic
and seemingly random multiplication of incoming pulses.

Feedback delay networks [4, 5] (FDN) are often used as the
central constituent of reverberators, because they are efficient and
their stability can be accurately controlled. FDNs can be parame-
terized according to reference room geometries [6, 7] or to recorded
impulse responses [8], but they are also quite usable as instrument
resonators or time-varying modulation effects [9].

In the Ball-within-the-Box model [6] the normal modes of a
rectangular room are related to geometrical directions of standing
waves, and diffusion is treated as a continuous transfer of energy
between harmonic modal series, by means of a single scattering
object represented by the feedback matrix of a FDN.

In this paper we propose the use of reverberation units, namely
FDNs, as constituents of physics-based sound synthesis models,
whenever the goal is that of thickening the distribution of elemen-
tary events occurring in mechanical interactions, or to give account
of scattering and propagation phenomena.

In fact, reverberation phenomena do not occur only in air at the
architectural scale. As it is obviously deduced from the historical
success of spring and plate reverb units, vibration in solids can
have a clear reverberation character [10].

The textural character of many everyday sounds is indeed de-
termined by dense repetitions of basic acoustic events, which can
be assimilated to reverberation in a wide sense. The key for simu-
lating reverberation phenomena is to achieve a high event density,
or echo density in reverberation terms. Abel and Huang [11] pro-
posed a robust measure, called normalized echo density (NED),
that can be used to characterize reverberant responses. Such mea-
sure can reveal the buildup of echoes at various levels of diffusion
for a reverberation system. They also showed that NED is a good
predictor of texture perception, regardless of the bandwidth of each
single echo (or event) [12].

Section 2 recalls the structure of a FDN and illustrates the real-
ization considered in this paper. Section 3 explains how reverbera-
tion is used in the context of solid interaction synthesis, namely to
differentiate between scraping and rubbing. Section 4 shows how
reverberation is used for the simulation of some aerodynamic phe-
nomena. Section 5 points to uses of diffuse reverb for the synthesis
of massive liquid sounds.

2. THE CORE COMPONENT

A FDN is described by the following equations:

y(n) =

N∑
i=1

cisi(n) + dx(n)

si(n+mi) =

N∑
j=1

ai,jsj(n) + bix(n) (1)

where si(n), 1 ≤ i ≤ N , are the outputs of a set of N delay lines
at discrete time n, and x and y are respectively the input and output
signal. ai,j , bi, ci and d are real numbers, acting as weighting and
recombining coefficients.

The diffusive behavior of FDN reverberators is determined by
the feedback matrix A = [ai,j ]N×N . To ensure that the diffusion
process preserves energy, such matrix should be lossless [5]. To
speedup convergence towards a Gaussian distribution of echoes,
all coefficients of A should have the same magnitude [4]. A third
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requirement, especially for large matrices, is efficiency, i.e., the
possibility to have sub-quadratic complexity for matrix-vector mul-
tiplies. Some lossless, maximally-diffusive, and efficient matri-
ces, such as Hadamard matrices, have been proposed in the litera-
ture [4, 5].

In this paper we consider a realization having the three proper-
ties of energy preservation, equal-magnitude coefficients, and ef-
ficiency, which is based on a circulant feedback matrix defined
from a Galois sequence [13]. Circulant matrices afford matrix-
vector multiplies in O(N logN) time by means of FFT or, alter-
natively, they admit a particularly simple implementation of such
multiplies, whose parallelization is straightforward.

The sample-by-sample computation of the reverberator based
on a 15× 15 circulant matrix [13] can be organized as follows:

double SDTReverb_dsp ( SDTReverb ∗x , double i n ) {
double a , b , c , d , ∗s , o u t ;
i n t i ;

o u t = 0 . 0 ;

f o r ( i = 0 ; i < 1 5 ; i ++) {
s = &x−>v [ i ] ;
b = s [ 1 ] + s [ 2 ] + s [ 3 ] + s [ 5 ] +

s [ 6 ] + s [ 9 ] + s [ 1 1 ] ;
c = s [ 0 ] + s [ 4 ] + s [ 7 ] + s [ 8 ] + s [ 1 0 ] +

s [ 1 2 ] + s [ 1 3 ] + s [ 1 4 ] ;
a = 0 . 2 5 ∗ ( b − c ) ;
d = SDTDelay_dsp ( x−>d e l a y s [ i ] , i n + a ) ;
x−>v [ i ] = x−>g [ i ] ∗

SDTOnePole_dsp ( x−> f i l t e r s [ i ] , d ) ;
o u t += x−>v [ i ] ;

}
memcpy(&x−>v [ 1 5 ] , x−>v , 14 ∗ s i z e o f ( double ) ) ;
re turn o u t / 1 5 . 0 ;

}

The main artifice for such a compact code is the juxtaposition
of two copies of the outputs of the delay lines (memcpy operation),
which allows the exploitation of the circulant structure as 15 inde-
pendent iterations of a for loop, which could be efficiently par-
allelized. The proposed implementation is actually included as a
Cycling’74 Max external in the Sound Design Toolkit (SDT) [14],
a collection of physics-based sound models for the aural render-
ing of basic acoustic phenomena, such as contacts between solids,
liquid and aerodynamic interactions1. SDTReverb_dsp() uses
the SDT implementation of delay lines and one-pole IIR filters for
frequency-dependent damping.

This maximally diffusive yet efficient FDN [13] takes six ar-
guments as input parameters: the size of the room along the x, y
and z axes (lx, ly , and lz), a geometric randomness coefficient (be-
tween 0 and 1), the global reverberation time and the reverberation
time at 1 kHz.

Virtual room dimensions are used to compute the lengths of
the delay lines, which play a key role in the system response as
they represent the fundamental periods at which the virtual envi-
ronment resonates. In our implementation, delay times are com-
puted to simulate the bouncing period of stationary plane waves in
a rectangular room [6].

Each delay time is the reciprocal of

1The Sound Design Toolkit and its source code are available at https:
//github.com/skat-vg/sdt
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where c is the speed of sound in the medium, and the triplets
[nx, ny, nz] belong to the set

1,0,0 2,1,0 1,1,0 1,2,0 0,1,0
0,2,1 0,1,1 0,1,2 0,0,1 1,0,2
1,0,1 1,1,1 1,2,1 2,1,1 2,0,1.

Perfect rectangular enclosures provide a good reference model
to distribute echoes in time. However, a subtle artifact called sweep-
ing echo can arise from rigid geometrical specifications [15]. That
is why, in our realization, a randomness coefficient is used to add
some irregularity to the delay times, thus simulating slight devia-
tions from a strict rectangular reverberation box.

Delay lines are implemented as follows [16]: A single cir-
cular buffer is swept by two allpass interpolated readers, updated
and crossfaded at a 16 sample alternation rate. This arrangement
allows to handle fractional as well as continuously varying de-
lay times, preserving intonation accuracy and avoiding audible
glitches in the feedback loop.

As the FDN matrix is lossless, to achieve a finite reverberation
time the recirculating signal is multiplied by an attenuation coef-
ficient gi before entering the delay lines, yielding an exponential
decay. To achieve a−60 dB attenuation ( 1

1000
of the initial ampli-

tude) on a delay line of period τ at a given reverberation time T ,
the attenuation coefficient is computed as follows:

gi = 10
−3τ
T . (3)

Frequency-dependent attenuation is achieved by applying a
simple one-pole lowpass filter at the output of each delay line, im-
plemented by the difference equation

y(n) = (1 + a)x(n)− ay(n− 1). (4)

The cutoff frequencies are computed in order to obtain a filter
attenuation of 60 dB at 1 kHz after a given time T ′. Remembering
to take into account the frequency independent attenuation coeffi-
cient, using a sampling period ts the filter response at 1 kHz must
be

gω =
10
−3τ
T ′

gi
=

|1 + a|√
a2 + 2a cos(2000πts) + 1

. (5)

Solving this quadratic equation gives two possible values of a,
but only one solution preserves the stability of the lowpass filter
(|a| <= 1). That value is therefore the desired feedback coefficient.

2.1. Echo buildup time

The FDN multiplies elementary acoustic events by recirculating
them through a set of delay lines. The density of “echoes” in-
creases in time, with a speed that depends on delay line lengths
which, in turn, depend on the size of the virtual resonator that the
FDN is modeling. To quantify and represent the rapidity of echo
buildup we use the NED measure [11], which is based on a sliding
window and counts the number of impulse response taps which
lie outside the standard deviation of the windowed samples, nor-
malized to give 1 for a Gaussian distribution of values. In our
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implementation of NED we used a 20 ms Hanning window, grad-
ually shrinking to 10 ms at the beginning of the impulse response.
Figure 1 shows the buildup of the normalized echo density for a
small (0.1 m), a medium (1.0 m), and a large (10.0 m) box. While
for small and medium size boxes the buildup of a Gaussian pro-
cess is practically instantaneous, it is clear how that takes over a
hundred milliseconds in the case of boxes at architectural scale.
This kind of diffuse reverb inevitably adds spaciousness and depth
to any texture it will be applied to. Conversely, a resonator about
1 m in size starts promptly with a high echo density, and stabilizes
around a NED value of 1 after about 10 ms. A small box also starts
with a high echo density, but the tail of its response tends to ring,
and that explains the dip in the dotted line of figure 1.
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Figure 1: Normalized echo density buildup for three maximally
diffusive FDNs, modeling cubes of size 0.1 m (dotted), 1.0 m
(dashed), and 10.0 m (solid), with maximal value for the random-
ness parameter.

3. USE 1: SCRAPING/RUBBING

To produce sliding noises, Van Den Doel [17] proposed to band-
pass filter a fractal noise, at a central frequency proportional to
the velocity between the two surfaces in contact. The rugosity of
the surface could be controlled by means of the fractal dimension.
Similarly, Conan et al. proposed lowpass filtering a noise, with a
biquad cutoff frequency proportional to velocity [18]. Since they
showed that the density of impacts is the main discriminant for
the perceptual distinction between rubbing and scraping, they pro-
posed using a pulse-based noise generator: Pulses are generated by
a Bernoulli process, and their temporal density can be controlled.
The amplitude of pulses has a uniform distribution.

To realize a scraping/rubbing sound generator we take a differ-
ent approach: We consider the rugosity of a surface, imported as
an audio file, and we explicitly model an object sliding on it. The
thickness of such object determines the number of impact points,
the larger the object the higher the number of contacts. However,
to increase the temporal density of micro-events further it is nec-
essary to thicken the pattern of impacts, and a maximally-diffusive
reverberator is the key component to increase the impact density.

The scraping model belongs to the set of physics-based algo-
rithms available in the SDT. In the scraping model an audio signal
is interpreted as surface profile in order to modulate the collisions
between a point-mass exciter and a resonating object [19]. The
sound model is implemented as Cycling’74 Max patch, shown in
Figure 2. An arbitrary audio signal is acquired in order to provide
a roughness profile to drive the sound synthesis (e.g., a sawtooth
waveform at 50 Hz is displayed in the figure). The signal buffer
length is 1000 ms, ideally corresponding to a 1000 mm-long sur-
face. The “sliding parameters” layer is used to interpret the stored
surface profile and drive the impact model accordingly. The verti-
cal penetration of the probe sets the threshold level of the rough-
ness profile above which the signal is detected, while the probe
width parameter sets the size of the sliding window on the rough-
ness profile (in mm, large = rubber, small = sharp object). The
virtual probe is advanced every ∆tms by a distance ∆x = v∆t,
where v is the sliding velocity in m/s. The “velocity profile” box
allows to draw velocity trajectories, that is describing the temporal
unfolding of specific gestures, as in sawing, filing, scratching, and
so forth. Additional parameters are ∆t in ms and the diameter of
a single contact area in cm. The sound quality of the single impact
is described in the two boxes at the bottom of the GUI displayed in
figure 2 (i.e., stiffness, contact shape, energy dissipation affecting
the occurrence of bouncing phenomena, and modes of resonance),
in order to characterize the scraping/rubbing on the surface profile
with auditory impressions of different materials (e.g., metal, wood,
plastic, glass, etc.)2.

Figure 3 shows the spectrograms of the sounds produced by
1-second sliding gestures at constant speed, with a sharp (left, top)
or with a wide (right, top) probe. The supporting surface is a saw-
tooth wave similar to the one shown in figure 2. The wide probe,
as compared to the sharp probe, hits the surface asperities at many
more points, thus producing a denser distribution of elementary
impact noises. This multiplication of acoustic events is similar to
early echoes in room reverberation. To increase the event den-
sity further we introduce the FDN reverberator, whose effects as a
small or large square box (with maximum randomness), and as a
damped or reflective enclosure, are also illustrated in figure 3. It is
clear that both the enlargement of the probe and the introduction of
diffusive reverberation increase the density of micro-impacts, and
this adds a degree of freedom for the sound designer. Similarly,
in classic reverb design one must decide how to split memory and
operations between early reflections (simulated by a FIR structure)
and diffuse reverberation (FDN) [20].

Beside increasing the temporal thickening of the sound tex-
ture, the introduction of a diffusive reverberator affects other tim-
bral aspects. For this purpose, we conditioned the reverb param-
eters in order to reduce the occurrence of evident timbral effects,
trying to maximize the multiplication of micro-impacts. Based
on some informal listening tests, we associated the probe width
(1.0 − 100.0 mm) with the global reverb time in the range of
0.2 − 3.0 s, while keeping the reverb time at 1 kHz shorter (a 0.4
factor of the global reverb time). Different values of FDN damp-
ing give different impressions of surface material, being it metallic
for low damping, or wood-like for high damping. The velocity
(0.0 − 1.0 m/s) is inversely associated to the room size, in the
range of 1.3− 0.3 m, thus producing the compression of the room
size for high velocity. While poorly justified by the physics, we

2Audio examples of various gestures and materials are avail-
able at https://soundcloud.com/skat-vg/sets/
dafx2015-audio-examples
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Figure 2: Cycling’74 Max GUI of the scraping model.

found this control strategy suitable to emphasize the typical glis-
sando effect which occurs in quick sliding gestures and in back
and forth motions.

Playing with the three size parameters of the FDN produces
timbral effects, which can give the impression of extension and
distance of the surface. For instance a texture of sparse, sharp
micro-impacts with a room size of 14 m, a global time reverb of
14 s, and a damping at 5.6 s can easily convey the impression of a
heavy rain on roofing iron sheets (see footnote 2).

4. USE 2: EXPLOSIONS

Powerful explosions, as well as objects traveling at supersonic
speed such as rifle bullets or cracking whip tails, create shock
waves, namely a sudden peak in pressure followed by a negative
expansion tail. The algorithms in the Sound Design Toolkit sim-
ulate this event with a Friedlander waveform [21], which approx-
imates the pressure change caused by an exploding point source
emitting a spherical shock wave. The air then flows back to restore
atmospheric pressure, generating a blast wind. This air flow is ren-
dered by bandpass filtered white noise, modulated in amplitude by
the Friedlander waveform as the wind intensity follows more or

less the profile of the initial shock wave.
Real world explosions, however, are almost never perfectly

impulsive. When happening in air, the initial shockwave is likely
to generate some chaotic turbulence as it propagates. The blast
can also get reflected by the ground or other obstacles, generat-
ing Mach stems and other kinds of interference. If the explosion
transfers part of its energy to a solid object, such as the ground or
the body of a rifle, vibrations propagate also through the solid. If
the material is of non-uniform density, (e.g. rocks, gravel or soil),
the wave is subject to different propagation speeds, reflections and
refractions. Some explosions, then, cannot be approximated by
a point source emitting spherical waves: Lightning bolts, for ex-
ample, generate a simultaneous cylindrical shockwave across their
length, and different wave sections interact as they meet because
of the bolt tortuosity. These interactions create complex temporal
patterns and have a direct effect on the resulting sound [22, 23].

The explosion model implemented in the Sound Design Toolkit
exploits our maximally diffusive FDN to simulate scattering, dif-
fusion, interferences and other kinds of interaction caused by the
phenomena described above, adding complexity to the initial blast
wave and improving the realism of the acoustic result. Figure 4
displays the block diagram of the whole explosion synthesis model.
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Figure 3: Spectrograms resulting from the exploration at constant speed of a surface sawtooth texture, with a sharp (0.002 m, left) or wide
(0.020 m, right) probe. Multiplication of impacts is obtained by means of a maximally-diffusive reverberator corresponding to a small
(0.1 m) or large (1.0 m) resonator, with short (0.2 s, highly damped) or long (3.0 s, slightly damped) reverberation tail.

The Friedlander waveform is initially scattered by the artificial re-
verb, and subsequently processed by a lowpass filter. The cutoff
frequency of the filter is inversely proportional to the square root of
the listening point distance, to simulate frequency dependent atten-
uation caused by the impedance of the medium in which acoustic
waves propagate. The resulting waveform as it is represents the ex-
plosion shock wave, but it is also applied as an amplitude envelope
to a band limited noise generator to simulate the blast wind. These
two outputs are finally sent into two independent delay lines, to
model a different propagation velocity for each component.

The reverberation algorithm is applied just after the Friedlan-
der wave generator, with all of its parameters bound to a single free
variable, namely the duration of the audible diffusive tail. By em-
pirical trial and error, we have found that acoustically convincing
results can be achieved adjusting the length of the delay lines so
that an incoming shockwave is recirculated about a hundred times

on average before becoming inaudible. For example, a diffusive
tail of 1 second would require delay lengths to vary around an av-
erage value of 10 milliseconds. Moreover, higher frequencies are
slightly damped by setting the reverberation time at 1 kHz to 90%
of the whole reverberation time.

5. USE 3: SPRAYS AND SPLASHES

Liquids are involved in a great number of different and very com-
plex sound events, such as dripping, splashing, burbling, pouring,
fizzling and so on. However, the main source of these sounds is not
the liquid in itself but rather its population of bubbles, trapped by
its movement or generated by cavitation phenomena. The pressure
of the surrounding liquid mass applies energy on the gas, trans-
forming the bubble in a pulsating oscillator and quickly converting
it to a spherical form. Spherical bubbles have a very well known

DAFX-5



Proc. of the 18th Int. Conference on Digital Audio Effects (DAFx-15), Trondheim, Norway, Nov 30 - Dec 3, 2015

Reverb

Lowpass Filter

Bandpass FilterWhite Noise

Out z
−Twindz

−Twave

Figure 4: Block diagram of the explosion sound synthesis model
as implemented in the Sound Design Toolkit. The reverberator
is cascaded to the Friedlander waveform generator to simulate
scattering and diffusive phenomena in the wave propagation.

acoustic behavior [24], allowing to devise a physically informed
approach for the synthesis of liquid sounds. A single bubble can
be modeled by a simple exponentially decaying sinusoidal oscilla-
tor, whose amplitude and frequency envelopes are strictly depen-
dent on the bubble radius and depth. The Sound Design Toolkit
renders liquid sounds through additive synthesis, by means of a
polyphonic sinusoidal oscillator bank driven by a stochastic model
for bubble generation [25].

One of the main drawbacks of this method is that it requires
a high degree of polyphony to produce convincing simulations,
especially for very dense textures like rainstorms or roaring water-
falls, or bursting events like water splash crowns. If too many bub-
bles are generated compared to the available number of voices in
the oscillator bank, amplitude envelopes get updated so often that
the modulated sinusoids become almost stationary, resulting in a
ringing rather than bubbling sound. On the other side, increasing
the number of voices leads to a greater computational load. Artifi-
cial reverberation can be used as a cheaper alternative to generate
dense sound events, replicating and diffusing the sound of each
single bubble instead of generating more bubbles through actual
polyphony.

To demonstrate the use of our FDN reverberation algorithm
for this particular purpose, a very dense waterfall sound simula-
tion was produced. The fluid flow synthesis model of the Sound
Design Toolkit was configured with the highest level of polyphony
achievable in real time on the target machine: 100000 bubbles per
second distributed across 200 simultaneous voices (figure 5, bot-
tom). Polyphony and event density was then reduced to 1000 bub-
bles per second on 32 voices and 100 bubbles per second on 8
voices (figure 5, top), generating sparser textures more similar to
a small stream or to a gentle dripping (see footnote 2). Finally,
artificial reverberation was applied to the latter sounds, using long
decay times (10 seconds or more) and large room sizes (30 meters
or more) (figure 5, middle). The use of reverb on the sparse sound
events allowed to recover the dense character of the waterfall, al-
though with a noticeable difference in timbre. This is visible in
figure 5, where it is clear that reverberation preserves the charac-
teristic formants present in the parsimonious bubble generation.
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Figure 5: Spectrograms of the sounds produced by a relatively
small number of bubbles, without (top) and with (middle) reverb.
The spectrogram at the bottom is obtained by a massive generation
of bubbles.

6. CONCLUSION

Earth, water, air and fire: The sonic textures found in everyday
soundscapes can still be largely attributed to the four classic el-
ements. Aristotle related the elements to the two sensible axes
“hot – cold” (attributes extensively used by media theorist Mar-
shall McLuhan) and “dry – wet”. It may be a coincidence, but the
adjectives dry and wet have a very precise meaning in audio tech-
nology and practice. They refer to the presence or addition, in a
sound signal, of reverberation.

Reverberation is multiplication of audible events and processes,
thickening of textures, or texturization of acoustic elements. Such
multiplication occurs in rooms at the architectural scale, but it
could also occur in physical interactions between solids, in gasses,
or in liquids.

In this article we argue about the importance of a good, effi-
cient, and versatile diffusive reverberation model in the toolkit of
a sound designer. We found this component to be important to
convert scraping to rubbing, to generate convincing thunders and
explosions, and to get showers out of single drops. These are all
applications that stretch the use and interpretation of artificial re-
verberation beyond a purely spatial boundary, to embrace sound
textures at large.
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