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Cavity solitons (CS) are localized structures appearing as single intensity peaks in the homogeneous

background of the field emitted by a nonlinear (micro)resonator. In real devices, their position is strongly

influenced by the presence of defects in the device structure. In this Letter we show that the interplay

between these defects and a phase gradient in the driving field induces the spontaneous formation of a

regular sequence of CSs moving in the gradient direction. Hence, defects behave as a device built-in CS

source, where the CS generation rate can be set by controlling the system parameters.

DOI: 10.1103/PhysRevLett.102.163901 PACS numbers: 42.65.Sf, 05.45.Yv, 42.65.Tg

Localized structures (LS) form in large aspect-ratio
media where two or several solutions coexist in the
parameter space [1,2]. They have been predicted and ex-
perimentally observed in many different systems: gas
discharges [3], reaction-diffusion systems [4], fluids [5],
traveling-wave convection [6], and optics [7–10]. The
possibility of exploiting optical localized structures prop-
erties for optical memories and information processing has
attracted an increasing interest in the last decades [11–13].
These applications are promising when localized structures
are created in semiconductor devices, allowing fast re-
sponse and miniaturization. Single-peak localized struc-
tures that appear in semiconductor optical cavities driven
by a coherent field (holding beam, HB), also called cavity
solitons (CSs), have been theoretically predicted [14] and
experimentally observed in broad-area vertical cavity sur-
face emitting lasers (VCSELs) [15]. Recently, several first-
demonstration experiments have been realized to show the
potential of these CSs as ‘‘pixels’’ for all-optical process-
ing units [16,17]. These functionalities are based on the
property of CSs to drift on any parameter gradient with a
velocity proportional to the gradient strength [13].

While the existence, the stability and some properties of
CSs in semiconductors are nowadays well established, we
are still far from understanding their behavior in a ‘‘real’’
device. A major difficulty comes from the engineering of
broad-area VCSELs. State-of-the-art fabrication process
does not fully prevent from formation of small size
(some microns of diameter) ‘‘defects’’ in the transverse
plane of the laser. These are in general local spatial varia-
tions of the semiconductor resonator characteristics (thick-
ness, electrical and/or optical properties, optical gain) [18–
20]. Usually, local defects affects detrimentally the control
of CS, their positioning [16] and their movement [17,20].

In this Letter we report the experimental and theoretical
investigation of a phenomenon never described before: the
spontaneous formation of a periodic flow of CSs. This

arises from the interplay between a constant gradient in
the holding beam phase and hosting material defects
which, in this case, play a beneficial role. The frequency
and velocity of the flow depend critically on the system
parameters, on the external gradient and on the defects
characteristics. It is important to point out that the sensi-
tivity to parameter gradients is a general property of LS.
For this reason the spatiotemporal behavior presented here
is expected to be general to any kind of system supporting
localized structures in presence of defects [21]. Similar
dynamics were observed in the champagne bubbles, result-
ing from the interaction between a nucleation site where
the bubbles are formed and the buoyancy force [22].
The experimental setup is shown in Fig. 1. A broad-area

(200 �m diameter) VCSEL is injected with a collimated
and coherent holding beam. Control parameters are detun-
ing between the frequencies of the cavity resonance and of
the injected signal (�); the intensity of the injected field,
and the VCSEL pumping current J. These parameters are

FIG. 1 (color online). Experimental setup. CL: cylindrical
lens. ML: tunable master laser. Inset: Transverse profile emission
(negative image) of a 200 �m section VCSEL, in the regime of
CS existence under injection by a broad holding beam. Four CS
are present.
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set in the region where CS exist [23]. The inset of Fig. 1
shows the near-field emission profile of the VCSEL with
four CS. CS drift is induced by introducing a phase gra-
dient in the holding beam [17]. This is obtained by piezo-
electrical tilt of the mirror placed in front of the VCSEL
that aligns the holding beam direction with respect to the
optical axis of the VCSEL. In order to simplify the experi-
mental analysis, the CS drift is channeled along a line. The
holding beam intensity profile is shaped in form of a stripe
in the direction of the phase gradient by a cylindrical lens,
thus confining the movement of CS within this geometry.
Then, monitoring of the CS spatiotemporal dynamics can
be obtained by placing an array of four fast (350 MHz
bandwidth) detectors along the channeling stripe in a plane
imaging the VCSEL output. A CCD camera allows for
near-field time-averaged detection of the VCSEL output.

In Fig. 2, upper panel, we show the time traces corre-
sponding to the VCSEL intensity output picked up by the
three detectors A–C placed along the channel line. In
particular, detector A monitors a point of the device (that
we call point A from now on) where a structure sponta-
neously appears even if the phase gradient is removed.
Each detector records a regular pulsing signal with an
average period hTi ¼ 63 ns and the time traces are
strongly correlated to each other with a time delay (�t)
of 3.0 ns for two neighbor detectors in the direction of the
gradient. For a tiny increase of the VCSEL pumping cur-
rent J (lower panel), the period of the pulsing signal
decreases to hTi ¼ 17:5 ns, while the pulse widths and
shape are almost unaffected. In left panel of Fig. 3 we
plot the average value of period T and its standard devia-
tion as a function of J. The decrease of the standard
deviation for increasing J indicates an increasing regularity

in the process. Further information can be obtained by
Fig. 3, right panel, where we superimpose 50 realizations
of pulse generation with the following evolutions moni-
tored by the other two detectors. Even if we consider the
situation where the process is characterized by the stron-
gest dispersion, the traces recorded by the detectors B and
C superimpose perfectly. This indicates clearly that the
spatial evolution of the pulse is deterministic, being always
the same after pulse formation in point A.
The results described above indicate the presence of a

drifting CS that is originated from the structure appearing
at point A, it immediately starts to drift along the channel
due to the phase gradient with a speed of 3:0 �m=ns, and
eventually it dies out after detector C. Moreover, since at
point A the formation of the structure occurs regularly in
time, a regular flow of moving CS settles down in the
direction of the phase gradient. The formation time of the
structure in point A, determines the period of the sequence,
and it is dramatically affected by a variation of the pump-
ing current of the device, while its drifting speed is not. The
spontaneous formation of a stationary structure with high
intensity in point A once the phase gradient is removed,
indicates that this point is a defect of the device section,
i.e., a point where some system parameter value is locally
different from the rest of the device. It is important to point
out that, if the channel line is changed in the experiment
(by changing the gradient direction and moving the detec-
tor array accordingly), other defect points of the device
originating a regular flow of CS can be revealed. Their
positions are randomly distributed throughout the trans-
verse section of the device. The drift of the CS along the
channel is interrupted after detector C by the interaction
with another defect which, in this case, annihilates the
structure. The distance covered by the drifting CS before
vanishing depends on the defect-free length of the chan-
neling path.We observed drifting lengths spanning from 10
to 30 �m.
2D numerical simulations were performed in order to

explain the above described spatiotemporal dynamics and

FIG. 2 (color online). Intensity outputs from a linear array of
four detectors placed along a channel line and separated by
9 �m. Detector A monitors the defect point where the structure
forms, no intensity is monitored by the last detector of the array
(detector D) and its trace is not shown. Each trace is vertically
shifted for clarity. The VCSEL current is 441.76 mA (upper
panel) and 442.0 mA (lower panel). HB intensity ¼ 15 mW.

FIG. 3 (color online). Left Panel: hTi (crosses, with left verti-
cal scale) and �ðTÞ (circles, with right vertical scale) as a
function of J. Right Panel: For the case depicted in Fig. 2, J ¼
441:76 mA, we superimpose 50 spatiotemporal sequences moni-
tored by three detectors [from left to right: A (blue curve), B
(green curve), C (red curve)] along the channel.
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to confirm the role of device defects as sources of traveling
CS. Furthermore, they allow us to understand the depen-
dence of the phenomenon on the control parameters. We
consider a rate equation model describing a driven
VCSEL, pumped above transparency but below threshold.
The dynamical equations, in the paraxial and mean field
limit approximations, read [24]:

@E

@t
¼ ��½ð1þ i�ÞE� 2Cð1� i�Þ

� ðN � 1ÞE� EI � iar2
?E�; (1)

@N

@t
¼ ��½N þ ðN � 1ÞjEj2 � I � dr2

?N�; (2)

where E is the normalized slowly varying envelope of the
electric field and N is the carrier density, � is the cavity
decay rate, � is the nonradiative recombination rate, � is
the cavity detuning parameter � ¼ ð!c �!0Þ=�, with !0

being the injected frequency and !c the cavity frequency.
EI is the normalized input field, I is the normalized in-
jected current, 2C is the bistability parameter, � is the
linewidth enhancement factor, and r2

? is the transverse

Laplacian where a and d are the diffraction and diffusion
coefficients, respectively. The finite size of the device has
been simulated by assuming an injected current with cir-
cular profile. A more detailed discussion of the parameter
definitions and of the scalings can be found in [24]. The
S-shaped input-output curve for the homogenous station-
ary solution of Eqs. (1) and (2), showing the intracavity
field amplitude as a function of �, is shown in Fig. 4. The
broken part of the curve shows the unstable region where,
due to a modulational instability, the system generates a
spatially modulated solution. CSs coexist with the stable
low-intensity homogeneous solution for �2:06 � � �
�1:95 (that is, between the two dashed lines a and b),
while for � <�2:06 only patterns exist.

Device defects in the transverse plane of the device are
simulated by introducing a local spatial dependence in the
value of the parameter �. In physical terms this means to
identify the defects as local variations of the resonator
thickness (due to Bragg reflectors roughness) [18,19].
This approach has been successfully used in order to
reproduce numerically the device defect map experimen-
tally observed [20]. A single defect is simply described by
introducing the spatial profile of � shown in the inset of
Fig. 4. CSs are stable everywhere except in the defect
where � value is such that only the pattern solution is stable
(� <�2:06). According to the experimental observations,
the defect size is assumed comparable with the CS size: the
defect shape is assumed super-Gaussian with a diameter at
half maximum of about 18 �m). A structure spontane-
ously forms upon this defect. This single peaked structure
can be intuitively viewed as a ’’portion’’ of pattern, the
characteristics of which are strongly dependent on the
defect size and shape. At the same time, the gradient of
�ðx; yÞ at the defect walls generates a pinning force on the
structure. Finally we introduce a linear phase gradient K in

the holding beam, EI ¼ EI0 expði ~K � ~xÞ, with K being
strong enough to unpin the structure from the defect.
This phase gradient pulls the structure immediately out
from the defect, and bring it where both the CS and the
low-intensity homogeneous solution are stable. Here the
structure becomes a CS and it keeps on traveling in the
direction of the gradient with a speed proportional to K
[13].
Numerical simulation of the spatiotemporal evolution of

CS is represented in Fig. 5(a). The separation between two
pulses is mainly due to the time required to regenerate the
structure at the defect (T) once the preceding one has gone.
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FIG. 4 (color online). Stationary solutions. The solid (dashed)
line represents the stable (unstable) homogeneous steady state.
Circles (triangles) represent the maximum intensity of stable
CSs (patterns). Other parameters are, I ¼ 2:0024, � ¼ 5, d ¼
0:052, C ¼ 0:45, K ¼ 0:04 �m�1 and EI ¼ 0:792. Inset panel:
Defect profile (x section): defect depth is �� ¼ �0:2 with
respect the value of � outside the defect � ¼ �2:0472. The
region between the two lines a, b is the stability region of CSs.
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FIG. 5 (color online). (a) Numerically calculated intensity out-
puts from a (virtual) linear array of three detectors placed along
the gradient direction. The upper trace corresponds to the output
from a detector placed on the defect point. The middle (lower)
trace corresponds to the output from a detector placed 9 �m
(18 �m) from the defect. (b) Switching time of the structure (T)
as a function of I keeping into account the dependence of � on I
as observed experimentally. All parameters and defect profile as
in Fig. 4.
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The dependence of the structure formation time on pa-
rameters can be understood as follows: once the structure
has left the defect, the system relaxes back to the stable
stationary state and the duration of this process depends
critically on the parameter values inside the defect. In
particular, it depends on how far these values are from
the critical ones at which the homogeneous solution loses
its stability. The divergence of T, as the control parameter
approaches the bifurcation point, is a well-known behavior
of systems close to bifurcation (critical slowing down)
[25]. We have fit the dependence of the numerically ob-
tained T as a function of different control parameters
(I, � and EI) and we have found that it scales with the
inverse of a square root law of j�� �cj, with � being the
generic parameter and �c its critical value at the bifurca-
tion, as predicted for critical slowing down in bistable
system [25]. In order to reproduce numerically the depen-
dence of T on pumping current (J) observed in the experi-
ment, we have to take into account that an experimental
variation of J implies both a change of I and a change of �
[26]. This is due to the change of the semiconductor
refractive index caused by Joule heating. The dependence
of � on I is phenomenologically introduced in the model by
putting � ¼ �0 � 5ðI � I0Þ, being �0 ¼ �2:2472 and I0 ¼
2:0024. In Fig. 5(b) we plot the calculated values of T as a
function of I, once implemented this dependence. As in the
experiment, T diverges as J approaches a critical value.
Moreover, in the vicinity of the bifurcation, the noise is
much more effective explaining why the fluctuations on
hTi in Fig. 2 are larger for low J. J cannot be increased
arbitrarily since eventually the homogeneous solution be-
comes unstable even outside the defect and CSs do not
exist anymore. This explains why value of hTi cannot be
further reduced in Fig. 3, left panel. Defect depth and shape
affects the characteristics of the reported spatiotemporal
dynamics for CS but the onset of the periodic flow of
drifting CS is rather robust versus defect characteristics.
Three ingredients are necessary: outside the defect CS
solution must be stable, inside the defect only pattern
solution is stable and the phase gradient must be strong
enough to push the structure outside the defect. The de-
tailed analysis on the influence of defect characteristics on
the spatiotemporal dynamics will be reported in a more
extensive paper.

In conclusion, we have evidenced experimentally and
analyzed numerically the CS spatiotemporal dynamics
resulting from the interplay between a local defect and a
phase gradient in the holding beam. This dynamics can be
useful in order to engineer CS source points built in the
device thus avoiding the use of a writing beam. Acting on
the gradient strength and on system parameters, or by

tailoring the defect depth, the characteristics of the CS
periodic flow can be set. This paves the way to interesting
solutions in order to decrease the complexity of the CS
experimental apparatus: local perturbations of the resona-
tor characteristics (reflectivity and thickness, for example)
can be engineered in the transverse section of a device
during the growth process. Moreover, the behavior upon
variations of J suggests that, by means of a weak modula-
tion of the pumping current, it is possible to vary the period
of the CS flow and even to stop the CS generation without
perturbing the CS stability nor their speed outside the
defect. This can be used as an optoelectronic method to
store information bits in the form of moving CS.
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