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ABSTRACT

GUNN, H.F., H.R. KIRBY and J.D. MURCHLAND (1982) The
internal wvalidation of a national model of long distance
traffic. .Working Paper 164, Institute for Trangport
Studies, University of Leeds, Leeds. (Unpublished.)

During 1980/81, the Department of Transport developed a
model for describing the distribution of private vehicle
trips between 642 districts in Great Britain, using data
from household and roadside interviews conducted in 1976
for the Regional Highways Traffic Model, and a new
formulation of the gravity model, called a composite
approach, in which shorter length movements were
described at a finer level of zonal detail than longer
movements. This report describes the results of an
independent validation exercige conducted £or the
Department, in which the theoretical basis of the model
and its the quality of its fit to base year data were
examined. The report discusses model specification; input
~data; calibration issues; and accuracy assessment. The
main problems addressed included the treatment of
intrazonal and terminal costs, which was thought to be
deficient; the trip-end estimates to which the model was
constrained, which were shown to have substantial
variability and to be biassed (though the cause of the
latter could be readily removed), with some evidence of
geographical under-specification; and the differences
between roadside and household interview estimates. The
report includes a detailed examination of the composite
model specification and contains suggestions forx
improving the way in which such models are fitted. The
main technical developments, for both theory and
practice, are the methods developed for assessing the
accuracy of the fitted model and for examining the
guality of its fit with respect to the observed data,
taking account of the variances and covariances of
modelled and data values. Overall, the broad conclusion
was that, whilst there appeared to be broad compatibility
between modelled and onserved data in observed cells,
there was clear evidence of inadeguacy in certain
respects, such as for example underestimation of
intradistrict trips.

This work was done in co-operation with Howard Humphreys
and Partners and Transpottation Planning Associates, who
validated the model against independent external data;
their work is reported separately,.
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1.1

1.1.1

1.1.2

1.1.3

THE_INTERNAL VALIDATION OF A NATTONAL
MODEL OF TONG-DISTANCE TRAFFIC

SUMMARY AND CONCLUSIONS

INTRODUCTION

This report summarises the work carried out at the Institute for
Transport Studies of the University of Leeds to assess the validity
of the Department of Transport's National Model (NM) of Long
Distance Traffic. Becaise the commereial vehicle model was not
ready for wvalidation, the work was concerned almest exclusively
with the private vehicle model, a5 deseribed in the first draft

of Outram (1982).

The Leeds work was primarily concerned with the internal validation
of the model, that is, the performance of the model as structured,
and judged ageinst +the data to which it was fitted. Judgements

of model performance against independent daté sets (i.e. ones

to which the model was not fitted), constituted the external
validation, which was the responsibility of Howard Humphreye and
Partners (HH&P), working with Transportation Planning Associates

(TPA), These consultants also undertook those aspecte of the

. internal validation which were most appropriastely handled by

the Department of Transport's 'validstion and comparison' suite

of computer programs, which they hed previously developed; the
Leéds team provided mathemgtical and statistical advice to this
work, with the links between the two geographically well-separated
teams being mainly maintained as a result of Dr. Murchland being

based in London.,

The inbternal validation reported here covers four aspects,

discussed Iln succeeding sections of the report, as follows.

(2] Judgements on MODEL SPECIFICATION, ineluding the definition
of a composite mstrix, composite model, composite costs,
multiple deterrence functions, and the effects of changes

in intrazonal cost specification.
) . « » Section 2,



1.1.k

1.1.5

1.1.6

1.1.7

'1,1.8°

1.1.9 -

1.1.10

(b) Comments on INPUT DATA and its adequacy, covering the inter-—
zonal and intrazonal cost definitions, the treatment of
minor road traffic, the correction for inactive households,
statistical tests for a cordon-crogsings comparison of
household and roadside interview data, the method of merging
several trip estimates, and the trip-end estimates,

' + « « Section 3.

(e} Comments on the CALIBRATION method, including questions of
principle, uniqﬁeness, solution method, calculational economy
and the smoothing of the cost functions.

. « o Section L,

(a) The making of an ACCURACY ASSESSMENT of the fitted model, -
ineluding showing how judgements about the exteunt of
appreciable model mig—~specification may be made, taking
into account the accuracies of the input data; the assessment
of the accuracy of the trip-end estimates; the approximete
analytic formula for the accuracy of the Fitted model; the
interpretation of the goodness of fit of the model in
intra distriet cells, and overall.

v « « Section 5,

The internal validation undertsken here is complementary to that
un@ertaken by Howard Humphreys and TPA, whose final report should

-also be referred to.. (Howard Humphreys and Partners, 1982.)

In the rest of this section we summarise the main findings of our
study, and consolidate the conslusions here rather than st the end
of the report.

An Appendix contains some statistical summaries of data that are

pertinent to our report (see Section 8).

For further technical details, the reader is referred to the Working
Notes {WN) produced en-this project. These are listed in the

contents sections and are availsble as separate Annexes.



1.2

MAIN FINDINGS

Comments on model specification

1.2.1

l1.2.2

'1,2.3

1.2.b

Given the choice of a gravity model to describe the distribution
of frips, and the existence of the RHTM data base at the 3613
regional zone levels of information, the procedures used to
determine the composite-approach and define composite cost seem

reasonsble. (2.1.1)

The composite model itself may be described most simply as a model
at the level of a 642 district system*, which differs from
conventional models only by having several cost values for

nearby district pairs instead of the usual ocne. (2,2.14)

The model has been structured in such a way as to enable it to
proxy the effects of a model constructed at the 3613 regional
zone level, but some of the assumptions used in so doing have not
been tested., (2.2.4)

The private vehicle and commercial vehicle models represent
different ways of attempting to achieve the same goal, of a model
fitted at the 642 district level being consisbent with that which
would have been obtained hy aggregation of one fitted at the 3613
zonérlevel. We would expect the private vehicle model to give
rather moré refined estimates of the cost factors than the-

commercial vehicle model but have no evidence for assessing how

. different the two approaches are. (2;3.11, 12)

Wé.have no definite evidence for believing that there is any

important bias introduced by the use of RHIM rather than N¥M cost
functions for defining composite costs for remote district pairs,
but a number of possible problems have been identified, in which

perhaps the main one is that due to using the RHTM HBW cost

*® h . . . . .
" Wpte; However, as 2 districts had virtually no trips it was virtually a

640 district system.



1.2.5

1.2.5

functions 4o define composite cost for all trip purposes.

(2.3.1h et seq.)

The definition of different deterrent functions for within-town
movements from those elsewhere may be argued on behavioural
grounds {2.4.3) and the further distinction between rural/urban/
metrbpolitan and London distributions was introduced to reflect
differences in the stréﬁgth of the pdblic transport alternative.
We are however rather doubtful that this choice has been

substantiated because the test bed demonstration was pathological.

"~ (2.4,6) Guidelines on how best to define areas in the matrix

to which different cost functions apply shéuld be developed
(2.4,10)

The adjustments made to intrazonal costs, to make them such as
to make the model give better agreement with observed intrazonal
trips, complicates the model specification, meking it more

difficult to snalyse the error properties in the fitted model.

' “Comments on input dsta

1.2.7

1.2.8

The calculation of 0-D generalised cost on the basis of minimm
time paths is unlikely to have an adverse influence on model fit
(3.1.2), Any adverse effects due to the use of the same value of
timé for all trip purposes and regions, irrespective of regional

variations in income, will be reduced as a consequence of fitting

multiple deterrence functions., (3.1.3)

Thé reasons for the adjustments made to intrazonal costs and the
usé of terminal cost corrections for movements between zones

with towns are obscurely presented and the empiricel evidence
presented unconvineing., (3.2.3) However, there are sound
theoretical reasons for msking such changes (2.5,5 - 2,5.7; 3.1.5)
end it is urged that these he developed in order to make a case
for these (or similar) changes which avoid the charge that the
adjustments are made-simply in order to improve the fit between
model and data (3.2.5 and 2.5.k),




1.2.9

1.2.10

lle.lll

l.2.12

The basis for allocating purpose and trip length characteristics
to mninterviewed traffic on minor vroads is an improvement on

the previous use of corridor factors (3.3.1 - 3.3.5) but, having
been carried out on a cordon-wide basis, there may be directional
biases in the NM observed flows which should be taken into account
when making comparisons with the fitted model (whose parameters
should not be affected by these directional biases) or with
independent data (3.3.6L— 3.3.9). The assumed magnitude of flows

on non-counted roads should be substantiated. (3.3.h4)

No comparisons were possible with the alternstive more sophisticated
corridor expansion procedures developed by Martiﬁ and Voorhees
Associates (MVA), but it is suggested that the Department consider
advising on the use of the MVA procedures in any new 0-D travel
surveys. (3.3.9 — 3.3.10)

The inactive household correction factor, which was abandoned
when providing trip-end estimates, was retained in the observed

data set to which the model was fitted, and is a major cause of

.discrepancies subsequently discovered. (3.4)

The investigation of round trips carried out in the development

of the National Model has potentially important implications for

data collection and model building strategies, and deserves
furtﬁér investigation. The differences that occur in the
proportions and trip-lenmgths of single-leg trips in the outbound-
and imbound directions could have a significant influence on the
RI trip length characteristics for a particular trip purpose even
at. the national level, since most roadside interviews were in

thé outbound direction. (3.5)

Statisticsl comparisons of the household and roadside interview
estimates of cordon crossing trips did not reveal a significant
difference between the data sets for HBW and HEEE 4rips; but HBO

trips were significantly different for the data set used, unless

the expsnsion factor® had a coefficient veriation exceeding 10




1.2.13

1.2.1k

1.2.,15

1.2.16

percent. The differences were less significant when more weight
was given to the HI data, for example by dropping the insctive
household correction factor (see 1.2.10). (3.6)

It is surprising that seasonal correction factors had still not
been applied to the data, despite previous evidence that their
absence could account for some of the differences between houschold

snd roadside interviews. {3.7)

The method of merging data sets is satisfactory if +there is no
biss between the data, sets, and is broadly consistent with the

calculation of the accuracies of the data sets made in this project

(5.3.6), but might require more weight to be given to HI data in

the light of the evidence that the deta sets are biased with
regpect to each other. '

The synthetic trip end estimates and district totals of observed
values in wholly-observed districts are biased with respect to
each other. The mein bias (for NHB and EB trips) is that due

to non-home based trips by non-residents being included in the
trip-end estimates but not the observed matrices (3.9.5); the
sécondary bias is due mainly to the inactive household correction
factor being retained in the HI data but omitfed from the trip end
éstimates (3.9.6 ~ 3.9.8) and partly due to planning data used in
the trip end models being & later version to that used in scaling
up the HI data (3.9.9 ~ 3,9.12). For technical reasons, the
discrepancies, though large, are not transparent in the comparisons
between the model aﬁd the dama,-their effects being propagated

to the uncbserved cells (3.9.13 - 3.9.14). It is important that
the defects be remedied, probably by dropping the inactive household_
correction factor from therdhserved data set, and possibly by
revising the NHB trip end models to apply to trips by residents
only,

The reasons for the new method of balancing attractions to

generations are obscure, but if it is retained, the Traffic Appraisal

Manual's information on trip attractions may need to be changed.
(3.9.15 - 3.9.19)




Corments on calibration

lo2n17

102318

1.2.19

1.2,20

l.2.21

The principle of fitting the model to best estimstes of important
aggregate quantities - here, trip ends from the trip end model
and observed cost band sums - lacks the merits of a best fit
method. Methods for the latter should continue to be developed.
(k.2)

Whilst it is not known on theoretical grounds whether the solution

to & synthetic trip-end model must be unique, empirical evidence,

- gained from repeated runs in a demonstration data set, have not

given evidence of non-uniqueness.

The composite model structure could have been invoked more, to

provide a more efficient caleulational procedure. (L.5)

Errors due to non-convergence to the desired row and column and
cost band constraints are negligible compared to the errors in
the trip end estimates. (L.6.3).

It is not recommended that the method of smoothing the cost
functions in the National Model be adopted for general use. (L4.7)

1.2.22] The error in the fiﬁted model value for a cell has two parts: the

1.2.23

error srising from the uncertainty in the data to which the model

is fitted, and inherent model pias{or 'misspecification error').

The former is ealculable, at least approximately, from the known

data accuracy and the method of fitting. The bias, which is the

error that would still be present if the model were fitted to perfectly
accurate data, is harder to get at. Each residual is an estimate of
it, For most cells the residual has a very.large variance, because

the observed value depends on such a small or zero count, To assess
blages further it seems necessary to suppose a simple statistical
description of them ~ in particular, that they behave as if they
were an independent random multiplier in each cell -~ and attempt

to fit this bias model, taking account of the data and model

“uneerbainty.

The accuracy of the observed 0-D dats was caleulated in detail
for each cell sssuming that there were no errors in the various

expansion factors, and then a correction for uncertainty in the




expansion factors applied subsequently. (5.3) These were used
to provide accuracies for row, column and cost band sums. (5.h)
The coefficients of variation were about 3 percent for district

totals and (on average) 26 percent for cost band sums.

1.2.2% The inaccuracy of the synthetic trip end estimates (after
allowing for the bias between these and the observed row and
column-sums) was found to be much better than was thought to be
the case towards the end of the RHIM project, but still substantial,
the coefficient of variation being of the order of 3000/ @
percent, where @ is the synthesised trip end value. (5.5)
In practice this gives a range of coefficient of variation from
gbout 15 to about 50 percent. (5.8.6)

1.2.25 The errors in district level trip ends are, surprisingly, greater
than those for zonal level trip ends, implying .that the trip end
models are underspecified, with some variable or varisbles
omitted which take similar values in nearby zoﬁes. This raises
doubts about the extrapolation of the trip end models to the
unobserved areas. (5.3.1% ~ 5,5,16)

1.2.26 An approximste formula has been derived for the accuracy of a

gravity model fitted with the NM synthetic trip end technique.
(5.6]

1.2.27 Modelled and observed values for a éample of observed cells {all
purposes combined) have been examined, togethef with their
aécuracies, and the broad conclusion reached that, overall, the
modelled values show a strong resemblance to the observed values,

with occasional big discrepancies. (5.7)

1.2.28 8imilar comparigons for intradisirict cells suggest that the
modelled values are lower than the observed values, by sbout T
percent, implying that the model is over—estimating the inter-
district movements (5.8.5), (and possibly doing so more strongly
the smaller the intradistrict modelled value). (5.8.7 ~ 5.8.8)



1.2.29

- 9 -
The varigtion in the pattern of residuals over the matrix was
examined by categorising them by trip length, size of expansion
factor and by type of movement (end by size of modelled value,
when appropriate). Neglecting veriation with expansion factor,
the differences between modelled and observed values aré more
pronounced for trips less than 25 km, but were not judéed to be
important, taking into account an approximate standard deviation
of the residual., But the differences appear to be statistically
significant for all area and trip length categories with low
(< 10) expansion factor. Moreover, there are indications that,
for trips ocut of London or between other Areas, the model is
performing differently as between cells of low (< 10) expansion
factor (where the residuals are always negative) and those of
high (> 100) expgnsion factor, where they are almost always
positive. See section 1.3.3 for a comment on the analysis and

its implications. (See 5.9; the conclusions are more fully

é deseribed in 5,9,22.)

1.2.30

The simplést possiblé descriptions of thé biasés or misspééification
in the distribution model are that the squered biases are haphazard
over the cells of the matrix, with an average value which is a
constant; or else proportional to the model value, or to its square.
These three models of squared bias were fitted to the Natlonal Model.

No significant biases in these simple overall senses were found,

 apparently because of the overwhelming number of cells for which

1.3

1.3.1

1.3.2.

the residual was either small or very inaccurate.

 'DISCUSSION

Clearly, the data problems affect much of the comparisons, rather
than the model specification. Much of this can be corrected
éasily'—-for example, the omissidn of the inactive household
corréction factor from the 0-D data, the revision of WHB trip end

models to exelude trips by non-residents.

0f the model specification itgelf, the most worrying feature

is thet the longer distance movements are so affected by the
intrazonal costs, the determination of which is a complex issue

on which very little_quic research has been done. Since it is

so complex ~ and sinée moreover even attempts to choose intrazonal
costs to make the intrazonal trips correct led to an oversynthesis
of interdistrict trips — it is tempting to think in terms of models

which avoid the necessity of estimating intrazonal costs. There
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could, for example, be intrazonal trip models or; more simply,
a model of long distance movements could bhe developed, in which
the synthesised trip ends were those of longer distance

movements only.

Concerning our assessment of the adequacy of the fitted model,
using the techniques described in Sections 5.7 and 5.9, three
points may be made. The first point is that the techniques go
well beyond the capabilities of the Department's RDCOSM program,
insofar as (i) they heke account of variances of both model and
data, and their covariances; and (ii) they allow patterns in the
residuals to be examined by segmenting the matrix according to the
characteristics.of the oriéin—destinaxion pairs. Thus, we hope
that the Department will consider providing enhanced software

to enable other practitioners to do these sorts of investigations.
The second point is that the time scale of the project did not
permit us to go as far as we should have liked in developing these

techniques, Having received the appropriste data with only about

three weeks to go before the end of the contract, we were able to

investigate the residuals, taking account of their accuracies, for
only & sample of cells (Section 5.7) and able to investigate the
variations in the residuals over all cells, initially only by
neglécting information on thelr accuracies (Section 5.9}, The
third point arises from the second: because we were not able in
the time-scale tc integrate these £wo approaches to examining

the residuals, nor to carry out further computer runs on the basic
data, we were faced with some pfoblems over interpreting the
evidence from these two sets of analyses . .
Initially, the evidence from the two methods of examining the _
residuals appeared to conflict, so we serutinised the analysis more
fully subsequently, (including taking into account a rough measure-
of the accuracy of thé residuals vhen examining their variation
over all cells. Our conclusions, summarised in 1,2,29, and given
more fully in 5.9.22 mean that though the evidence is not as
striking as we at first thought, there still remain indications that

the model may be performing differentlyas between cells of low (<0)
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and high (>100) expansion factor (for trips out of London or
between other areas), and this gives rise to the suspicion that
this is in part attributable to differences in the HI and RT data
sets. To resolve this adequately would require further detailed

investigetion of the dats sets, and of theilr error structure.

1.3.4. The main thrust of our analysis was directed at the estimates
of trips, not of travelp(? trips x cost) or trip length. The
final refort by HH&P, which includes analyses of observed and
modelled +trip length estimates, should be read in conjunction
with this report for a full apprecistion of the National Model
calibration. (Howard Humphreys and Partners, 1982)

1.3.5. Whilst the evidence for tﬁe.accuracy of the input data and of
fhe fitted model may appear slarming at first sight, this may
be something one has to get used to in transportation modelling.
No similer transportation study in this cbunfry {and we suspect
anywhere else in the World} has been subject to such detailed
gorutiny as has the National Model and its predecessor, the
Régional Highways Traffic Model., Transportation planning will
have to recognise that the kinds and magnitudes of errors
presentéd in this report are likely to arise in very many
applications - and greater attention will have to be paid to

getting clean data and an appropriate model specifieation.

2. ~MODEL: “SPECTFICATION

'2,0.1, The characteristic feature of the composite approach to describing
origin—destination movements is that shorter movements are treated

at s finer level of aggregation than longer movements,

'2.0.2. If the origin-destination data is specified in a composite way, a
possible advantage over an entirely fine-level specification is that
small amounts of data are grouped together, thereby reducing the
effects of sampling variability on the accuracy of the parameter

estimates of a trip distribution model.
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If the trip distribution model is specified in a composite way,
the main advantage is a reduction in computing costs, compared

with en entirely fine-zone level of model specification.

It is not necessary to specify both model and data in a composite
way. For example, Gunn {1977) showed how a conventional gravity
model, specified at a fine zone level of detall, could be fitted

to data grouped in a composite way.

The National Model specifies both data and model in a composzite
way. Since, in transpor£ planning, this is pioneering new
techniques, this section seeks to éiarify the principles and
procedures as well as commenting upon the particuler formulation

adopted.

The definitions and specifications of, for éxample, composite
matrices, are given in Section 2.1; the model specification is

given in Section 2.2; and the cost specification is in Section 2.

Note however that both the cost and the model specification have
been adjusted in the course of the fitting procedure (discussed
in Section 4), so that in Sections 2.2 and 2.3 there is some

anticipation of points that arise later.

- ‘COMPOSTTE ‘MATRICES

Thé various ways in vhich shorter movements could be treated at
a fiper'level of zonalAaggregaﬁion than longer movements were
reviewed in Kirby (1978)., The method used in the National Model
is probably the simplest and easiest to implement. It has a two
lével hiérarchy of fine zones (the so-called regionsl zones of
RETM] and coarse zones (called districts®*) in which trips are
represented as occurring at either the fine~zone/fine zone level
or coarse zone/coarse zone level., This avoids the further
complexity of representing coarse zone/fine zone interactions

explicitly.

¥ gee footnote on P.13
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Thus, if I is a district of origin (or generation), and J is

a district of destination (or attraction), and if i, J are
regional zones that lie respectively in I and J (the shorthand
for which is i ¢ I, J € J), the multi-level system of zone—zone
movements may be presented roughly in the following form

(supposing that the nearby districts have similar numbers).

To district/zone

g

I'rom
digtrict or
zone I

.

[

Some ‘¢ells of the district-distriet (I-JT) level of interaction are
subdivided in the above table, into what we call sub-cells,
representing the zone-zone (i~j) level of interaction. A cell
that is not subdivided we shall call a simple cell; a cell that

is subdivided we shall call g composite ¢ell, An origin-destination

matrix that contains only simple cells we call a simpleée matrixy

one that contains a mixture of simple and composite cells we call

& composite mgtrix. For each of the cells or sub—cells there is a

known journey cost. See the Appendix {Section 8) for the numbers

of such cells.

Throughout the internal validation, the term distriet is used to
mean one of the 6L2 distriects used in formulating the model, rather
than one of the U47T local authority districts which are amalgamations
of these.
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In the National Model (Section 2.1) a distriet to distriet (I-J)
pair was represented as a simple cell if the cost.of travel between
any regional zone palir included in it exceeded a certain threshold
value. Thus, Simple cells connect rémote district pairs, composite
cells connect nedrby district pairs. The decision on the cost
threshold is a matter of judgement; +the value of 100 cost units
(assuming an average speed of 60 km/h, this corresponds to a
distance of 37 km) was chosen on the grounds that it reduced the
total nwiber of {cells and suh—ceils) to less than a million
(compared with the thirteen million in the RHTM simple matrix of
3613 x 3613 cells}., We do not know whether the fit of the model

is sensitive to the threshold value, but think it unlikely.

" COMPQOSITE "MODEL

With observed zone—to—zone movements represented at different levels
of spatial detail, the model specification should ideally be such
that estimates st one level of detail are consistent in some sense
with those at another. The key to the transition is having some
information available at the fine level of detail; in the case of
the National Model, both synthetiec trip—end estimates and zone-zone

costs were svallable at the fine level,

If a gravity model form is required at both fine and coarse levels

of detail, then the two forms mey be represented as:

T

T ' )

for cells, i.e. remote districts, and

.
1d

a; b, & (c5) (2:2)

for sub-cells, i.e. regional zome-regional zone interactions, in

nearby distriets, where:

8y 5 AI = generation factors at the fine and coarse levels

bj’ BJ = attraction factors at the fine and coarse levels
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and et (cij) . il (CIJI' = effects of sub—~cell costs ¢;4s OF cell
costs CIJ’ on the interactions between
zone pairs ij or district pairs, 1J,
where the superscript P denotes the
appropriste deterrent function for that
part of the matrix in which 17 (or ij)
lies.

The consistency question iz one of relating a, to AI’ Bj to By,

;) to T (C

IJ)°

For a fully consistent fine zone/coarse zone specification of trips,

one would require that :

£ t.s, = T .
ij in 10 ij 7 | (223)

In the National Model, the first requirement that this led to was
that the zonal parameters at the fine zone level were related to

thoge at the coarse level (ﬁhich are the ones to be estimated) by:

] a. =4 2 for i in I (2sh)
. 1 ES“ T
I.
and
r, .

bj = !;i BJ for jin J {2:5)

| RJ .
where q;, Qp = trip generations synthesised in fine zone i, coarse
zone I, and are such that I LG = Q

‘ iinlI I
rj, RJ = trip attractions synthesised in fine zone j, coarse
zone J, and are such that b r, = RJ
jing ¢

Many other variants could have been taken. Whilst we have no evidence
to suggest that the relationships (2:h; 2:5) are inadequate, we
ghould point out that, so far as we know, no—one has demonstrated
that, for a model fitﬁsd to fine zones, the parameters (ai), (bj)

-

are such that
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a.i/q:.L constant for nearby zones

R

I

and bj/rj constant for nearby zones
The RHTM parameter estimates for the 3613 zone system could have

been used to demonstrate this,

2.2.5. Any relatlonshlp between F (C J] and fp(c ) may be entirely
subsumed within the relatlonshlp between coarse zone costs CIJ
and fine zone costs cij (for ij in IJ, assuming only one cqst
function is included) by setting:
£{x) = F(X) _ (2.6)
(see Note ¥*).
Further discussion of the cost relationships needed to satisfy

(2.3) is in Section 2.3

2.2.6 In fact, the relationship (2.6) is fundamental, rather than a
supposition, since the district-district costs were not available
from a coarse zo@e network, buf have had to he constructed from

the zone to zone costs. This is discussed in section 2.3.

¥ Note Becsuse district to district interactions are modelled only for
costs above the chosen. threshold, there is, strictly speaking,
no value of cost C above this threshold which applies to fine
zone~-fine zone interactions. However, whilst it may be natursl
to require that F(c) £{C) for all C>0 (or the equivalent with el
the requirement is rather abstract.
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If there is no further requirement imposed to meet the condition
(2:3), then, for & given array of costs, the model may be

represenied asi

for simple ceils IM (i.e. remote districts)

Ttw = ALBMFP (Crpd (2:7)

for subcells ij within 'a composite c¢ell IJ

- Q- T, P .
QI J
(This assumes the costs CLM to be given; actually they are

constructed, as in section 2.3)

The subscripts IM are introduced here to reinforce the distinction

between simple end composite cells, but later we use IJ throughout.

A simpler msthemsticsl ‘description of the gravity model The

mathematical form of the model given in Section 2.2 of the NMLDTM
report reduces to the expressions in (2:7) and (2:8). However, as
Murchland (in a note dated 2kth Feb, 1981) and Cunn (ianN 10) have
pointed out, it is possible to exjress it even more simply. Before
doing so however it is best to express the separation funetion in

(2:7, 8) in & different way.

Since the sepsrstion function FP(C) is defined differently in
different parts of the matrix but is such that, in each part, a
parameter is estimated for a given interval of cost, intervals k
can be defined corresonding to both the cost-interval gand funetion
definition such that FP(C) = F, if cost C and part P correspond

K
to interval K. Thus (2%7) becomes :
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2.2.11 For remote districts IM

T = A Powx (2:9)

where D 1if CLM lies in interval X

0 otherwise.

and (218} becomes :

2.2.12" Por subvells ij in ‘nesrby districts 17

= Qs
bk A By == Fe sk (2:10)
)
where d,., = 1 if c¢,. lies in the k™interval
13k 1 -

0 otherwise,

1]

2,2,13 The main simplification arises by adding the models estimates
for the composite cell as a whole., Thus, for {2:10) for "nedrhy
aigtricts (cells) |

T
IJK

. 2 “ijk
iinI Jind

Ar By Fk DIJK (2:11)

vhich is the same form as (2:9), but here

.

D = 4 d. . ,
IJK i5in17 3. R ijk | (2:12)
T J
fbvicusly O < DIJk and i DIJk = 1.

Note that since all the gquantities on the right hand side of (2:12)
are dependent only on the trip-end estimates and costs, the value
of DIJk is known iE'édvance of and is unaffected by the fitting
process. It is thought that this simplification enables the fitting
procedure to be greatly simplified; a point which will be taken

up again in Section k4.5.
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Summary : The model form may be most simply represented as
providing district—district estimabes everywhere., These all

have the form

Trge = 478 F D (2213 - as 219 or 2:11)
For remote districts there is only one non-zero DIJk value. Por

7 velues (given by (2:12)).

nearby distriects there are several DI

Thig representation of the model will be used in the rest of this

report. In both caszes the summstion notation

TIge = ﬁ Tr ok

applies, although it must be remembered that if the cell IT is

composite, the trips TIJ+ are associgted with several cost bands.

Note that, so far, the condition (2+3) for consistency in the two
levels of modelling is not fully met. The way in which costs
were defined in order to achieve this in certain respects is

discussed in 2.3.

Note also that, for convenience, the functions will be described
a5 having a categorised form (Fk rather than F° (Cij)) throughout ,
despite the fact that the functions were eventually smocthed. As
already noted, the categorised notation conveniently indicates

not only the cost value but also the function type.

In section 2,5, the way in which the model specification is

affected by adjusting'intra-zonal costs is discussed.
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" COMPOSITE 'COSTS

The National Model introduces a further relationship between the
fine and coarse levels of modelling through the costs cij and

C This is done in two guite distinct ways.

IJ*

(a) " For_ remote districts, for both private and commercial

vehicle models, the principle is essentially that the costs
between remote districts should be such that the trips given by
the coarse model would be equal to that given by a Ffine model (were
that to be applied to such cells]).

That is, in a simple cell (IM}, where (2:7) applies, if (2:8)
applied there too then one would have

Ty z 'tlm = A By P> qr, F (e )
1m in IM QL RM Im in IM
By the definitions in section 2.4, one function F applies to 'all

pairs 1lm within a given district pair IM. Hence is defined the-

' dompogite ‘¢ost  for remote cells:

-1
= z q.r Fle, )/ QR .
Cpy = F “(m:‘.‘n wm 2'm T im Uy 1 (2a1m)
(The term composite ¢ost, and its definition, are equivalent to
those in the modal split litersture)}. The operstion (2:1k} is
also called 4 gudsi-average.

The right hand side of (2:14) contains known quantities, but also
the function F(C}, vhich is to be estimated. In prineiple, this
implies an iterative procedure. In practice, the qusntities F(C)
were not those estimated in the Natiomal Model calibration, but
those previously estimasted in the RHIM calibrations, denoted by
FO(Cl say.

Hence, the composite costs for simple cells were such that :
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Cryy = Fno 1 ) g.r F (e, J/Q }o (2:15)

1m in IM 1 me  1lm LRM
Whether the use of RHTM cost functions as opposed to National
Model cost functions mekes much difference is discussed in 2.3.1h
et seg. (The three RHIM cost functions for HBW were used to
produce the composite costs by (Etlh), and these same costis were

also used for the other three purposes).

(b) For resrby districts the private vehicle and commercial

vehicle models have taken different approaches so far as the use

of composite costs are concerned.

In the private vehicle model, each nearby district-distriet pair
IT is treated as a composite cell:. the costs between regional
zone pairs ij within IJ are represented explicitly, as shown in
Section 2.2.

In the commercial vehicle mode, nearby district-district pairs
17 are treated as simple cells, but with & composite-cost that
represents implicitly the several regional zone pair costs within

IJ. The composite cost is defined as

4, &5 ‘
.. = F z — F (ec..) . (2:16)
d i3in1s %1 By S

and, in this case, the function 'F' is that being fitted to the
National Model, and thus Cig
procedure that estimates (AI), (BJ) and (Fk). In contrast to
the non-iterative use of the RHTM cost function FO(C) in

is updated ag part of the iterative

caleulating composite costs for remote districts, iterative
calculations of composite cost for nearby districts may be

appropriate.

The guestions are, whether one method is preferable to another;

and would they give very different results?

The first point tohote is that, given the solution {that is,



- P2 -

the A, By and Fy values) to a model of the private vehicle kind,
model of the commercial vehiele kind, by appropriate choice of
composite costs for nearby districts. Thus there is an

equivalence between the two forms.

2.3.10 However, this does not mean to say that the (AI), (BJ) and. (FK)
values derived by fitting the model of the private vehicle kind
are the same as those derived by fitting the model of the commercial
vehicle kind. The former, as it represents fine zone-zone
movements explieitly, includes‘O-D data at this finer level; the
latter includes O0-D data only at the coarser level. For a given
observed districet—district cell, the commercial vehicle model will
allocate all the trips to a single interval of trip cost (that
corresponding to the composite CIJ)’ whereas the private vehicle
model will allocate the trips to several intervals of cost (those

corresponding to the cij).

2,3.11 Hence one would expect the private vehicle model to give rather
more refined (Fk) estimates than the commercial vehicle model,
essentially for costs helow the 100 pence threshold, for the same

fitting method (i.e. synthetic trip end or partial matrix method).

2.3.12 There has however been no direct evaluation of the two model
forms, so there is no quantitative evidence for how different the

two approaches are,

2.3.13 (Note that the fitting methods used in the two cases were
different - that for the private vehicle model constrained the
model's row and column totals to synthesised trip-ends, that for
the commercial vehicle model did not. Since the private vehicle
model is the main concern of this study, there will be little

further discussion of the different approaches. )

2.3.1% Theé use of thée RHIM cost functions RHIM had 3 cost functions for
each purpose, but in the National Model the three HBW functions




2.3.15

2.3.16

2.3.17

_23_

were used to derive the costs used for all four purposes. The
RATM functions had been manually smoothed, and were monotonically
decreasing, so that there was no ambiguity as to what the inverse

function value was in faking the guasi-average.

The question discussed is, does it matter that the old RHIM cost
functions {or rather, time functions adjusted to a cost basis)
wéxe qsed in (2:15) for remote cells, as opposed to usging cost
functions obtained in the National Model? The questions is
particularly apposite for cells near the 100 pence cost threshold,
because, below this threshold, trips are estimated in a way which
corresponds to ﬁsing-the National Model function to define a
composite cost, as in 2:1h or 2:16, and above it to the use of
RHTM function values, as in 2:15.

Although we have no evidence, this may not matter, despite the fact
that the old functions were obtained for 3 different 'areas' of
the HBW matrix, as opposéd to 9 in the National Model for each
purpose (see Section 2,4), The reason is that the averaging
represented by 2:15 is being done for districts that are far

apart. All the costs ®1m
definition of the simple cell) exceed the cost threshold of 100

for remote districts LM will (by

pence. It seems unlikely that the relative variation of F(clm)
over all the subcells within a given IM will make the guasi-
average given by (2:15) very different from a more straightforward
average cost, and hence it is unlikely that inaccuracies in the
relative values of F0 will have much effect on the quasi-average.

(By relstive variation, we mean that due to the slope.)

Moreover, the main difference between the three function types

used in RHETM (urban, rural, London) and the nine used in the
National Model (see Section 2.4), is that the latter distinguished
intra~town movements from the rest; but the relative values for
F(C) curves for these two types of movements for each of the
National Model suburban/rural/metropolitan/London categories

were broadly similar.
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The fact that the trip-ends used in forming the guasi-average
with the RHTM function (in 2:15) were not the same as those used
in fitting the National Model (and so appropriate to 2:16) is
likely to have only a negligiblé effect.

The main inconsistencies that are likely to arise are for journeys
other than home-based work. This is because only the HBW REIM

cost function was used to define composite costs for remote cells.,

Por a few cells, there may be inconsigstencies due to the various
sub~cells within it having different RHTM cost funetions applied
to them (i.e., a mixture say of urban and rural). DNote that the
situation does not arise with the National Model function, which
is of the same type for all sub~cells within a given district~

district cell.

Empirical’evidence for the differences that are likely is
available from NATDEF output (reproduced in WN 19). This shows
that the quési—averages given by (2:15) are almost always less
than the simple unweighted éverage cost, (Theory given in

WN 22 confirms thet, for a convex cost function, the quasi-average
2:15 will always ©be less than the corresponding simple weighted

aversge, For a rapidly decreasing function, F., the quasi-average

0:
will be close to the least of the costs in the sub-cells.) Most

‘of the quasi-averages are within 10 pence of the unweighted

average.

For the important region near the 100 pence threshold, Table
2.3{1) summerises some of the WN 19 data. It is unlikely that

the use of National Model function values pather than RHTM function
would change the value of the quasi~average by as much as the
difference between the RHTM-based gquasi-average and the unweighted
average given in Teble 2.3(1). This would affect the composite
cost value by no more than about + 5 pence in 100, which is a

difference of no more then + 1 in the cost band,
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If one ignores the effect of any change to the calibrated values

of the cost function Fio

cell IJ that implies a change fromw F to F + AF in the deterrent

then a change in cost in a particular

function value will generate a proportional change in the model's

estimates of trips in that cell given by, approximately,

Trg

=

AT
7 AF
7 [/ (1 +a)

where apy takes account of the row and column constraints, and

is given approximately by

T

7 T

7
AR, TIT 7
= —— + (1 + =) (== + =)

Ty QR FUQrTpg ByTyg

(2:17)

%

(Kirby, 1973). In neny cases, apr Will be negligible near the
100 pence threshold. The proportional changes in the numbers of
trips for a one-band ghift in cost at the 100 pence threshold
are given in Table 2.3(2).

As a general point, we note that, since the composite costs

for remote districts are so close to the simple unweighted
averagé zone-zone costs (see WN 19}, it seems possible that a
simple cost, from distriet centroid to district centroid, may
have heen adequate for these districts. In practice though,
since district centroids were undefined and zone-zone costs had
to be used to calculate an average cost between districts, there
is virtue, and very little extra computational effort, in
caleculating the composite costs (rather than say the average

cost) for all district pairs.
The mein virtue of calculating composite costs for remote distriects
is that it reduces the risk of discontinuity arising in the

treatment of cells near the 100 pence threshold.

The calculation of average costs It must be stressed in

conclusion that the composite costs are used in order to get the

coarse model's estimates of trips consistent with a finer level
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of specification; they will not simultaneously achieve consistency
in the estimation of average or total trip c¢ost. For this, one
17 calculated by the

with & simple averasge cost

needs to sum the products of the trips T

IJ)’

model (using composite costs C
] 1
CIJ sgy. For the case considered here, CIJ > CIJ'

THE DEFINITION OF COST FUNCTIONS

The way in which different cost—functions were defined is
obscure in the report (WN 15); see instead Table 2.k(1). The
relative amounts of data in each function area are given in

Table 2.4(2).

The guestion is: why choose to define cost-functions in this

way'?

 The distinction between intra town and other movements might

be argued on the grounds that one is more likely to be familiar
with the opportunities for undertaking certain kinds of
activity in the community in which one lives, than one is with
opportunities elsewhere. This is the kind of argument advanced
in the GMC Transportation Model {Greater Manchester Council,
1981, section 3.5.11), which led to the definition of 'self-

contained areas'.

This argument is reasonable because it is often not appreciated
sufficiently that models of trip distribution are really modelling
two guite distinet distance-related phenomena: one is the tendency
for the number of opportunities one knows about to decrease with
distance; the other is the tendency for the frequency with which -
one visits these known contacts to decrease. Thus, a refinement

of model specification that reflects this distinction should be

an improvement for some purposes.

Of course, the distinction could be taken further, and perhaps

should have been in. a National Model: it does not enhance model
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credibility if, as is the case, all opportunities, no matter how
far away, ave candidates for a destination. (In the disaggregate
model literature, the definition of 'choice sets' plays an
important role; and some sttempts have been made at modifying
the conventional models of trip distribution, by excluding zones
beyond a certain cut—off point from each origin zone. See for

example Benson, 197T7.)

The division of the National Matrix into & number of areas in
which different deterrent functions apply (ignoring for a

moment the ninth function, which applies to the +rips crossing
the Welsh/Scottish screenlines), has not however been based on
such behaviourally based arguments, but on attempts to find a
gset of definitions which, with a syntehtic trip end method of
estimation, reduced the level of oversyunthesis in the observed
cells, It is said in the NM Report (Section k.3) that, for two
'test bed' study aréas, the oversynthesis was reduced
considerably by using two deterrént functions (intra-town/other);
and removed completely when the intra town/other distinction was

extended to incorporate town type.

Because of the way the test beds were defined, we can accept that
the intra town/other distinetion, on its own, indicates an
improvement in model performance oversll; but we cannot accept
the same conclusion for the introduction of the +town type
distinction (viz, metropolitan, urban, rural). This is because
the test beds were such that, in fitting the model so as to

give agreement with the trip cost frequency distribution (and
hence overall numbers of trips) in each of the six different
areas of the test bed matrices, the fitted model was virtually
bound to reproduce the cbserved number of +%rips in the observed

areas,

Hence this particular test~bed result is not a valid basis for
coneluding that this definition of cost functions would improve

the model specification in the National Matrix as a whole.
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(For, if one so adjusts a model specification as to match exactly
some previously used simple aggregate goodness—~of-fit criterion,
one then has to choose different criteria before cne can really

judge the adeguacy of the model.)

In application to the National Model, the extension of the
intra town/other distinction to cover town type (giving in this
cage ﬁ_fUnction areas, with London treated as another category)
does not necesssrily mean that the oversynthesis in the observed
cells is removea completely. This is because, unlike the test
beds, there will in general be several study areas contributing
to each of the eight function areas. Nevertheless, this method
of defining the function.areas does.exert a powerful constraining
influence on the level of oversynthesis; and hence the level of
oversynthesis is not a useful indication of the adegquacy of the
performance of the model even in the observed cells, let alone

the unobserved cells,

The main argument for the distinction between rursl/urban/
Metropelitan/London distributions ié the varying richness of the
public transport alternative. From the asbove, we are somewhat
sceptical that this choiée has been demonstrated to be a good
one, and other behaviourally-based arguments might have been put
up in support of distinghishing between different functions on

the basis of attraction-end cheracteristiecs.

As a geneval comment, it may be ﬁoted that at present there are
no accepted guidelines for determining how best to define funetion
areas in the matrix; and the issue is 1in any case bound up with
the guestion of the adequacy of the gravity model specification
itself. It is possible that a better model specification would
emerge if many function areas were defined, with few parameters in
each, than the present combination of a few function areas with
many parsmeters (= cost factors) in each. But any such approach

would have to define the function areas in a behaviourally
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meaningful way. The key problem is to produce relations that
are sound enough not only to explain the distribution in the

observed cells, but in the unobserved cells.as well!

Finally, it should be noted that the results actually obtained
with the 9 function areass given in Table 2.4(1) show that, to a very
good approximation, the intra town/other functions are virtually
parallel to each other, within each town type. That 1s, for a

given trip purpose and town type, approximstely:

intra—town cost Ffunction
Tother'. cost function

= constant

The average value of the ratio is given in the report (being 2 to
3 for HBW and HBO trips, 1} for EB trips and 3 to 8 for NHBO
trips). This suggests that the intra—town/other distinction
could have been expressed more simply as the determination of a
single factor (a so called 'K-factor'?!) for each town type,
rather than the determingtion of a whole new range of separation

function values. Were this to be done, the accuracy of the model's

estimates would be increased (due to having fewer parameters).

(Not that we aedvocate a K-factor based approach, which tends to
be arbitrary and difficult to extend to uncbserved cells),

The tabular nature of the cost functions The initially defined
tabular sets of functions (with a total of 964 parameters) for

the private vehicle model were eventually replaced by smoothed
velues, Smoothing is discussed in Section 4. (The commercisl
vehicle model adopted the analytic function — the gamma function —
at the outset.)

INTRAZONAL MODEL ADJUSTMENTS

In the proceeding sections, the model has been described as if
the costs in each cell and sub-cell were independent data
(although with a cOmposite cost treatment for the remote district

pairs).
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In fact, the intrazonal costs (that is, the costs in the sub~cells)
were adjusted in order to give better agreement between the fitted
model and the data for intrazonal movements. A relationship was
established between intrazonal distance and zone size. In order
to embrace the zone sizes encountered in the unobserved areas

as well as the observed areas, data and modelled estimates were
inéluded at both the regional zone and district and cordoned-
area levels. The interzonal movements within towns were also
modified, with a terminal cost correction, in a menner which
related to the changes made in intrazonal costs. The procedures

used are described in WN 14 (Section 7 and the Appendix).

This means that we are no longér dealing with a clear cut model
specification in which the dependent variable (trips) is (in the
fitting process) a function only of independent variables (costs,
trip-ends and observed trips). One of the independent variables
(cost) has now become a function not only of trip ends, and
observed trips, but also of the model being fitted. In consequence,
it becomes very much more difficult to analyse the error structure

in the fitted model or %o deduce the properties of the model.

Model adjustments of this kind, which appear to strive to force
the model to give the right amount of intrazonal trips, do not
increase one's confidence in the adequacy of the fitted model
for prediction in either the unobserved cells, or for a future

year.

It is therefore desirable that the reasons for such adjustments

are brought out,

The appropriste principle would be +that the wvalues taken by the
intrazonal cost or indeed interzonsl cost should be those appropriate
to averasging the cost~function Fle) over all possible interactions
within the zone(s) in question (using for this purpose subdivisions
of a zone that are similar in size). This principle is related

+to that used in defining composite costs for remote districts,
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Whilst this principle is briefly acknowledged in the report in
the discussion on intrazonal costs, it requires substantial

elaboration.

In this section we have discussed the implication of the intrazonal
cost adjustments for model specification. In the next, on

input data, the way cost iz defined, and the empirical evidence

for the adjustments, is discussed. In Section 5, on empirical
validation, we show that in fact the intrazonal cost adjustments
were not very successful in producing'agreement with the observed
déta: on average, the modelled intrazonals were T percent too

low,

- INPUT DATA

This section comments on the changes made to the data used as input
to the fitting of the model, €osts are first discussed, in Sections
3.1 and 3.2,.and‘shou1d.be taken in conjunction with the comments
on model specification in the Sections 2.3 and 2.5. The post—RHTM
changes in origin-destination trip data are described in.Section -

3.3, and the trip-ends used are commented on in Section 3.k,

INTERZONAL COSTS

The origin—destination journey costs are based on:

(1) the minimum time paths between RHIM regional zones, using
the network times in Update 22;
(ii) wusing the 0-D times, distances and tolls encountered on
these paths, to deduce a generalised cost of the form
e(pence) = 1.4b dist(km) + 1.28 time(mins) + toll{pence).

The use of the already—available RHTM minimum time paths rather
than a costly re-calculation of minimum cost paths is unlikely
to have any adverse influence on model fit. (The true minimum
path cost will always be lower, but the form of model, with &
factor for each cost band in each function, really only needs =

consistent reanking of costs for each cost function.)
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3.1.3 The main concern is that the same 'value of time' has been applied

! everywhere, and to all trip purposes. Since most empirical studies
suggests that the value of time is proportional to wage rate, it is
conceivable that the model could have fitted the data better had
regional variations in income beeﬁ allowed for in the value of time.
However, the effect of not doing so is lessened by the fact that
different deterrent functions have been applied to trips from
the London, metropoli%an, urban and rﬁral areas. Thus, a trip
from one area which had a given generalised cost (using the average
value of time) will not be grouped with a trip of the same cost

from another area.
3.1.k The way in which the costs between pairs of regional zones were
averaged to give costs between districts was discussed in Section

2|3|

3.1.5 Terminal cost corrections The costs of travelling from a regional

zone within a town to ancther regiomal zone within the same town
were displaced from their centroid to centroid values by &
terminal cost correction at each eﬁd of the movement. The reason
for -this i that, with origins and destinstions spread over
guite large zones, and not concentrated at the centroids, the
centroid to centroid cost would in genersl be an overestimate of
the average cost. In prineiple, in order to achieve consistency
with a finer level of gravity model specification (one in which
zones are homogeneous in size), it is a quasi-average cost measure
that is needed, defined in a gimilar way to the guasi-average
for composite costs, The prineciple is alluded tolin the report
as being the reason for adjuéting the costs for interzonal
movements within towns. The adjustment was carried .out using a .
terminal cost correction at each end of the trip (see WN 1k).
The adjustment was related to the intrazonal cost adjustment.
The arguments for doing the adjustment in this way are not explained
in the report, but have been desecribed to us. In order +o be
convineing, though, we would recommend that the theoretical basis
for estimating these corrections to intrazonal costs should be

established much more strongly.
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3.2 INTRAZONAL COSTS

3.2.1 No network times exist for movements within regional zones (i.e.
the subcells of the composite matrix). The National Model
initially based intrazonal costs on the RHIM relationship between
éverage intra~survey-area times and zone size. As mentioned in
Section 2.5, these were then replaced by a relationship between
intrazonal distence and zone size that was such as to give good
agreement with the observed numbers of trips, Our detailed
comments on the method are in WN 1k and 16, and in Section 2.5
we urged that fresh attention be given to the principles for the
intrazonal (and nearby intrazonal) costs. Here we simply drew

attention to certain empirical matters.

3.2.2 In Fig 3.2(1) intrazonal times are shown as a function of the
effective radius of the zone (Zi km) using the previous RHTM
curves, and the new NM intrazonal time curve., This latter takes

the form

time (1.26 .1n Z; + 0.57) / v

]

60 km/h. (rural areas)
30 km/h. (urbsn areas)
(This would give negative values for % < 0.63 km).

where | Vv

Tt is clear that the changes have substantial implications for

the estimates in the larger uncbserved zones.

3.2.3 The empirical evidence which led to the revision of the intra-
zonal costs was based on plots of the ratiq of synthesised to
observed trips in intra zonal cells as
a function of effective zone radius; Those for home-based work
are given in Figs. 3.2 (2 and 3) (others are in WN 16). These
were held to show that the oversynthesis decreased as zone
size increased, so implying the need to change the intrazonal
time/zone~size relationship. Taking the graphs and their statistics

as a whole however, we do not find the evidence convineing.
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3.2.4 Although clearly desirable, a detailed examination of the effect
of the changes made to intrazonal costs, and the sensitivity of
the intrazonal distance/zone size relationship to the input data,
hags not been possible in the time scale of this project.
However, in section 5, we report the empirical evidence for

“the adequacy of the model's fit to observed intrazonal movements,

3.2.5 As with the terminal cost corrections (section 3.1.5), we recommend
that the basis. for estimating intrazonal costs be established more
firmly, as that which  estimates the quasi-average costs for all
movements within a zone. With a suitable theoretical basis, it
would be poséible to avoid the charge that one was simply adjusting
'the costs in order to improve the agreement between the model

and dasta.

3.3 MINOR ROAD TRAFFIC

3.3.1 The earlier RHTM roadside interview (RI) data were such that:

{1} no estimste was made of traffic on non-counted roads;

(ii) traffic on MCC-only roads was allocated the purpose
distribution, trip length and origin—destination
characteristics of nearby RI roads by including a
‘corridor factor' in grossing—up the traffic on interviewed

roads. .

3.3.2 The new NM roadside interview data were such that:

(i) an estimate of traffic on non-counted roads was made,
equal to the lower gquartile of the distribution of MCC,
for different types of road;

(ii) treffic on (MCC only and non-counted) roads may be
represented as having been allocated to the interviewed
traffic in the following way: it was split up by purpose
according to a modified purpose distribution of the cordon
as & whole; by trip length, according to a modified trip
length distribution for the cordon as a whole, for that

trip purpoSé; and then, by origin-destination, according
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to the proportion of cordon's traffic at that trip length

and purpose which had +the stated origin-destination.

The three-stage process we have

just described reduced to the two

stage treatment discussed in Section 3.3.3 of the MM report.

(Details are given in the Appendix to WN 17.)

The inelusion of estimates of non—counted traffiec remedies s

previous deficlency, It would be helpful if the Department could

supply figures from other studies, perhaps based only on ATC data,

which would substantiate the assumed figure for the order of

magnitude of flows on non-counted roads.

We suspected that the various factors applied to allocate non—

interviewed traffic by purpose and hy trip length would vary, in

the first case, by region of the country, and in the second case

by trip purpose. However the ratios of what we denote as

h _ proportion of minor

road traffic .of purpose h

a proportion of major

_ proportign of minor

road traffic of purpose h.

road traffic of trip length in range 4

[} proportion of major-

were based on comparing figures

‘elass) roadside interview sites

road sites,

Hence :

a) no disaggregation of uh by,
b) an attempted disaggregation

'too noisy' a picture.

road traffic of trip length im range &

from just 7 or 8 minor road (=1C?

with those for the 1000 or so major

say, region was possible

of Rﬂ by trip purpose resulted in

We therefore accept that no improvement is likely in these estimates

for the time being.
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3.3.6 Our main concern is that MCC-only and non—counted roads might
in practice have some directional bies on a given cordon,
which a cordon-wide as opposed to corridor basis for

gdjustment does not reflect.

3.3.7  The directional bias, if it exists, should only marginelly
affect the estimates of the distribution model parameters, since
the bias would have no effect on the alloecation of trips to
cést bands, and only a minor effect on the row and column sums
of observed trips. However, where it might be important is in
a compariscn of the § M data against éxternal 0-D data, or =a
comparison of the fitted model with the 0-D data to which it has
been fitted. | \

3.3.8 Those cordons which may be particularly affected by such a
directional bias may be judged from Table 3.3, which shows the
proportion of non-interviewed traffic as a fraction of the
total (interviewed, counted and estimated) traffic across the
cordon., It is suggested that, for those cordors where the
fraction is high, a map showing the incidence of inberviewed
roads, counted-only roazds and non—counted roads, be inspected
to judge whether the non-interviewed traffic is more or less
evenly spaced around the cordon. If it is not, then the NM data
will have directiomal bisses which affect one's judgement of
how the NM 0-D data compares with independent estimates of 0-D
flows, or with the fitted model, and so some adjustment to the
¥M 0-D data may be desirable,

3.3.9 The methods used in the National Model for attributing trip purpose
and trip length characteristics to traffic on uninterviewed roads
may be contrasted with those proposed earlier in the Trip End
Consolidation Project (Martin & Voorhess Associates, undated,
section 3) subsequently explored further in the Trip End Model
Research Projeet {Martin & Voorhees Associstes, 1981, Working

Paper 2)., The alternative roadside interview expansion process
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that MVA considered required a much more detailed assessment,
for each cordon, of the zones which trips crossing a cordon

on uninterviewed roads might be expected to be coming from and
going to, and some association with the characteristies of
traffic on nearby interviewed roads. In addition, the expansion
procedures would have reflected the differing proportions of
traffic in peak and off-pesk hours, by allocating the differing
traffic proportions in each hour of the day at each interview
site to the hourly traffic flows at the MCC sites.

It is somewhat surprising that the National Model réport makes no
reference.: to this work, because the methods proposed seem superior
in principle to those that were done in either RHTM or the National
Model. It is presumed that the MVA procedures were rejected on
grounds of the processing cost involved. Yet, as will be clear
later on in the report, the extent to which one can judge the
adequacy of the fitted model depends fundamentally on the goodness
of the data to which it is fitted, It is hoped that the Department
will consider advocating the use of the more detailed MVA expansion

procedures, or something akin to them, in other studies.
With the available information, no direct comparisons have been
possible between the results of applying the N M re-expansion

procedures and the MVA re-expansion procedures.

INACTIVE HOUSEHOLDS

The household interview dabs incorporated in the National Model..
data base bBlT was taken unchaﬁged from the last RHTM data base
0B13. This differs from its predecessor, 0B6, by reducing all

HI trips by a factor of 0.935 (for London) and by a factor of 0.96
{elsewhere). These factors had been introduced in the later RHIM
runs because the previously used expansion factors were held not

to have sllowed adeguately for the fact that some househoids in the

Planning Data file would be ‘'inactive'! on a travel day, the
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household members being absent and hence not contactable
during the survey. (Alastair Dick and Associates, 1979a
and 1979b, Paras, 1.5, 1.6.)

Although reference to this was not included in our final report
on BHTM Trip Distribution Investigation, we had there concluded
(TbI-WN 33) that, although the correction factor might be
Justified in principle, the magnitude seemed too high, and indeed
each-household interview ﬁrea should have been corrected for the
effect individually (rather than using only a London/non-London
distinctionj. A more detailed examination undertaken by MVA led
to the stronger conclusion that the true magnitude of the effect
was likely to be very much smaller than the basis on which ADA
had estimated 1t, and recommended that the use of the factors be
sbandoned., (Martin and Voorhees Associates, 1981, Working

Paper 1, Revised expansion factors and inactive households.)

We understand that, in the light of the MVA work, the Department

did abandon the application of these factors to the trip end

model estimates. The failure to abandon them in the observed data

set does much to explain the inconsistencies that we have subsequently

found in the validation: see section 3.9 (and also 3.6).

‘ROUND 'TRIPS

The National Model report includes an investigation of the‘assumgtion
that all observed movements in one direction at a roadside inter-
view station are accompanied by an unobserved movement in the
opposite direction. Using cordon-crossing trips from household
interview data, it was shown that large differences ocecurred in the
proportions of single leg trips in the outbound and inbound

directions, and in their average trip lengths.

We consider this finding %o have potentially important implications
for data collection and model huilding strategies, and suggested
that further work be done on this to advise other studies on the

PR
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best way of proceeding. We agree with the report's

conclusion that 'at the individual survey area level these
differences could generate significant problems'; but are not
convinced that at a large area or national level the differences
are less significant. This is because most roadside interviews
on a ecordon are carried out in the outbound direction, and thus
there would be a tendency overall for, say, HBO other trips to

be underestimated in their number and their average trip length.

3.6 CORDON-CROSSINGS COMPARISON

3.6.1 In the RHTM ' Trip Distribution Investigation (3.2.9-3.2.10) the
nunbers of household interview (HI) and roadside interview (RI)
trips crossing tﬁe HI cordons were compared using variocus
statistical procedures, and it was concluded that, under the
assumptions made, there were étrong grounds for supposing that the
HI end RI data were biased with respect to each other for the
HBW purpose, but not over ail HB purposes; and that the differences

- between the estimates were much too large to be accounted for by
the assumptions made sbout the gampling distribution. There were
also survey differences between different areas of the country,
which seemed largely accounted for by survey differences between
spring and autumn, and between high and low traffic peasks. The
differences were too large to be aécounted for by the uncertainty
the sealing-up factors (Gunn, Kirby, Murchland and Whittaker,1981).

3.6,2. This kind of analysis was repeated using the new HM RI cordon-

| crossing data given in Figs 6,7 and 8 of the NM report, and the
unexpaended HBW trip data given in the RHTM TDI report. Note however
that whilst the HI data given in Figs 6,7 and 8 of the NM report
reflected that which was intended to be used, the HI data set
actually used in the NM was that from RHTM dats set OB 13, which
incorporated inactive household correction factors (see Section 3.U4).
Consequently, the cordon-crossings analysis was done for both the
data set as used (with HI data écaled by 0.935 for London, 0,96

elsevhere), and the dats set as intended.,
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This time the analysis was extended to show the effects of
different assumptions about the amount of uncertainty in the
scaling up factors (expressed as a coefficient of variation)},

and used a somewhat different test, the Watson 'U2' test, to

+those used before. The Wabtson modified U2 statistic is a test

.that each of a sample of n independent variates comes from s

normal distribution with zero mean and unit variance.

Assuming this is the case, the variates are transformed to
uniform variates on$(0,l), sorted, and a measure of discrepancy
calculated between the empirical cumulative distribution and

the theoretical one {(a straight line). A small modification to
reflect sample size is made to this U2 value. The higher the
modified U2 value the less likely the standard normal

agsumption is to be true. The test is sensitive to departure
of the mean from zero and also to departure of the variance from
unity. The normal distribution assumption 1s not in doubt in

this case, because the samples are large. .

The values of the modified U2 ghatistic are given in the Table
3.6 for both the used and intended HI data sets, (Thurrock was
omitted as no sample count was available.) The first conclusion
is that, whatever the coefficient of variation of the expansion
factor, the HBW and HBEBR estimstes of trips by the RI data sets
cennot be regarded as significantly different from the estimates
given by the HI data sets. The second conclusion is that, for
the intended data set, HBO trips sre significantly different only
for expansion factors with coefficients of variation of 5% or
less: but that for the data set actually used, the significant
difference remsing even up to coefficients of variation of 10%.
That is to éay, giving less weight to HI data than was intended,
made the cordon—-crossing discrepancies (for HBO trips) worse.
The discrepancy in HBO trips largely accounted for discrepancies
in the total of home based trips, which were significantly
different for all coefficients of variation tested in the used
data set, but were not significant for coefficients of varistion

gbove 23% in the intended data set.
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The fact that the significance of the discrepancies in HBO trips
got worse if HI trips had less weight than the intended value
leads to the thought that, if one were to give more weight to

HI trips, the significance of the discrepancies would disappear

" altogether (at a given level of error in the expansion factors).

(Of course, whether one would be justified in giving more weight
to HI data would have to be argued on other grounds.) A further
series of cordon-crossing comparisons was therefore made, with
HT data scaled up by a further factdr, in the range 1.05 up to,

in some cases, 1.25. 1In principle, an optimum combination of

coefficient of variation and sealing factor could be found, that

minimised the U2 value for & given trip purpose; but it was more
appropriate to find scaling factors that were as close as
posgible to one without making the U2 value too improbable for
any trip purpose. (Note that increasing the weight of HI data
actually makes the discrepancies in HBW trips worse, not better,

so & balance has to be struck across all trip purposes.)

It was found, for example, that a scaling factor of slightly
more than 1.05 (on the intended data) would be needed to make
the HBO discrepancies not significant, for a coefficient of
variation of 5%. h

Results of other varistions in scaling factors are in WN 24,

Note that these comparisons used the same basis for calculating

variances as was used with the RHTM comparisons; namely, the

"~ assumption that the sample data had a Polsson distribution. The

variancés could instead haeve been obtained from the

calculations done in the course of establishing the accuracy of.
the O-D matrices (see section 5.3); ‘: but, apart from the fact
that these calculations had not been completed when we did this
work, 1t would have in any case required further computation %o
establish the variance of cordon-ecrossing trips for each cordon.
This did not seem worthwhile (given that the true average sampling
fractions for cordon—trip crossing trips had already been

established in the RETM Trip Distribution Investigetion),
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It should be expressly noted that these tests for consistency
of the HI and RI data are for cordon—crossing trips only, They
do not cover the possibly more important comparison of trip

lengths for the two surveys.

. SEASQONAL CORBECTION FACTORS

The one adjustment to RHTM data that is conspicuous by its
absence in the National Model is that for seasonal correction
factors in the two data sets, Those for RHIM were taken to be
unity everywhere; yet we had earlier showm (see 3.6.1) that
differences between spring and autumn and high snd low traffic
periods might account for some of the differences in the RHTM
cordon crossings éomparison. Tt is therefore to be regretted

that these factors were not investlgated further.

‘MERGING OF ESTIMATES

The Nationsl Model report {section 3.3.3) shows that, where

-several data sets provided an estimate of the whole origin-

destination (ij) movement, they were merged by taking the

average &s:

‘sum of (average sampling fraction.x trip estimste)
sun of average sampling fractions

Compared with the approach now adopted in the Department's
validation and comparison programs, RDMVAR and RDMERGE, the

assumptions implied are:

i) that the sampling fraction for all trips in a
given survey period is hemogenous;

ii}) +that the effects of uncertainty in these sampling fractions
{or rather the component scaling-up factors) are the same
in all data sets;

iii) that each data set is providing an unbiased estimate of the

true number of trips.
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Departures from assumption (i) are likely to have little effect
on the calibration. Assumption (ii) probably means that the
merged estimate is Weightéd rather more towards the roadside
interview estimate than it would have been with the RDMVAR and

. RDMERGE procedures (since in practice the uncertainty in

gcaling~up factors is rather greater for RI data than it is for
HI data).

The method of merging was certainly an improvement on the
previous procedure (in which an unweighted average of RI estimates

was taken and HI estimates of cordon—crossing trips discarded).

The main deficiency with the method arises if, as is implied by
the cordon-crossings comparison:discussed in Section 3.6,
assumption (iii) concerning unbiased estimates does not hold,
The comparisons in Section 3.6 seem to sugéest that rather more
weight might be given to HI rather then RI data, at least for
HBO trips.

TRIP END ESTIMATES

The trip-end estimates (qi or Q3 z, or RJ) used in the fitting

of the gravity model were:

a) for wholly~observed rows or columns, observed trip-ends
derived by summing the trips in the trip matrix;

b) elsewhere, synthesised trip-ends, derived eventually by

utilising the models described in the Traffic Appraisal

‘Manual (TAM), btogether with the planning informstion
ineluded in PDUP1S.

For district-level estimates, the zonal trip end estimates were

appropriately aggregated.

It was not within the terms of reference of this project to
enguire into the trip-end models used. However, our assessment

of the accuracy of.the synthetic trip-end estimate (WN 11, 12, 13},
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reported in Section 5, led us to conclude that there were

serious problems with those estimates.

3.9.4 The main problem is that, for the wholly-observed rows or
columns, the zonal or district totals of trips and the corresponding
" synthetic trip end estimates are biased with respect to each
other. The differences are given in Teble 3.9, and they appear

to be due to two main contributory factors.

3.9.5 Uncbserved non~heme-based trips., The startlingly large

differences in col. 3 for non-home-based and employer's business
trips were s$hown, after investigation in APM Division, to be due
to the fact that trips within HI areas by non-residents could not
be observed by either HI or RI, but the NHB trip-end models
ineluded trips by both residents and non-residents. Mertin and
Voorhees Associates reported that those non-observed trips
accounted for 24% of NHB trips. Since, of the EB trips, 59.9%
are NHB, this implies that a total of 1L.4% additional trips were
added to all EB trips. Thus, after allowing for this factor, one
finds the discrepancy between the two estimates reduces to about
+ T% for cach of the purposes (Col, & of Table 3.9). This sugeests
that there may be a factor common to all trip purposes that

explains the discrepancy.

3.9.6 ~ Planning data[expansion.factor‘changesz It seems that the most

1likely 'common factor' to account for much of the remaining T per
cent over-synthesis by the trip-end model of the observed numbers
of trips is the inconsistency in the application of the "inactive
household correction factor, discussed in Section 3.4. These
inactive household factors, if applied to the data, should be
epplied to the trip end models as well: gee, for example,

the RHTM calibration and validation report of Aug~Oect 1979
{Alastair Dick & Associates, 1979;)Section 1.6), where it is

sald that: "When the trip end model iz used, it is applied to
93.5 per cent and 96.0 per cent of the Planning Data households
for London and the Rest of the Country respectively.

o
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3.9.7 We understand that, following the recommendstion by Martin
and Voorhees Associates (1981) to drop the use of these
factors, the Department céased to apply them to the trip-
end models. Unfortunstely, the observed matrices in the NM
have bpeen built using a data-set (OBLT) which had taken its
HI data from OBl3, which had had these factors applied to

‘ﬁhem.

3.9.8., If the household interview data have to be revised by a factor
P (= 1/0.935 for London, 1/0,96 elsevhere), and recalling that
cordon—crossing trips were merged with RI date (Section 3.8),
the effect on the zonal totals of observed trips would be to

increase these to approximately:

Px(intre-area HI trips)

. 1 1
+ Px (Cordon .crossing HI trips) x Fp o+ {Cordon crossing RI trips x ¥
1 1
S
Fg Ty
where FH,and FR are the expansion factors for household and

roadside interview data respectively. Hence, dropping the inactive
household factor from the observed date set would reduce the

- overestimation of synthetic trip-end estimates from sbout 7% to
gbout 4%. This explanation of the bulk of the discrepancy,
although simple, was not immediately cobvious, because of the
complex sequence of stages ﬁhich the observed data and trip end

estimates go through.

3.2.9 The discrepancy that remains may be mainly attributable to the

| fact that the planning data used as input to the trip generation -
models, PDUP16, was not the same as that used to expand the
household interview data (PDUP 1hA, which had the same household
informstion as PDUP12). (The parameters of the trip generation
models would not however have been affected by the change in
planning data). We recommend that the changes in expansion
factors implied by the changes in the PDUP informstion be

investigsted.
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For trip attractions, changes in 'PDUP' input data are not expected
to explain the difference between synthétic trip ends and obzerved

trip ends. PDUP16 used the same employment information as PDUPLLA,
and the attraction models weré fittéd to zonal trip—end estimates

based on the data set (0B13) that utilised PDUP1LA.

However, due to the internsl balancing between trip attractions and
generation that goes on inside the trip end program REGTRIP (see
3.9.15), any over-synthesis in trip generation in a given 'balancing
area’ will be reflected in the trip attractions for those areas,
Hence, there is little need to lock for reasoné why these synthetic

trip attractions as a whole are overestimating the total 0-D data.

It should however be noted that, if the data set is again revised
(by dropping the inactive househdld correction fector), the trip
attraction models might best be revised also, to take account not
only of the dropping of the inactive household factor, but also
of the revised method of treating minor road traffic (which is the

main difference between the OB17 and OBl3 data sets).

The effects of the discrepancies The discrepancies between observed

and synthesised trip end estimates in wholly-observed zones (or
districts) is clearly important to correct, preferably by ensuring
compatibility in the data used for the two estimates; It is &

little surprising though that the systematic nature of the discfepancies
and their magnitude had not been noted before; the National Model

report (Section 4.3) refers only to 'small differences in the

magnitudes of the synthetic trip ends and the row.and columm

. totals', which led to the decision to replace the synthetic trip

ends by the observed trips ends in order to improve the fit given
by the synthetic trip end method of calibration {see Section k).
We think that the calibration should have been cured by correcting
the incompatibility rather than by adjusting the calibration

procedure.

It is at first sight more surprising though that the magnitude of

the HBO and EB disc¥epancies did not manifest themselves more obviously
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A possible explanation lies in the fact that much of this difference is
concentrated within HI areas (within which no NHB trips could be surveyed),
and hence within towns. Sinece within-town movements had different
deterrent functions from elsewhere, the effect of having too few data
within the town will be to displace the within town funection relative to
the other function. One might therefore‘appear to get a good fit by

each tyﬁe of function to the data in the corresponding part. But the
functions will be useless for msking estimates in the uncbserved cells,

because they imply an incorrect balance between data within the towns

~and data outside them.

Trip end balancing. Tt is usual in traneport modelling to adjust the

total of synthesised trip attractions to be equal to the total of synthesised
trip genera'tfions, so that tJR 3 = Z:IQ 7 In thg National Model, as in

its predecessors (the Regionsl Highways Traffic Model and the National
Traffic Model), the balancing process was applied not to all zones

together, but to all zones lying within certain 'balancing areas' so that

r R_ _ L Q
TeX. J = TeX T for each X

where X = set of zones in a balancing area. For RHTM, which defined
52 balancing areas for the HBW matrix, the balancing areas were

defined by the concept that

traffic genersted inside traffic generated outside

and attracted outside T and attracted inside

If, indeed, one could define such balanced communities from previous
knowledge (e.g. using Census data), then this requirement on the
estimated trip-ends may be reascnable. But there seems 1little evidence

to support the choice of balancing aress on those grounds.

There is a more general argument to support the idea of balancing
attractions to generations. This is, that the attraction equations
are not responsive to certaln variables such ss car ownership which
vary across the country, but the trip generations are; so one should
adjust the level of theM%érmer to the level of the latter.
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The RHTM attraction balancing process is usually sutomatically applied
within REGTRIP, so that the level of synthesised attractions put out

by REGTRIP for a particular zone has slready had a factor applied to them
that depends on the RHTM balancing ares within which they lie.

However, we understand that, for the National Model, the use of these

52 balancing areas (for HB;trips; or 23 balancing areas for NHB trips)
was not sétisfactory (some of the areas were very small). Since the
National Model fitted the gravity model to observed trip ends in

wholly observed rows and columns, and synthesised trip-ends elsewhere,
it wasg deeided that :the trip.atiractions .in-wholly.observed zones should
be unaltered, and adjustments made to trip attractions only in the
partially observed zones. Eventually, only zones in 'Area F' were
modified. As area ¥ was crossed by sifoCC;only‘screenlinés; it was
decided to apply the trip attraction balancing process only within the

7 subdivisions of Area P that thiese created.

The reason for this choice is obscure, and the consequences 4difficult

to interpret. But if indeed it has been found appropriate to
dispense with the balancing to the original 52 (or 23) balencing areas,
this suggests that the advice in . TAM on the use of the

attraction equation may need to be modified.

CALTBRATTON

This section first describes the method adopted for estimating the
parameters, then the principles that might apply, then questions of

uniqueness, solution method, efficiency, convergence and sﬁoothing.

METHEOD

For the private vehicle model, the parameters (AI), (BJ) and (Fk) in

Troe © 21 By Fx Prme (h:1)

were in principle estimated by the so-called synthetic trip end method.
This chooses the parameters so that total model trips from each district,
to each district, and summed over cobserved cells in each cost band, agree

with the known totals QI’ BJ and Sﬁ » respectively. Formally,
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k1.3

L.1.b

k1.5

k.2

Trep = Qr » each origin 1 _ (he2)

T,5. = Ry » each destination J (413)

Ti+k = 8%/, each cost band k, (heh)
vhere Sﬁ = N++k =number of trips in cost band k which were found in

the survey, in total over observed calls only, the

superscript ¥ denoting sums over observed cells only.

Ag ghown, an additionsl parameter A has been introduced. This is
necessary since otherwise there is one more independent constraint
than there are parameters for fitting. It is necessary that

Q_l_ = R+ s (}-!-:5)

of course. This is achieved in advance, through the trip-end balancing
process. The above is one way of inserting the additional parameter ~
the other obvious way is to adjust each QI and each RJ. :

In practice, for the wholly cobserved distriects, the National Model .
replaced the synthesised trip ends by the row and column sums of
observed data, i.e. replaced QI‘by Qf, RJ by B*. This aspect is

J
discussed in 4.8,

The factors (Fk) were subsequently smoothed (see Section U4.L4), but
the method of fitting initially proceeded by finding unsmoothed Ffactors.

The size of the adjustment‘factor A is summarised in Table k.1,

PRINCIPLES

The principle adopted is clearly one of fitting to best estimates of
important aggregate guantities, Also, this is consistent with the
usual methods of forecasting - the trip end estimates provided by
the trip distribution model agree exactly with those provided by the

trip end models. However, there is already one difficulty in the fact
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thet there is one more important aggregate quantity than there are
adjustable parameters. So far as is known there is no sense of best
£it which it can be considered to achieve. Unlike a best fit method,
the procedure is rigid and can not easily be edapted to use more
information, more constraints (smoothing), detailed knowledge of data
accuracy or Titting accuracy preferences. Whilst accepting that,

in the time scale within which the National Model was meant to have
been developed,.it might have been unwise to have taken on board
entirely novel fitting methods, we think it should be emphasised again
that, if the best—fitting model is to be found, this requires the use
of a consistent statistiﬁal estimation criteriom, which will utilise
information about not only the estimates of the mean numbers of . trips,
trip-ends etc,, but also the estimates of their standard errors.

The combined calibration procedure developed in the RHTM Trip Distribution
Investigation (Gunn, Kirby, Murchland and Whittaker, 1980), was a tool
to do this job: +Wwe still think the Department. should consider it for

practical use.

UNIQUENESS

Although Titting by synthetic trip ends resembles partisl matrix fitting,

there are distinct differences in prineiple.

Partial matrix fitting with empirieal deterrence functions fits so that
the model numbers of trips in observed cells in each row, column and
cost band agree exactly. The resulting model values will be uniquely
determined for each observed cell. (The proof of uniqueness follows
directly from a minimization formulstion of the problem, since the
objective function is strictly convex.) Partial matrix estimates for

the unobserved cells are made by using the fitted Ffactors of the model.

Unfortunately it can happen that such estimates for unobserved cells
are indeterminate despite the unique estimates for observed cells

{Dey and Hawkins, 1979, Murchland,1979). Aside from obvious cases in
which a cost band was not observed at all, this 'non-idemtifisble'
can arise when the observed ceils are too few or not well placed.

In detail, this happens when the equations, one for each observed cell,
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AiBij = g specified velue, for an observed cell ijk ,

fail to ensure that

AiBij is uniquely determined for each unobserved cell ijk.

Of course this possible indeterminancy is quite sensitive to the choice

made Ffor the cost functions and cost bands.

Synthetic frip end model Fitting, as employed in the National Model,
fits so that model trip numbers in all cells in & row or column sum to
particular row and column totals, and so that model trips in observed
cells in eamch cost band agree with the observed number. In order that
the number of independent constraints is the same as the number of inde-
pendent variables it is necessary to introduce one extras variable, in
the form actually used, by applying a factor to the obgserved number

of trips in each cost band. {If the.model is reasonably well-fitting

this factor will end up very close fto unity.)

As the model value for every cell is inecluded in the constraints, and

. there is no extrapolation from fitted observed cells to the unfitted

ones, there is no question of non-identifiability as may perhaps oceur
with the partial matrix method. However, there may be a question that
the solution is not unigque. It is generally believed that more than
one solution cannot occur. This has not been definitely proved.
Unlike the partial matrix method for observed cells, the synthetic trip
end method does not have a known reformulation as a convex minimization

problem, meking this question harder to resolve.

Empirical evidence about the uniqueness-of the selution, obtained by
repeating the calibration process from many different starting values.-
would be too costly on the National Model. For this and other reasons,
we constructed & small demonstration exsmple, with an 18 x 18 matrix,
and did not find any evidence of non*uniquenéss from the limited number

of runs undevrtaken.
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h.L SOLUTION METHOD

h.h.1 The solution method is essentially a variant of the well known iterative
method of scaling rows, columns and cost bands in turn. A two stage
algorithm mey be adopted, Details given in the two stages deseribed
below are those which we suggest could have been used for the National
Model. - These are compared with the method actually used in Section b.5.

h.h.2 After selectlng 1n1t1al values for Bép) and F( ), starting with n=0

successive values would be given by the fallow1ng.

4,4.3 First stage For each row I in turn form

(nt1) _ (n) _(n) . ‘
TIJk = BJ Fk DIJk for each Jk for which DIJk > 0,
{n+1) {n+1)
T = L L T. o , and

I++ Tk IJk

(n+l) _ {n+1)
A0 < Re/Trew

Then, for each Jk form, or accumulate over rows,

(n+l) _  ,(ntl) (n+l)
e~ At Tk o
T$£E+l) = LI T%Ekl) , summed over observed cells only,

Ik
IJ observed

(n+l) _ (n+1)
TIJ+ = i TIJk , the model velue for IJ, and

(o+l) _ (n+1)
Tige = I Trg,

I

Second gtage Form

#(n+l) _ %(n+l}
Tors =IT g  8nd
k
. * %
AT o g g )
k L)
(n+1) _ (n) {a+1)
B; = Q /T+J+ for each J, and

(n) q /A(n+l) T *(n+1)

k ke for each k

u
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The number of multiplications needed by.this method is about
2 .
2 nr~ + nsc + 2nsco, where nr is the number of rows and nsc the

number of composite sub-cells for which DIJK is non-zero, of which

fisco are observed. This assumes avoidance of the multiplication

by a writ DIJK for = simple cell, and only one multiplication by

+1
AI (n ) for a comp051te cell whlch is. not obsarved (Further

similar econamles are p0551ble 1f the number of cost bands is

apprec1ably less than the number of rows). The storage needed

for cone row is nr plus the (worst case) number of non-zero sub-cell.
(N+1)

DIJK in a row, 1f the TIHK overwrlte the DIJK.

CALCULATTONAL ECONOMY

While not doubting that the implementation of the National Model
fitting procedure achieves the same effect, it appears that the above

would require substantially less calculétional,effort.

The main difference is that the_DIJk are calculated once and for all
at the beginning, according to the formula (2:12) in section 2.2.13
above. The National Method method used a so—called C-file technique,
in which the (~file contains the data needed for each row in stage 1.
This ineluded the information equivalent to a recalculation of the
DIJk for each iteration (they did not appear explicitly). Thus,

the conventional C-file technique uses one pointer for each sub-cell;

- our proposed (D-file?) technique would use several pointers for

. each composite cell (but with only as many pointers as there are

different cost bands within the composite cell).

oe explicit use of the D vas included in our demonstration project

ITk
with an 18 x 18 example (using the data known as 'Beulsh' — see

WN 10),

A second difference of the algorithm of Section 4. h from .the
{us1) {n+1) for th
National Model method is the use of TIJ+ or TIJ or the

sums needéd in Stage 2. Without this the term 2 nr in the number

. 2
of multiplicetions would be 3 nr.
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An untried variant is to solve for a new row factor and corresponding
column factor simultaneously. This msy reduce the number of iterations
needed, by directly dealing with the marked interaction that occurs
between a row and its corresponding column factor when the intrazmonal
cell is a high proportion of all trips in its row or column. This
variant is also the natural algorithm if the purpose matrix is required
to be, or is taken to be, symmetric.

Since the main argument Ffor adopting the composite approach was to
reduce compubational cost, it is suggested that any other applications

of the approach should adopt such cost—saving features.

CONVERGENCE

The convergence criterion used in the NM was that each of the distriet
trip-end totals were within 1 per cent of the constraints applied, and
that the average cost over observed cells was within 1 per cent of the
observed average..: For most of the.distriets, the criterion was relatively
quickly achiEVed;' but those distriets in Cormwall, Wales and Scotland
held up the convergence 6verall, largely because of their high proportion
of intra-district trips. In order to reduce this difficulty, the
Scottish and Welsh cordons were represented by a separate deterrence
function.

Convergence was not rood, especinliy for HBU. In the early stares
of the validation, we advised on ways of accclerating the rate of
convergence, apparently with some benefit. The obvious strategy of
separately estimating and removing those intrazonal trips which were
& high fraction (say over .95} of their row and column sum was not
followed.

The one per cent convergence criterion is quite acceptable for this
gort of model: errors due to non-convergence to the given trip-end !
totals are going to be negligible compared with the errors in the

trip end estimates themselves.
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SMOOTHING

The unsmoothed factors-(Fk) having been established, we urged at the
outset of this project that the factors should be smoothed for use in
forecasting, or for predicting trips in the unobserved cells, since
otherwise one would have the anomaly that, for some ranges of cost,
travel becomes more likely as cost increases. However, the methods we
suggestéd for smoothing were not followed, and this gave us some
diffieulty subsequently in deciding how to estimate the accuracy of the
Titted model. Our preferred strategy was to amalgamate adjacent cost
bands.until one had a continuously decreasing fumetion: this would have
had the benefit of providing a new set of precisely defined cost bands,
Por which the asccuracy could have been_readilﬁ calculated.

The surprising thing -aebout the method of smoothing adopted was that,
when first tried, it led to the smoothed values over—estimating trip
length compared with the unsmoothed values. This was subsequently
corrected by an iterative procedure; but it does suggest that the
principle used in the method of smoothing is not one to be advocated

for genersal use.

fnother difficulty apparent in the adopted method would lie in the

treatment of observed cost bands for which no trips were found.

Here the program used interpolated or extrapolated values for. all

unobserved bands -~ 3.4 per cent of the bands.

Comment on various smoothing methods is summarised in WN 25,

5. ACCURACY ASSESSMENT

5.0.1

5.0.2

There are two main aspects of model accuracy: that due to
varigbility in the input data, sand that due to model

misspecification.

In the Traffic Appraisal Manual (Section 12.L4.3), it was

contended that model specification error could not be
gquantified, so that accuracy measures for the modelled
matrix should be based on the errors of measurement and
gampling in the observed matrix, Howaver, it was also sgaid

that the model's value should be compared with
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information derived from observations to which the model
was fitted but not constrained;

informstion from independent observations.

Since the National Model Validation is virtuaslly the first
detailed study of what is involved in validating the matrices
produced by gravity models of trip distribution, there were

& number of statisticael issues arising which had not been
confronted fully before, and so the details of the procedures
and the-reasons for them are breaking new ground, and in
particular will probably lead to some modifications of the
advice in TAM. TFor example, weys of investigating the-extent
of model misspecification were established.

However, it should be stressed that the time scale in which
this work was accomplished, and the very late availability of
appropriate data, means that there is considerable scope for

refining the arguments and analyses presented here.

COMPONENTS.. .OF MODEL,  ACCURACY

5-1-1

5-1-2

5.1.3

5.1.4

5.1.5

5.1.6

The ways in which different components of model accuracy

are related to each other are reviewed here.

(&) The accuracy due to varisbility in the input data

The components are as follows:

(a) The accuracy due to sampling variebility and to errors

in the expansion factors in the observed 0-D data.

(b) The accuracy due to sampling variability etc. in the
wholly-cbserved row and column totals of 0-D data (i.e. the
distriet trip-ends) which act as constraints in the calibration

procedure. (This uses the results in {(a)).

(¢) The mceuracy due to sampling varisbility ete. in the

cost-band sums.(This uses the results in (a)).

(d) The accuracy of the trip—end estimates synthesised by
the trip generaion and attraction models. (This uses the
results in (b}).
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All the sbove aspects of accuracy assessment come together

in estimating

(a) the accuracy of the fitted gravity model due to variability in
the input data to which it is fitted.

However, it may be that the more important source of error is due
to biases in the model values., The extent of model biases can be

assessed, by

(b) examining the residuals, between the observed data in each

cell and the fitted model values {requiring the use of Az, Bb), and by

(c) comparing the fitted model values with the values obtained from
independent data sets., The latter comparison is especially useful,

of course, for assessing the adequacy of the model in the unobserved cells,

In the validation project as a whole, in which Howard Humphreys and
Partners were primarily responsible for the external validation

(B{(c) above), and ITS for the internal validation, there was a good
deal of .interdependence, since ITS was providing mathematical and
statistical advice to HH&P at various stages, and HH&P provided the
software for calculating the accuracies of the observed data (at A(a))
end, with RDCOSM, were also able to undertake comparisons of the kind
(b) which are parallel to but different from the_dnalyses we undertook
for B(b). '

The present report is however reporting only the ITS work; for s full
picture, the HH&P final report should also be referred to.

The rest of thils section 1s structured as follows:

5.2 On distinguishing model error and data error.
5.3 The accuracy of obgserved 0-D data.

5.4 The accuracy of marginal totals,

5.5 The asccuracy of trip end estimates.

5.6 The accuracy of fitted models values.

5.7 An overall view of model fit,.

5.8 The model fit in intra distriet cells,

5.9 The examination of residuals overall.
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Note that all empirical exeminations were conducted for a
642 x 642 simple matrix, in which observed trips and fitted

model values in the composite cells of the composite matrix

were added together.

5.2 ON DISTINGUISHING MODEL ERROR AND DATA ERROR

5.2.1

5.2.2

5.2.3

5.2.4,

At the outset of the project, it was hoped that one oubcome
of the assessment of model accuracy might be some kind of

'erfor law', which could be used to provide an estimate of
the effects of both data error and (gravity) model error on

the modelled estimates.

Our examinafion of the gtatistical issues involved showed
that a number of the difficulties arise in the interpretation
of the residuasls, defined as the differences between the
expanded calibration data set and the fitted model. (See

WN 3, 4 and 7 for the details.) The conclusions reached

were as follows.

{a) The residuals can be usefully scanned for patterns of
persistent biss, but the stetistical significance of any
particular discrepancy must be judged in relation to the
expected variance of the residual, which is a complex function
involving both variances of model and date and their possibly
non-negligible co-varisnce. (unless the comparison dats is

independent.)

The expected value of the squared residual for an observed
cell is the sum of the square of the model bias for the cell
plus the variance of the residwal. {The latter, of course,

is the variance of the observed value plus the variance of the
model value minus twice the covariance between the two, which '
is always positive here), Both the sguared residuals angd
their estimated variances vary very much from cell to cell.,
Bias in & single cell is only detectable if the residual 1is
serveral multiples of its standard deviation. ZExamination of
the squared sum of residuals over sets of cells would give a
more sensitive Ihdication of the presence of model biases, but
this would requﬁre rather complex calculations of the variance

and covariances of sums of model valucs.
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5.2.5. {(¢) The extrapolation of simple rules (i.e. descriptions)
of model bisses, were any to be found, from the ecalibration
dats set to the unobserved regions of the matrix will be
rather an act of faith, since, although the synthetic trip
end method utilises all eells in the row and column constraints,
the 0-D data set {which contains the cost band constraints)
was not assembled with any such problem in mind, and the
accuracy of the synthetic trip ends in unobserved rows and-

colums is not confirmed.

5.3 _T__I-_I_E_L ACCUB_ACX OF .OBSERVED 0-D DATA ‘

5.3.1 It would have been too costly to reprocess the RHTM data sets
through the RDMVAR programs to get variances of the observed
data, especially as this would have involved re-writing
RDMVAR to accommodate a dats set of this scale.

5.3.2 Instead, the variance estimation was. conducted in two stages:
i)  the calculation of the variance under the assumption
that there was no uncertainty in the scaling-up factors;
ii) the subsequent spplication of a common factor to allow

for the effects of uncertainty in the scaling up factors.

5.3.3 The variance calculation (i) was carried out by HHEP by
processing the trip records in TRIFILA with a program which
did what RDMVAR would have done with zero coefficients of
variation for the expansion factors (except that the 'finite
population correction factor' for hourly RI samples was not
ineluded).

5.3.h The uncertainty factor (ii) was investigated by processing
one RHTM data set {that for W. Oxford) through RDMVAR, both
with and without the sppropriaste coefficients of variation

in the scaling up factors, and looking at the values of:

varisnce (observed trips with appropriate coefficients
of variation in the scaling up factors)

variance (obsgerved frips with zero coefficients of
variation in the scaling up factors)




It was decided to adopt a simple average of 1.052 for this
factor, to be applied subsequently to the variance derived

from 5.3.3 for any cell or row, column or cost band sum.

5.3.5 Since, for e given data set, all data elements in the
subcells of a composite cell could be regarded as
independent, there was no problem in working out the
variances of the data for the simple 642 x 6L2 matrix,which

was the level at which the validation was carried out.

5.3.6 The method of merging that was actually used (see Section 3.8)
did reflect, approximately, the 'optimal' merging that would
have been perf amed in RDMERGE using the variances calculated
in accordance with these procedures (except that the WM
method substituted a non-zero default +Tactor value for any zero
observed RI mowement that was being combined with a non—zero

HI estimate).

5.3.7 For those cells cobserved in more than one data set, a method
was devised for combining the variances of the several
estimates, in accordance with the way in which the estimates

were conmbined in the National Model.
5.3.8. Subsequently, some of the index of dispersion values . seemed

remarkably high or low; values below 1.oceurred.

5.k * THE ACCURACY . GF MARGINAL 'TOTALS .

The variances of a row sum, column sum or cost band sum of

observed data were taken to be the sum of the variances of
the cells contributing to these sums. (Fote here though that,
for cost bands, the sums were taken over data values in the
form of a composite matrix.) Tables 5.4(1) and 5.4.(2)
illustrate the orders of magnitude of variances provided by

these procedures.
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5.3 THE ACCURACY OF TRIF END ESTIMATES

5.5.1 The estimation error properties of the National Model depend
on the aécuracy of the control totals, incluéing the
trip ends. The accuracy of the synthetic trip ends should
ideally be determined during the fitting of the trip end
models. Although the accuracy of the parameters of the trip
end models were calculated (and given in TAM), this is not
sufficient for validation purposes. Since the row and column
sums of the NATGRAV O-D matrices are being constrained (for
the partially observed districts) to the TAM-related
synthesised trip ends, one needs to assess, using data for
the wholly observed districts, the accuracy of one set of
estimates with respect to the other. For this purpose, the
synthetic and observed trip ends may be treated ag if they

were independent (though this assumption is later relaxed).

5.5.2 The first examination of these data (WN 11) showed that the
two estimates were biased with respect to each other. The
nature and extent of the bias and possible reascons Ffor it

are reported in Section 3.

5.5.3 It was also shown that the assumptions made about the way the
standard errors are related to the size of the estimated
numbers of trips ends (that is the treatment of heteroscedasticity)

hag a considerable effect on the estimated error.

5.5.4 Thus, if the variance of the numbers of synthesised trips
were constant, then there should be a constant scatter about
the h5° line on & trip end/trip end plot; if it varied as
the square of the observed numbers of trips, the scatter should
be constant on a log-log plot; if it varied as the observed
nurbers of trips, the scatter should be constant on a square
rooted/square rooted plot. The three situstions are
demonstrated for HBW, for regional zone trip ends, in Figures
5.5 (1 - 3). The scatter tends to increase in the first
case, decrease in the second; only with the square root
“transform does one seem to sgatisfy the hypothesis of constant
variance. The same pattern persists for all trip purposes,
and generations (or origins) as well as attractions (or

destinations). The square root transform also appears to
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stabilise the variance for trip ends at district level: see
Figure 5.5(4). (The scatter diagrams for other trip purposes
are given in WN 11 =t regicnal zone level and WN 13 at district

level.) The bias is also evident in these plots.

To egtimate the accuracy of the trip end estimates, the usual
approach is to regress the synthetic trip ends on the observed
trip ends, assuming both are independent estimates and the
latter are free from error. This was the approach taken in the
RETM Status Report (Alasteir Dick and Associates, 1979¢), in
Which.regressions were performed on both untransformed and

log-transformed data.

However, in fact, the observed values are estimates formed from
HI data (and, for trip attractions, from RI data as well),

and so have an error (whose calculation was described in 5.4).
Thus, taking the residual scatter as a measure of the

synthetic model accuracy seems bound to result in underestimation

of the model performance.

Moreover, the independenceassumption, which seems reasonable

to apply for HBW and HBO generations (since the synthetic trip
generation models uged HI data at household réther than zonal
level), is not very reasonable for HBW and HBO trip attractions,
or Tor NHB or EB trip ends, gince their trip end models were

formed by regression at zonal level.

Hence, approaches were devised for estimabing the accuracies
of the synthetic trip end estimates taking into account the
bias in trip ends, the errors in observed trip ends, and the

lack of independence for zone based trip end models.
Details of the methods are in WNW 11 and WN 1Z2.

At the time the analyses were done, the variances of the
observed trip end estimates calculated by the methods described
in 5.4, were not available, and so the simplifying assumption
was made that the observed trip end totals were derived from
uniform 1/40 HI surveys and 1/10 RI surveys. Since it was
found that the results were not sensitive to these assumptions,
(the variance in the observed trip ends is relatively smell,

so the results are_not very different from straightforward
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regression of synthesised‘trip ends on observed trip ends -
gsee WN 11), the analyses were not repeated when the more
appropriate estimates of observed trip end variances became

available.

The results of the analyses at distriet and zonal level are

given in Table 5.5 (1).

The 95 per cent confidence intervals about the mean number

of ‘regional zone trip ends are given in Table 5.5 (2).

From Table 5.5{2) we see that the confidence intervals at
regional zone level are much less wide than those given in

the RHTM Status Report. This is mainly due to ‘the improved
treatment of the varying amounts of scatter in the estimates
(i.e. using a square rooted rather than logarithmic transform).
Accounting for the lack of independence between zone-based
models and zonal observed totals has also reduced the confidence

intervals. However, the intervals are still quite substantisl.

The most surprising result is in the comparison between

district level and zonal level estimates of accuracy, given

in Table 5.5.(1). We had expected the district level variances
to be less, since the effect of uncertainties in the planning
data would tend to introduce negative correlations between
regional zone members of the same district, in that the district
totals are usually much better determined than.the regional

zone portions (indeed, it is at district level that the planning

data is primerily estimated).

The results imply instead that there is a degree of positive
correlation between erfors in regional zones within districts.
This ig clear evidence of underspecification in the trip end
models: some variable or variables are omitted which take

similar values in 'near' zones.

If geographical underspecification 1s apparent even within

the observed zones which contained the data to which the trip
end models were fitted, one must be even more dubious about

the biases that might then occur in using these trip end models
to estimate trip ends for the partially observed zones/districts.
Indeed, the fact that the partially observed zones are in some
respects (e.g. size) very different from the observed zones

may mean that there is an extrapolation problem in applying

the trip end models nationwide. This aspect should be assessed

in any re-examinstion of the trip end models.
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The method of estimating the variances of the synthetic trip
end estimates with respect to the observed estwmates (assumed
to be independent), taking into account the sampling and
measurement errors in the latter, allows an overall 'best
estimate' to be formed of the numbers of trips in each district.
Beceause the variances of the observed trip ends are so much
sﬁaller than the variances of the synthetic model values, the
best estimate-lies much closer to the observed value than it
does to the synthesised value. This lends some support to
the use of observed trip-ends rather than synthesised trip

ends in the wholly observed distriets when fitting the National
Model.
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5.6 +..FTHE . ACCURACY. OF THE FITTED- MODEL'S VALUES

5.6.1. The variances of the wholly-cbserved row and column and cost-band
totals,and of the synthetic trip-end totals for partially-observed
rows and columns, have been used as input to an approximate analytic

expfession for the accuracy of the fitted model.

5.6.2 The expression obtained for the variance of the synthetic trip-

end model's estimates is . from WN 20,

var (TIJR) _. {v@m(QI) . var(RJ) , var(N++k) s
T 2 QE RE NE
17k T T - N
+ 24, var(NI+k) + o2, var(N+Jk) .
L TP P N
varl :
+ ‘ +
‘ 2 61 &y E—“;NE:J—-— ] (51.)
T++ +J+ .

where 87s gJ =.1 if the distriet is wholly observed, and O otherwise;
and for the wholly observed districts, in which the observed rather

than synthesised trip-ends are used, that is

the variances of the observed trip end totals will be used, that is,

we set

var (QI) = var (NI++) , Or var (RJ) = var (N+J+)

5.6.3. Lxpression (5:1) thus constitutes the error law due to inmaccuracies
in data input for the composite model when the cost factors are
not smoothed. The expression in (5:1) is of course just the square
of the coefficient of variation of the modelled value, sometimes

Enown as the relative variance.
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5.6.4 For cells not in wholly-observed rows or columns, (5:1) reduces to

var (TIJk) _ var Qp var R; ver (N++k)
= + + e (5:2)
7 2 QZ R? N
IJk J J ++k

5.6.5 TFrom the results for district level trip—end accuracy, (Section 5.5
and Table 5.5(1))

var QI = @ QI s Var RJ =B RJ

vhere a, B depend on the trip purpose. Also, from the accuracy of
the cost-band sums, it would appear that, for movements not within
towns (i.e. for function types 5-9), the index of dispersion

(= variance to mean ratio) is sapproximately constant, giving

) = y K

var (N 1k

++k

Hence, for cells not in wholly obszserved rows and colﬁmns or within

towns, (5:2) becomes

m
ff'f_;ik_)_ S e B
T T J IJk (5.3)

For home based work trips, o =800 B =850, v = 9.

5.6.6 The order of magnitude may be ctudely judged for a district with

the average number of district trip ends.

With sbout 12 million non-HI Area HBW trip-ends, and 642 - 104

=538 non HI Ares districte, this gives éI = ﬁJ = 22,300 trip-ends
per distriet. With smoothed cost functions, assuming that the
smoothing is equivalent to having 11 cost bands, the average value
of N, (for mon-intra town function types 5-9) is ﬁHk = 2289199/11
=208000. Hence, substituting in (5:2),

coefficient of wvariation of TIJk

R

. 800 850 9
/ {22300 * 22300 * 208000 !

4]

/. { .03587 + .03812 + ,0000Lk }
0.27.

174
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But it would be misleading to attach any importance to this - or

any other - simple asverage.

For cells in wholly-cbserved rows or columnse or both, the expression
(5:1) allows for the correlation between the marginal totals of
observed trip-ends (since the observed NIJk contributes to each of
N4> Mg, end I\I_H_k).

Because -the variance of “the observed trip-ends is much less than.
that of the synthesised inputs, the accuracy of the fitted model

due to input data varisbility will be better in the cells with one
or other or both. ends of the trips from a wholly observed district.

Some typical values for the accuracies calculated by (5:1) for a

sample of cells are given in the tables in the next section.

AN OVERATLL ‘VIEW OF MODEL FIT. .-

A visual inspection of +two random samples of observed and modelled
value wes. made, o help acquire a feel for the way the model was
performing., From the first 'sample of about 600 observed cells,
the gbility of the model to give the right orders of magnitude

of the estimates in the cells, with magnitudes varying from 0.0l

- to several thousand, came over strongly.

For illustrative purposes, a second sample, of just 170 observed
cells, over all the purposes interlesved was taken, from which
Tables 5.7(1) and 5.7(2) have been prepared. This sample was

of every 61L43rd cell, so giving equal importance to each cell,
regardless of the number of trips in it. As the sample

contained only 15 non-zero observed cells, results are summarised

for those separately. Table 5.T{1) gives the observed and
modelled values and their calculated coefficients of varietion
for the non-zerc observed cells, for each of the purposes.
Table 5.7(2) gives the modelled values and their coefficients
of variation for the 'observed zero' cells for the HBW purpose

only. Also piven are standardised diffeorences, discussed below.
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5.7.3 Similar comparisons were made for intredistrict cells separabely.

These are reported in 5.8.

5.7.4 HNote that there is a persistent difficulty with estimating the
variance (and coefficient of variation) of the observed data, This
ig calculated by multiplying the index of dispersion by the 'mean'
ruorhor of trips. But vhat anuc should be taken as the mean? If
she value is token as the observed value, that certainly does not
work for zero observed values, and seems very unreliable when +the
count is only one or two. What was done here, was to form a best
estimate from the observed (0) and modelled (E) value, using the

inverse of the indices of dispersion as weights:

X = (ia(E) x 0 + 1a(0) x B) / (ia(E) + ia(0))
so var (0) = X id. {0).
This smounts to using the null hypothesis that there is no bias.,
(Note that values of indices of dispersion that were absurdly high
or low - see 5.3.8 - were deemed implausible; wvalues greater than
500 were set to 350, and values less than % set to 4.)These
difficulties in turn affect the computed variance of the observed
row sums {eg. IqI++) and thus the veriance of the fitted models

values in wholly-observed cells.

5.7.5 The modelled {E) and observed {0) values may best be compared by

examining the standardised difference
7z = (E~0) /Y { var (E} + var (0) - 2 cor (E,0) }

5.7.6 TFor the non-zero cells in the comparison, Table 5.9(1) shows that
there are just two (sbtarred) cells which appear to have observed

values significantly different from modelled ones. The model

valives are low, and although the observed values are based on counts
of only 1 (incidentally one of the strange cases where the i-d

equals the value) and 3, because of this lowness the data values

are considered to have small variances. If the observed value is
used to calculate the observed variance, the latter increases by

a large factor -~ and‘the standardized differences change from
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-7.1 to ebout —.9 and -5.6 to about -1.45. The significance
disapﬁears. This seems t0 be a real paradox: the hypothesis

that they are not significantly different leads to the conclusion
that they are, the opposite hypothesis that they are not! When

the model value is higher than the observed the paradox is reversed:

each hypothesis confirms itself.

For the observed-zero cells, Table 5.7{2) shows that the model
values are very nearly zero, but with one apparently outstanding
exception. But is the modelled estimate of 48 trips really
significantly different from zero? As we have demonstrated in
5.7.6 above, thié depends on what one takes as the 'mean value'
for the cell when multiplying this by the index of dispersion.
Substituting the observed value (zerc) gives a zero standard
deviation for the observed (zero) count, and the modelled wvalue is

indeed significantly different from the observed.

But the index of dispersion for the observed—-zero count was 378,

and taking a weighted average of observed and modelled values as

the best estimate of the mean (see 5.7.l4), gave a standard

deviation of the observed data of 140, This, taken with the
standard deviation of the modelled value of 10, gives a standardised

difference of 0.34; clearly not significant.

From these limited comparisons one can'conclude that broadly
spesking, the model is in the right 'ball-park'. Whilst it
occasionally produces a value substantially different from the
observed value, the differences must be judged in the light of the
variances of the modelled and observed vﬁlue and their covariances;
and it is clear from 5.7. that even substantially different values.

mey be not significant, given these accuracies.,

The approach outlined in this section provides a way of understanding
the significance of the residuals between the model and data,

taking ‘account of the accuracies and dependencies in them. The
approach complements that deseribed in SBection 5.9, where the
emphasis is on finding factors that help to explain the variation

in the magnitude of the residuals across the whole data set, but
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without information on their variances and covariances. It would
have been desirable for the methods of analysis described here to
have been extended to the whole data set . ...

THE 'MODEL FIT IN INTRA-DISTRICT CELLS
A listing has been made-of the most important trip-related

quantities for each of the 642 distriets, for each purpose.
This is for the National Model values aggregated to simple
cells. The items tabulated are district number, row sum,
colunn sum, observed intradistrict trips if observed (and
zero if not), and its relative variance, modelled intra
district trips and its. relative variance, modelled intra
district trips as a fraction of the row sum, the cost band
number (which combines funetion number and cost band),

the cost band sum, and the relative variances of the row
sum, column sum and cost band sum. (Relative variance is
just a short name for the square of the coefficient of

variation.)

The row and column sum relative variances use the approximetios
of Section 5.5 (WN 13) for the district-level synthetic trip
ends, and the calculated values for the cobserved trip ends.
The latter are very much more accurate (usually having
coefficients of variation of under 3 per cent, while the
synthetic values are seldom less than 15 per cent and range
up to 50 per cent). In both cases the smaller the total the
less accurate. The model relative variance was calculated
using the mofe elaborate approximation which takes account of
covariance between the observed cell value and the row column
end cost band sums (that is eqn. 5:1). This effect is
important for intra—-district trips since they are likely to

be such 8 large fraction of the sums.

Some descriptive statistics for observed and modelled intra

district movements sre included in Section §.

Since the intrazonal costs and the within-town inter-zonal

costs (in the subcells of the composite matrix) were taken
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from & relationship with zone size that had been adjusted to
meke the synthesised intrazonal/intra-district/intra-area

trips agree with those observed, we expected that the modelled
intradistrict trips (which will be the sum of the intrazonal
trips for, and the interzonal trips between, the zones that are
members of a district), would be in good agreement with the

observed intradistrict values.

By eye, however, the modelled values appear to be mostly
lower than the observed values. This is confirmed by a
Watson U2 test on the differences, standardised by division
by the standard deviation of the differences caleulated from
the two relative variances. (This standard deviation is too
large, because it ignores the covariance between the
modelled and observed values which, as noted sbove, will be
appreciable). The U2 test strongly rejects the hypothesis
that the modelled and observed intradistrict trips are

egtimates of the same thing,

A factor which, applied to the model valueg, reduces the mean
gtandardised difference value to zero, ig 1.09 -~ that is,
the model values seém %o be too small by about 9 per cent.
(8ince the model is fitted to row, column and cost band

sums, the total remaining trips in each row,.column and cost
band. must be correspondingly too great.) This value of 1.09
is not the value which minimises U?; it is too great for
that and a minimising value is more like 1.05. The factor
which makes the totals of each cquial is 1.068,

The worst individual cells in terms of standardised differences
are listed in Table 5.8.

For exploratory purposes, & simple relationship between the
modelled and observed values hag been fitted, by doing a
regression of the log model values on the log observed,
ignoring the relastive variances. For what it is worth, this
fit is
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modelled = .56 (observed)l'Ohe

suggesting that the larger the modelled value the smaller the
factor that should be applied to it.

5.8.8 Since intradistrict movements account for over 50 per cent
of the synthesised trip ends (see Section 8.2.1 for the
defails), it is disturbing that there appears to remain a
tendency to underestimate imtradistriet trips, and thus over-

estimate inter district trips.

5.9 THE EXAMINATION OF RESIDUALS OVERALL
5.8.1 As noted in Seection 5.2, the residuals can be Scanned for

patterns of persistent bias, and the residual sum of squares

can provide useful information as to the presence of

appreciable model misspecification

5.9.2 This section reports the results of an analysis. of the
residuals for the National Model, for all trip purposes
combined. The residuals have been grouped into 216 categories
according to 'area type', size of 'effective expansion factor!,
'"trip length' and 5ize of modelled flow'. The categories that

were used were as follows.

'Ares type'! Intra-London, extra-London,
intra—rest, inter-rest.

'Effective expansion factor! Low (less than 10), mediwm (10
100}, high (over 100).

'"Trip length’ Less than 25 Jm, 25 to 100 km,
over 100 km.
Modelled flow!' Less then 1 trip, 1-5, 5-10,

10-100, 100-500, over 500 trips.

5.9.3 The 'effective expansion factor' iz given by the indices of
dispersion (that is, the variance to mean ratios) of the

observed trips, whose calculation was described in Section 5.3.

5.9.% For each of the 216 categories, the following statistics were

caleulatbed: -
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I (O-E) being the sum of the expanded residuals;

b (O-E)2 being the sum of squared residuals;

0 being the sum of observed trips;

I E being the sum of modelled trips;

M : being the number of cells falling into that

category (= (1))

Preliminary examination of the results showed that the sum of
resgiduals and the sum of squares 6f residuals, were each strongly
related to the sum of modelled trips (Z E)., The residual sunm

of squares, I (O—E)a, also consisted of very large numbers in
certain cells. Other statistics based on these were accordingly
used in the first interpretation of the pattern of residusls,
described in WN 23. In that way, all trip purposes were
considered together; here we consider the residuals for HBW trips

only.

The interpretation of the residuals (or, rather, the pattern of
théir sums in the various categories) should ideally take into
account the variances of modelled and observed values and the
covariance between them, in a manner similar to that described,
for a sample of cells, in Section 5.7, and also in the abtempt

to fit & s@uared biaz. However, the timescale of the project

did not permit a proper examinaticn of this, and this should be
borne in mind when forming an overall Juldgement as to the adequacy

of the fitted model.

The first analyses of the residuals, reported in WN p3, led

to the conclusion that there were strong indicaticons that the
model was performing differently according to whother the data
came from HI-only cells, or (mainly) RI cells; and thus that

the mcdel was interpolating ﬁetween two data sets which presented

distinetly different patterns of trip making.

However, in the light of the evidence discussed in Sectiom 5.7,
we softened this conclusion in the draft final report, and
have since examined further the patterns that emerged in the

analysis. OQur further examinetion is however for HBW trips only,

whereas the original tabulations in WN were for all purposes togethe
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This further examination had to be restricted to the categories
in which the data were first classified, and had to be conducted
in our own time, the contract having ended and the team

dispersed soon after the residuals were first investigated.

The rest of this section therefore presents the analysis of
regsiduals in a different menner to that presented in WN 23
(and. in the first draft of this report).

Table 5.9(1) shows how the mean residual per cell varies
between distance bands and from one part of the country to
another, both in sbsolute terms (col. 4), ag Z{0-E)/M; and

in relative terms (col. 5), as L(0~E}/M + IE/M, = L(0-E)/IE.

If both model and data are estimating the same quantity, the
expected behaviour of these statisties is that the mean residual
should be small, and approximstely constant from one category
to another (and, correspondingly, the relative mean residual,
Z(QfE)/ZE, would vary inversely as IE}).

The second and third columns of the table (I0/M, IE/M) suggest
that the modelled and observed values are in broadly close
agreement., The constraints applied to modelled trip-ends are
such that one should expect close agreement over all trip lengths
combined. Although trips of length < 25 km are underestimated
by the model over all categories, the mean residual is small
relative to the modelled value, except for the out-of-London
movement, where it exceeds 10 percent. The most apparent
discrepancy is for the medium distance (25-100 km) movements
within areas other than London, where both the absolute and
relative residuasls are large {~419 and -18% respectively)},
although in this case only 29 cells contribute to the average.
Note too thab, for the longer distance {over 100 km) movements
between areas other than London, the mean residual, though small
in sbsolute terms (-0.0L4), is a high proportion (-20%) of the
modelled value, and applies to a high proportion (75%) of the

198738 non-zero obseryed and modelled¥* cells.

¥ ‘Note The cells for which the modelled value was rounded to zero, and
for which the observed value was also zero, were excluded from this
analysis of residuals. Since 81.9% of the 6h2x642 (= 337562) cells in
the simple matrix were observed, that means that about 13882h cells,
= 33,7% of all cells or 41.1% of observed cells, had a zero observed
and zero modelled value. These were called "double-~zero" cells.
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This further examination had to be restricted to the categories
in which the data were first classified, and had to be conducted
in our own time, the contract having ended and the team

dispersed soon after the residuals were first investigeted.

The rest of this section therefore presents the analysis of
residusls in a different manner to that presented in WN 23
(and_in the Pirst draft of this report).

Table 5.9(1) shows how the mean residual per cell varies
between distance bands and from one part of the country to
another, both in sbsolute terms (eol. k), ag E(O-E)/M; and

in relative terms (col. 5), as I(0-E)/M + IE/M, = Z(O-E)/IE,

If both model and data are estimating the same quantity, the
expected behaviour of these statistiecs is that the mean residusl
should be small, and approximately constant from one cabegory
to another (and, correspondingly, the relative mean residual,

E(O-E)/EE, would vary inversely as IE).

The second and third columms of the table (Z0/M, IE/M) suggest
that the modelled and observed values are in broadly close
agreement. The constraints applied to modelled trip-ends are
such that one should expect close agreement over all trip lengths
combined. Although trips of length < 25 km are underestimated
by the model over all categories, the mean residusl is small
relative to the modelled wvalue, except for the out—of-London
movement, where 1t execeeds 10 percent. The most apparent
discrepancy is for the medium distance (25-100 km) movements
within areas other than London, where both the absoiute and
relative residuals are large (-419 and -18% respectively),
although in this case only 29 cells contribute to the average.
Note too that, for the longer distance (over 100 km)} movements
between areas other than London, the mean residusl, though small
in absolute terms (-0.04), is a high proportion {-20%) of the
modelled value, and applies to & high proportion (75%) of the

198738 non-zero observeéd and modelled® cells.

¥ Wote The cells for which the modelled value was rounded to zerc, and
for which the cbserved value was alsc zero, were excluded from this
‘anglysis of residuals. Since 81.9% of the 642x6L2 (= 337562) cells in
the simple matrix were observed, that means that about 13882L4 cells,
= 33.7% of all cells or 41l.1% of cbserved cells, had a zero observed
and zero modelled value. These were called "double-zero" cells.
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5.9.13 The vafiation in mean residual by trip length band within area
type is further disaggregated by the low/medium/high categorisation
of cells by expansion factor, in Table 5.9(2).

5.9.14 It would appear from Table 5.9(2) that the discrepancies associated
ﬁith trip length commented upon in 5.9.12 are more proncunced in
| each cabegory of expansion factor — but are generally of opposite

sign, according as the expansion factor is < 100 or > 100,
However, this effect is to be expected for all within-ares
movements (both for London and elsewhere), and for trips out of
London less than 25 km .in length, since, for the given choice of
categories, the low expansion factor category happens in each case
to contain zero observed trips, for which the model is bound to
give positive values. It should be remembered that, for cells
for which the observed value is zero, the observed value is
inevitably biassed downwards. from the true value. Because the
model is constrained to reproduce observed totals of trips, and
gives positive values everywhere, this means that the model's
estimates for the non-zero observed cells will tend to be biased
below their true values. For those categories {(starred) in Table
5.9(2), in which thecbserved values are zero, the pattern of '+'s
and '-'s as between high and low expansion factor ranges in thus
largely explained; and of course judgements aboﬁt-whether the
model {or data) is poorly specified are difficult to make here.
But for the remaining categories (extra—London journeys longer
than 25 km, and inter-rest journeys of all lengbhs), it is more
surprising that the pattern of '+'s and '~'s remains the same,
with modelled estimates overpredicting trips of low expansion
factor and underpredicting trips of high expansion factor.

This is commented upon further in 5.9.22.

©5.9.15 For the 'intra~rest', '25 - 100 km' category, there is no tendency
for under-prediction in the high expansion factor range to
compensate for over-prediction in the low expansion factor range.
A high negative residual in each explains the high value overall
noted in Table 5.9(1).



5.9.16

..76...

The question arises as to whether the differences apparent

go far are significant.

Tdeally, this requires standardisastion of the mean residual,
(X0 ~ ZE)/M by its standard deviation, ¥{ var (20) + var (IE)
- 2 cov ( 20, ZE}}/M, but this béing infeasible in the time
available (and being a much more difficult calculation than the
corresponding one for individual cells discussed in Section
5.T+5) WE'standardiséd by the standard deviation of the mean
observed value only, ¢{ var IO }/M.

As the data had been categorised with respect to the index of
dispersion (or effective expansion factor) of the observed
values, I, the standardised residuals were calculated on the
presumption that they were approximately constant within each

such category, taking the following values :

Index of Dispersion

Category low medium ‘high

CRenge <100 10100 " >100
Mean I 9.5 ho 373

For each ID category, the standard deviation of the mean observed

value may be estimated either by
Y{I z0}/M or V/{I ZE}/M

depending whether we take the observed or modelled value as the
most appropriate estimate of the true mean number of observed
trips in a cell. ( .cf. the discussion in 5.7.k).

The two estimates of the standardised mean residual,

4 = 20 - IE 1 g = Z0 - IE
71T Z07} an = Y{I :IE}

are both given in Table 5.9(3)-

Table 5.9{4) gives the number of cells in each category.
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What value of the ratio should be taken to indicate a
"gignificant' difference between the observed and modelled
values is not however clear, since we have neglected the
variance of the modelled values in this standardisation (and
the covariance), For this reason, a ratio of, say, 6 should
not be regaerded as unsurprising. Highlighted in Table 5.9(3)
and those categories with a ratio in excess of 10 for both

'A' and 'B'. Particularly discrepant, scrossall trip lengths,
are the cells with low expansion factors (<10), although, the
{small number of cells in the 'intra-rest' category are much

less discrepant than otlier categories.

From Table 5.9.(8) it can be seen that the'low expansion factor'
categories account for e high proportion (92%) of the observed
and. modelled cells,

Trips out of London, or between other areas, that have effective
expansion factors in exceés of 100, do not appear to have
modelled values that are significantly different from the
observed ones. They are however few in number (4% of observed
and modelled cells).

The tendency . for the residuals to be "not significantly different
from zero' in the high expansion factor ranges may of course simply
reflect the notion that (by definition, giveﬂ the high expansion
factor) there is relatively less data with which to reject the

model in these categories.

It should also be noted that the apparently very high discrepancy
of 646 in the middle distance, mid—expansion factor category
for 'intra-rest' trips in Table 5.9{2) does not appear to be

significantly different from zero, judging by Table 5.9(3).

Finally, we examine in Tables 5.9(5) and (6) the residual
statistics for (a) six categories with the largest number of
cells, (b) five categories with the largest number of trips.
Table 5.9(5) also shows that the second must commonly occurring

category is one omitted from the preceding analysis; those
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in which the obgerved value is zero and the modelled value,
being less than 0.0l, has been set to zero. The stendardised
residuels in both tables 5.9(5) and 5.9(6) have been
approximated by :

(0 - TE)/M £0 ~ IE
Y{ var (Z0/M)} - Y{M var 0}

assuming the variance within each cafegory to be approximately

constant, where
var 0 = I(ZE/M) ,

where the index of dispersion I=09,5, 40 or 373 according to
the effective expansion factor is low, medium or high, as in
5.9.16 . Note that, had we used the mean observed value ( IO/M)
4o multiply the index of dispersion by, the standardised residual
would in general have b een higher (z'ciL,Table 5.9(3), where

both kinds of ecalculation are given.)

Bearing in mind tha£ the variance of the modelled value, and the
covariance term, have not been included in the estimation of the
spproximate standardised residusl, it would appear from Table
5.9(6) that certainly these and posgibly all of the five
categories which account for the largest numbers of trips have
modelled values which do not differ significantly from the
observed ones, It should however be noted that (a) the relative
difference is of theorder of 14 per cent for category E which

is relatively important"fbr trunk road plamning, having trips
in the 25 - 100 km range; (b) those trip categories account for
83.7% of the observed trips, but occupy only 0.8% of the
observed cells; {c) all five categories are for cells with effective
expansion factors (= index of dispersion) in excess of 100,

suggesting they are predominantly based on household interview data.

Our conclusions from this analysis are as follows:
Differences between modelled and observed values are biggest in

gbsolute terms for trips less than 25 km in length, but are smell in
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relative terms (10 per cent or less) (Table 5.9{1). The

largest relative discrepancy (sbout 20 per cent) oeccurs with
trips in the range 25 - 100 km, but for the trips between districts
other than London the sbsolute difference of —0.0k is small
enough to be negligible, and for trips within such districts,
whilst the absolute difference is large (-419) (Table 5.9(1)s

it seems to be largely accounted for by sampling variability

in the data (Teble 5.9(3), Categories containing cells with
expansion factors greater than 100 have average residuals which
are not. significantly different from zero (Table 5-9(3)gand
these include thogse five sub-cabtegoriés with the largest
numbers of trips (Table 5-9(6), Categories containing cells with
expansion factors less than 10 have average residuals which
appear to be significantly different from zero, and are always
negative., (Table 5.9(2), The negative bias is to be expected
for those categories which contein only cells with zero
observations but for the remaiﬁing categories, this is more
surprising (Section 5.9.14). -One would have expected the
negative bias associated with cells of zero observations to

be largely compenszted by & positive bias for other cells within
the same category. Instead, most of the categories with
expansion factors greater than 100 have a positive bilas,
accounting for most of the compensation. There then remains the
suspicioh first noted in W 23 , that the model is behaving
differently in the two extreme ranges of expansion factor (for
extra~London and intra—-rest categories, other than trips <25 km
out of London), and since expansion factors <10 will almost
invariably imply that they are based on roadside interview only
data, and expansion factors >100 suggest that they are based‘

on a mixture of roadside and houschold interview data, this may -
be indicative of discrepant dsta sets, which the model is
interplating between., To be certain of such a conclusion would
however require more detailed analysis of the modelled and

observed data sets and thelr error distributions.
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APPENDIX: SOME DESCRIPTIVE STATISTICS

The Appendix includes some pertinent descriptive statistics which

were summarised in the course of various stages of the project.

ZORE AND CELL STATISTICS

RHTM regionsl zones

RHTM local authority districts

WM @istricts
HI areas

Towns

ﬁM districts within HI areas

WM distriets within towns
Regional zones within towns
Towns within HI areas

Regional zones within districts:

Simple 642 x 6L2 matrix has
of which

Composite 642 x 642 matrix has

and the composite cells contain
gives a total of

and an average of

OBSERVED INTRADISTRICT TRIPS

min = 1;

L1216k
81.9%

3899515
12649
583333

982848
46

3613

L7
6L2

21
218
104
381

max = 223 mean = 5.

cells

were observed.

simple: cells (for remote
district pairs)

composite cells {for near-
by district pairs)
gub—cells .
cells or sub—cells in all
gub-cells per composite
cell.,

ol of the 642 districts had observations of the total number of

intradistricts trips for home-based work.

Since there are 104

districts within the Household Interview Areas, this implies

that there are 10 sbserved distriets, for which no intradistrict

movement was observed.
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The cost functions involved in the 94 districts are 1, 2, 3, L and
one ingtance of 5, with about two—thirds in function 4. The cost
bands in the functions range up to 65; they are not concentrated

in the very lowest bands in each function.

Their percentage intrazonals vary from 4.5 to 89.3, and do not

appear to be much different from the unobserved zones.

MODELLED INTRADISTRICT TRIPS

Unless otherwise stated, the following sre for the home-based work

purpose only. The others seem to be quite similar.

Intradistricts, as fractions of row sums

The modelled intradistrict trips as a fraction of the (synthesised)
row sum are very varisble - the minimum is zero per cent and the
meximm just over 100 per cent. (The minimum is for distriet

554 in Area B (Exeter), the maximum for district 599, in Ares

BJ (Scotland).) '

The median intradistrict fraction, estimated from a sample of 22,
comes out to just 50 per cent. Summabtion over districts give

the following percentages of trips es intradistrict:

HBW 57, HBO 68, EB 50, NHB T2.

Percentase of sythesised trips in obgserved cclls
These percenbages were:
HBW 32.2, HBO 28.3, EB 36.2, NHB 2L.7

This gives an indication of the extent to which the model is being

relied yporto extrapolate to uncbserved cells,

Very large intradistrict movements

Tor HBW, 42 of the 642 districte have intradistriet fractions

over 90 percent, The 17 districts exceeding 98 percent are
listed in Table 8.3. (Wone were observed.)
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TABLE 2.3(1) QUASI~AVERAGE AND UNWEIGHTED AVERAGE COSTS NEAR THE COST

THRESHOLD

QUAST-AVERAGE UNWEIGHTED .
CosT AVERAGE COST DIFFERENCE
119° 132 - 13
133 138 - 5
1hh , 153 - 9
153 160 - T
154 161 - T
157 166 | - 9
166 173 - T
169 175 - 6
166 176 - 10
1Th 181 - T
17h 184 - 10
177 | 18k - T

185 | 194 - 9
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TABLE 2.3 (2)
PROPORTIONAT, CHANGES IN COST FUNCTION VALUE FOR A ONE-BAND
SHIFT IN COST NEAR THE 100 PENCE THRESHOLD

HEBW, Tteration 20

Funetion | Numbers synthesised Percentage Maximum observed
in 100 - 105 range- change : cost band
1 323 ~34 131 - 135
2 57 -32 121 - 125
3 0 -2 89 - 90
b 8841, -31 176 - 180
5 1262 22 1281 - 1300
6 12716 -18 1281 =~ 1300
7 6543 -23 1281 - 1300
8 1917 -17 1281 - 1300
9 362 -25 ! 1281 - - 1300

Yalues quoted are the percentage change in smoothed cost function
from the 101 - 105 band to the 106 ~ 110 band. (Bélow 100 pence,
bands are in 1 pence units and the comparison is therefore more difficult.)



TABLE 2.4 (1)

THE DEFINITION OF MULTIFLE DETERRENCE FUNCTIONS

. . Associated cost function
District
Origin district type type No. of % of " intra other
number districts generabions town E . S&W
(NEB)
Rural & 1 261 29 1 5 5
Urban E 2% 3 173 + 1 29 + 0.3 2 6 6
Metropolitan E N 73 18 3 7 T
Iondon -5 51 11 L 8 8
Rural S & W 6 61 T 1 9
Urban S & W 7 21 5 2 9 6
Metropolitan S & W 8 1 0.7 3 g i

Notes : E denotes England, S & W Scotland and Wales.

The cost function for a cell is 'intra' if the two zones

of 203 towns, otherwise 'other',

are within the same ocne
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THE, DISTRTBUTION OF HBW TRIPS AND TRAVEL AMONGST TEE NINE FUNCTTON AREAS

" obgerved cells only

Cost function type % trips % travel average cost (pence)
Y 36 27 35
5 16 2k 72
6 1h 21 70
T 12 1k 5T
8 2 i 88
3 7 3 2k
2 18 3 18
1 5 3 24
9 .2 .8 155
TOTAL 5 206 217 (245 213 000 4T.1

Notes: See Table 2.4(1) for definition of function type.

'Trgyel'! means trips times cost (in pence). The shove are
gymthesised values, taken from HBW iteration 20. The values

are for observed cells only.

For each functior the synthesised.

trip values are about 1 per cent more, and the average costs
sbout 1 per cent less, than the_observed values (except for
function 1 trips) - this is the extra adjustment factor.




FLOWS ON TNTERVIEWED, CO

TABCE 3.3

UNTED AND UNCOUNTED ROADS BY CORDON

|

Cordon boundary Flows across boundary % Roads
: uninterviewed|] With With Without
No. Mame RI MCC ( Uncounted Tatal flous interview |MCC only counts
: roads

1 Cornwall 12582 1831 14412 12.70 5 0 a0
C 2 Somerset 23054 2319 2318 27691 16.75 9 6 18
3 Plymouth N762 4272 36034 11.86 5 ] 16
4 Exeter 52102 2950 agia 58922 11.57 18 6 43
5 Yeovil 39636 5117 An753 12.56 24 15 &
6 Bournemouth 76141 1869 78010 2.4 13 ] 7
7 Bristol 118978 21542 1864 132389 17.68 22 15 7
8 Gloucestar 48838 2679 51567 5.20 n D n
9 Swindan 37697 2403 4mMnn 6.09 2 0 9
10 Southamaton 89864 1325 270, 11459 1.74 24 4 3
1 Portsmouth 73416 7404 1335 82155 11.64 18 5 5
12 Brighton 57107 507 81 58415 2.24 ] 1 3
13 Lewes 83754 4981 915 39650 6.58 25 9 15
14 South Kent 64412 4214 1890 516 3.66 26 14 2
15 Reading 73799 5003 1335 81137 7.91 16 5 5
16 Londan 697372 25971 7232 730575 4,54 123 34 33
17 Thurrock 62309 2703 65012 4.16 13 2 1
18 Southend 66901 737 67538 1.09 13 1 1
19 Oxford 74268 11565 85833 15.47 12 9 2
20 West Oxford 81709 5035 85744 5.80° 32 25 30
21 Luten 67165 1633 1335 70033 4,10 17 3 5
22 Cambridge 42306 502 1530 A4338 4,58 16 3 17
23 Ipswich 48490 3603 52093 6.92 13 5 2
24 East Anglia 85105 5964 1359 92419 7.91 39 29 15
25 Morwich 61352 5427 1602 68381 10.28 18 13 6
26 Hales 61327 1688 3102 66117 7.24 34 7 47
27 Hereford 43247 2328 3600 48175 12.05 28 6 an
28 Morthampton 50235 7371 57606 12.80 12 6 1
29 Fens 40122 7250 1464 43836 17.84 30 35 24
30 Wo'lverhampton 93890 19650 1045 114585 18,N6 17 17 5
k]| Birmingham 259280 A5800 4499 3n9579 16.25 Kl 20 1
32 Coventry 0223 201043 2136 g24n2 24.10 15 7 8
33 Leicester 83551 | 20319 990 114860 2n.32 18 16 n
34 Stoke ‘72624 14701 2403 89728 19.7%6 21 17 9
35 Derby 72038 6260 1768 79366 9.23 . 16 10 4
36 Hottingham 97840 10574 451 108864 10.13 15 5 5
37 Yirral® 71179 1582 2454 " 75215 5.37 7 1 6
38 Chester 51548 2952 54498 5.42 9 2 0
39 Chesterfiald 62962 6322 1080 70354 19.52 27 11 12
40 Lincoln 30611 10553 1068 42232 27.52 1 8 4
41 Liverpool 120026 9772 129798 7.53 15 & 0
42 ?1anchgster 281027 23626 304653 7.76 39 12 0
43 Sheffield 93364 9130 2863 105357 11.38 20 11 7
44 Grimsby 15523 3389 18912 17.92 4 4 0
45 Preston 69099 12444 1869 83412 17.16 10 7 7
46 Blackburn 52317 3347 55664 6.01 12 4 2
47 Rossendale 57545 2572 811 60918 5.53 17 5 3
48 Burnley 23576 4187 2136 29293 21.13 8 7 g
49 Bradford 88614 10539 2045 101198 12.44 14 12 5
50 Leeds 132646 21137 153783 13.74 17 15 2
51 Scunthorpe 19365 4372 63N 24367 2n.53 i1 10 7
52 Hull 35796 5324 A1129 12.95 8 8 1
53 York 28449 4432 1350 34231 16,89 ] 4 15
54 Allerdale 8784 1223 974 10933 20.02 5 2 16
55 Carlisle 21638 a7 25125 13.88 8 6 2
56 Morth York. Moors 33885 34n5 2970 ANZ6D 15.83 15 12 36
57 Teesside 65741 452 1260 71522 8.78 17 3 C 14
58 Sunderland 41959 4349 49299 3.80 13 5 1
59 Newcastle 110268 26024 1227 137319 19.82 24 16 3
60 Wansbeck 31009 5973 1836 38618 19.70 12 5 5
61 Scottish 16624 976 17600 5.55 9 0 18
62 Falixstowe 7925 366 8291 4.41 2 2 8
63 Harwich 5071 5071 2 ¢ 1
Total 4680035 459033 87169 5226297 1116 519 676
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CORDON-CROSSINGS COMPARLSON
FOR THE USED AND INTENDED DATA SETS
Assumgd. o 5
coeffl?legt Value of moglf}ed U
of varlax}on .tegt statistic
of expansion
factors HBW HBO EB Total
HI and RI data sets as used
2.5% .081 460 | .108 .378
5.0% .015 312 | .053 .2h0
7.5% .0k6 212 | .06k 172
10.0% .133 .188 127 .185
HI and RT data sets as intended
2.5% .138 k36 .082 .260
5.0% .065 .240 .026 113
T.5% .088 121 .0k2 .056
10.0% .166 .096 | .108 .086

Underlined figures exceed the critical value of the modified vl
statistic at the 5% level of significance.

The critical value of the modified U2 statistic are as follows:

Level of significance
Critical U2 value

15%
.131

10%
.152

5%
187

2z%

S22l

1%
267
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" 'MEAN TRIP RATES, OBSERVED AND SYNTHESISED

MEAX TRTPS PER ZONE

% DIFFERENCE

% DIFFERENCE
TO OBSERVED | TO OBSERVED
FROM OBSERVED| SYNTHESISED
0-D MATRTX | TRIP-ENDS AFTER ADJUSTMENT
HBW: Gen 6461 6952 +.T.6 + 7.6
Att T021 7531 + 7.3 + 7.3
HBO: Gen 7638 8118 + 6.7 + 6.3
Att TThL 8ho2 + 8.5 + 8.5
NHB: Gen/Att ookl 20h1 +#31.1 + 7.1
EB: Gen/Att 1738 2078 +5,2

+19.6
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TABLE 4.1 SIZE OF THE TRIP ADJUSTMENT FACTOR

Although not explicitly obtained in the NM calibration, the value

for ‘A ({defined in Section 4.1} is estimated from:

A - -observed trips in observed cells
- modelled trips in observed cells

As the value varies from iteration to iteration, the average over the
last five iterations gave the following estimates of A , for the

composite mabrix.

Purpose A
HBW 0.9895
HBO 0.9955-
EB - 0.97L40
NHB 0.9808

The proportions of modelled trips that occur in the observed cells are

given in Section 6.3.2.




THEIR ACCURACIES

District Row A Column %
. Sum coaff., Sum coeff.
varn. varn.
4 3668 46.7 515k 40.6
28 435 135.6 885 98.0
52 20038 20.0 17876 21.8
76 1463 4.0 966 93.8
100 4769 1.0 - L367 L1
124 23354 18.5 21351 20.0
148 2287 59.1 L5k h2.3
172 12426 25,k 6826 35.3
196 23352 18.5 22907 19.3
220 5757 37.3 2237 61.7
2Ll LhoT86 12.7 ko211 1k.5
268 L9325 12.7 42135 ih.2
292 * 177212 6.2 51001 6.9
316 * L4068 10.9 41165 10.2
340 32841 i5.6 27725 17.5
364 - 39848 14,2 30208 16.8
388 27835 16.9 34485 15.7
hiz 30063 16.3 21214 20.0
436 10285 27.9 6901 35.1
Léo * 20395 5.8 24635 5.2
L8k 8256 31.1 8230 52.1
508 3956 45.0 3941 6.h
532 31223 16.0 35264 15.5
556 ¥ 15k 55.8 92 63.1
580 12651 25,1 8665 31.3
604 L7571 13.0 55133 12.h
628 24897 17.9 18353 21.5
138+% gh569 2.2 135503 1.7
482 * , 26 554 .9 0

NOTE: This is & selection of some of the row and column sums
for Home Based Work, together with,at the end, the most
and leasst accurate row sums.

¥ denotes that this zone was in a home-interview area.
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TABLE 5.)i(2) COST BAND SUMS AND ACCURACIES

observed cells only

Purpose | Function Total trips % Average id | Average cv

HBW. 1 267 160 5.2 30.2 .158
2 ol 276 8.2 Ly, 1 .239

3 335 979 6.5 TT-T .197

h 1 876 576 | 36.h 372.8 .188

5 800 807 15.5 10.7 261

6 735 319 | 14.3 9.0 .270

T 598 302 11.6 9.9 . 308

8 99 T18 1.9 9.5 352

9 12 436 .2 7.3 55

A1l 5 150 577 {100.0 - -l

HBO 1 ko1 702 Tk 30.8 . 166,
2 524 885 9.6 4L.6 .272

3 376 200 6.9 T9.1 . 250

h 2 16k TOO | 39.7 355.0 251

5 730 173 | 13.h 9.4 112

6 660 TO6 12.1 8.4 .12k

T 460 288 8.4 9.k .193

8 119 797 2,2 8.6 .210

9 18 168 .3 6.9 .268

All 5456 612 {100.0 - 20

 EB 1 72 273 b.3 30.7 273
2 87 557 5.2 L1,2 356

3 62 108 3.7 82.8 406

b iz okl | oy.6 358.4 . 304

5 295 410 | 17.7 8.8 172

6 366 930 | 21,9 6.7 .153

T 286 032 | 37,3 7.1 197

8 78 383 4.7 7.3 226

9 12 085 .7 5.4 272

All 1672 815 |100.0 - 252 |

Cont/d.,
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TABLE 5.4(2) (Cont/d.)

Purpose | Function | Total trips % Average id | Average cv
§HB. 1 102 167 6.8 - 3L.5 .296
2 171 k66 [1l.k 39.2 .345
3 0k 205 | 6.9 79.1 .348
L 654 54 |L3,5 352.1 .353
5 138 396 9.2 5.2 .228
6 16k 419 |10.9 ©oha .225
T 132 061 8.8 o7 . 303
8 33 134 2,2 5.1 .309
9 4 093 .3 3.3 .368
A1l 1 50k 686 [L00.0 - .317
Overall 13 784 690 N Rl
NOTES: The values are for cost band sums over observed cells only."

id denotes index of dispersion (variance to mean ratio), and
may be regarded as an average expansion factor. Clearly
function 4 is mainly London HI daté, functions 1, 2 and 3 other
HI data, 5,6,7,8 and 9 RI data. The average is a simple
unweighted average across all cbserved cost bands for the

function concerned,

cv denotes coefficient of variation (standard deviation to mean
ratio), The simple average is included only to give a rough
impression of the accuracy. Unlike the index of dispersion, the
coefficient of variation varies markedly with cost band,

becoming much larger in the highest cost bands.,



TABLE 5.5{(1}

APPROXIMATE STANDARD DEVIATIONS TN SYNTHETIC TRIP END ESTIMATES AT DISTRICT
AND ZONAL, TLEVEL

APPROXIMATE STANDARD
DEVIATION OF
PURFOSE DIRECTION SYNTHESISKD TRIP-END3S
) (Q or R)
DISTRICT LEVEL ZONAL LEVEL
HBW Gen 28/Q 21/ Q
Att 2%/ R 25/R
HBO Gen 3%/q Qh/Q
Y 3WR 28/R
EB 0&%D 28/q i7q
NHB 0&D 30/ 2/ Q
Notes: The bias between observed/synthetic trip-end estimates has been

taken out.
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TABLE 5.5(2)

APPROXTMATE 95 PERCENT CONFIDENCE INTERVALS ABOUT THE MEAN NUMBERS OF TRIP-
ENDS IN A REGIONAL ZONE

MEAN 95% CONF. INTERVAL
SYNTHESISED FROM : FROM
FPURPQSE | - DIRECTION TRIP-~ENDS TABLE 5.5(1) { RHTM STATUS REP.

N (JUNE 1979)

HBW Qen 6952 3485 ~ 10419 2110 - 21616
Att 7531 3195 ~ 11867 1917 - 27687

HBO Gen 8118 3792 - 12LLkL 2330 - 28897
Att 8ho2 3320 - 1343k | 2799 - 23536

ER 0&D 2078 530 - 3626 546 - 5943
NHB 0&D 2041 686 - 5196 655 ~ 8489

Note: The mean number of synthesised trip-ends sbout which the

confidence interval was caleulated was different in the RHTM
Status Report (Table 4), since the trip-end models have been
revised since. The RHTM confidence intervals relate to the
logarithmic regression.,
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TABLE 5.7(1)

ILLUSTRATIVE VALUES FOR NON-ZERO 'OBSERVED AND MODELLED VALUES AND THEIR
ACCURACIES

MTrips Percent ' Standardised
coefficient of difference.
variastion
b
Cbeerved - Modelled Observed Modelled %
(0) (E}
Purpose 1 (¥BW)
49.80 97.00 39 15 1.63
6.17 11.45 T 30 0.58
60.50 21.83 Ly 22 -2.19
..... 3.2 . }.. 0.87.. } .. 825 .} . 21 ~1.19.

62.00 ‘ h,23 233 20 -5.55
ho8.80 -381.101 1h 27 ~0.9k
Purpose 3 (EB) X

L.59 2.10 152 31 -0.75
5.82 0.09 843 37 -7.09
2.02 4.38 - 100 30 -0.53
4,71 0.h42 348 27 -2,83
9.00 1,26 280 81 ~1.7h
7.03 2.43 135 50 -1.19
2.87 0.29 389 - 26 -2.23
o234 0 1 .. 3.6 0 ] . 118 .3 0.21.

Purpose b (NHB)
2,99 . | ... 0.23 .1 . 437.. . S 19 -2.71

Taken from random sample of 1T0 observed cells from all purposes interleaved,
of which 155 had zero cbserved value (91 per cent). OF the 15 non-zero
observed values, 10 (67 per cent of the non-zercs, 6 per cent of cbserved cells’
were based on a single count. The standardised difference
z = (8- 0Y/{ var (B) + var (0) ~ 2 cov (E,O)}



TABLE 5.7({2)

MODELLED ESTIMATES AND THEIR 'ERRORS FOR OBSERVED CELLS WITH ZERQ

.--99..

‘OBSERVATTION ' ( HBW)

Modelled . % ev Standardised Modelled % oV Standardised
(Modelled) difference (Modelled) difference
. 7, 3/
0.12 79 0.02 Lo
0,01 b0 0.03 30
0.01 29 0.0k 29
1.73 29 LWT.76 21
0.96 28 0.37 27
0.07 31 0.01 32
0.03 17 0.02 55
0.07 22 0.09 26
0.01 L9 0.01 28
0.01 37 - 0.02 30
0.03 30 0.01 51
0.01 4 0.02 27
0.12 28 0.13 27
0.50 36 0.40 136
0.07 2l 0.0k 2k
0.01 39 0.06 21
0.01 T3 0.05 30
1.ht 28 0.08 32

Taken from rendom sample of 170 observed cells from sll purposes

interieaved, of which 155 had zero observed value.
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TABLE 5.8
DISTRICTS WITH THE WORST-FITTING INTRA-DISTRICT ESTIMATES (HBW)
District! Area, neme Intradisztrict trips Z
Observed Modelled
5 BRI Wansbeck/Blyth 2320 1465 -3.06
8 BI Wansbeck/Blyth 8330 6280 -3.47
111 |AW Burnley 16300 12510 -3.20
112 |AV Rossendale 10070 7800 -3.57
251 Q London 906 14k -3.86
283 Q  Lordon 21720 13600 -2 .55
295 Q .London 11770 6800 -2.06
302 P Reading 923 207 -3.h1
328 Q London 13210 5570 -3.23
363 |N Lewes 15940 13980 -2.10
460 AF Birmingham 10400 4623 -5.24
549 D Exeter 18160 13220 -3.82
558 D ' Exeter 2790 20630 -2.32
Note 'z' is the standardised difference, defined as:

modelled -

cbserved

Y ‘var{modelled)

+ var{observed)




TABLE 5.9(1)
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THE MEAN RESIDUAL AND RELATIVE MEAN RESIDUAL CATEGORISED BY TRIP-

LENGTH AND AREA TYPE

for home based work trips

AREA Trip Number Mean Mean Mean Relative
TYPE length of observed Modelled | residual Mean
band Cells trips trips _ Residual
..per.cell . . per.cell.l.. ... .. ... . .. ...
(km) M IO/M IE/M (20-ZE)/M - (ZO-IE)/IE
INTRA <25 891 1979 1960 19 0.01L
LONDON  .25-180 1609 71 . 82 11 0.1
all 2500 751 752 -1.3 -=0,002
INTRA ©5 152 6664 6658 6.6 0,001
REST 25-100 29 1884 2304 -419 -0,2
all 181 5900 5961 61 0.01
EXTRA LI 139 322 287 35 0.1
LONDON 25-100 | L732 10 10 -0.6 -0.06
>100 ) o16g9e2.). 0.1, 0.1 . -0.00% . . .-0.0k.
all 21793 h,2 L.2 -0.09 -0.02
INTER <25 . 1482 797 77T 20 0.02
REST 25-100 " {. 23878 38 L3 -3.1 ~0,0h
>100 . -{1k890kL 0.2 " 0.2 -0.0k -0.2
all |1T7h26h 12.1 2.k -0.3 -0.02
ALL <25 2664 1487 1hk82 .7 0.003
25-100 |. 30248 37 b1 -0.02 -0.000k
>100 165826 0.2 0.2 -0.02 -0.1
811 | 198738 25.9 26.2 -0.3 -0.01




- 102 -
TABIE 5.9(2)

THE MEAN RESIDUAL CATEGORISED BY TRIP LENGTH, AREA TYPE, AND EXPANSION
FACTOR.

for home-based work trips

AREA EFFECTIVE | TRIP LENGTH BAND AIL

TYPE EXPANSION
' FACTOR ©5 km  25-100 km  >100 km

INTRA <10 ~36L# -G2% - ~125%

LONDON 1o-ioo , _ _ _ ‘ _
>180 +319 +573 - +372

INTRA <10 -35% -Qo¥ .- ~53%

REST 10-100 _ - - - -
>100 +20 —6h6 - -65

EXTRA <10 -37%" -2.5 -0,1 -0.5

LONDON 445 100 -6 0.9 +6 -2.7
>100 +h6 +7.7 +13 +13

INTER <10 -22 3.7 ~0.,1 -0.5

BEST 10-100 -28 -5.1 +5.6 1.4
>100 +27 -0.3 +16 5.7

¥ All cells in these categories have zero observed trips.
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TABLE 5.9(3)

ESTIMATES OF STANDARDISED MEAN RESIDUALS IN EACH CATEGORY OF TRIP LENGTH,
AREA TYPE AND EXPANSTON FACTOR.

for home-based work trips

AREA EFFECTIVE TRIP LENGTH BAND
TYPE EXPANSION <$S5 km  25-100 km  >100 km ATL,
FACTOR :
INTRA <10 ¥/-123  #¥/-98 -/~ *¥/-157
LONDON  30-100 ~f= = =] -/~ -/-
>100 6/ 6 11/19 -/- 9/ 9
INTRA <10 * /=11 #/-11 -/= - ®/-15
REST 10-100 ~/= - %= -/~ ~/-
>100 0.1/0.1 -2,L/-2.2  -/= 0.4/-0.4
EXTRA <10 | */~1.6 -210/-30  -39/-13 ~175/-33
REST. 10-100 ~049/=04T- ~1.2/-1.1 5.4/17 1.7/1.8
>100 1.3/1.b 1.6/1.7 1.1/5.5 2.1/2.3
INTHER <10 ~221/-19.  -398/-76  -115/-k2 -359/-89
REST 10-100 -11/-6  =1h/-11 1h/37 ~5.3/=4.,9
>100 1.6/1.7 -0.1/-0.1 Lk.7/1bk.8 1.2/1.2

‘Note: The two values supplied, a/b,correspond to two different estimates
of the mean number of observed trips, with which to multiply the
index of dispersion by to give the variance. (a) corresponds to .

using the observed value, (b} to using the modelled walue.



TABLE 5.9(4)

NUMBERS OF "'OBSERVED CELLS IN EACH CATEGORY OF TRIP LENGTH,

- 10L4 -

AREA TYPE AND EXPANSION FACTOR,

for home based work trips

AREA EFFECTIVE TRIP LENGTH BAND
TYPE EXPANSION
FACTOR <5 km  25-100 km  >100 km ALL
INTRA <10 3G2 1481 0 1873
LONDON 10-100 0 .0 0
>100 499 - 128 627
INTRA 10 - 30 12 0 L2
REST 10-100 0 0 0
>100 122 17 139
EXTRA <10 i5 3k10 16652 20077
LONDOR 10-100 7 509 232 748
>100 117 813 38 968
INTER <10 16k 15462 146602 162228
REST 10~150 63 2792 1715 1570
>100 1255 562) 587 Th66
ALL ALL 2664 30248 165826 198738
'"DOUBLE ZEROS! Distribution not known 138824
TOTAL OBSERVED CELLS 337562




TABLE 5.9(5)

RESIDUAL STATISTICS FOR THE 6 CATEGORIES WITH LARGEST NUMBERS OF CELLS home based work trips
Category Number 7 % | Average Mean Relative Approx.
Exp. _ of obs. cum, obs. modelled | Residual Mean Standard-
Label Area Fac. Dist. Size | Cells cells. cells | val val. - Residual ised resid.
£(0-E)
M ' I0/M  IE/M ${0-E)/M z{O-EYeE v(IIE)
a Inter R <0 >100 <1 1ko1h6 yoo1 . he2ol | .02 .09 . 107 - -.80 -29.0
- . i 'Double Zeroes'! 138824 hi.,1 83.2 .00 <01 - - -
b Extra L <10 >100 < 1 16364 4.8 88.1 .01 .10 -.09 ~-.87 -11.3
¢ Inter R <10 25-~100 <1 7801 2.3 90,4 .05 .32 ~-.27 .85 -13.8
d Inter R <10 25~100 1-5 4805 1.% 91,8 AT 2.1 -2.24 —.93 ~32.4
e inter R <10 >100 1-5 ki72 1.2 93.0 A1 1.90 ~1.79 -.0k ~27.2
f Inter R >100 25-100  10-100| 2800 0.8 93.9 [49.4 k0.6 +8.80 4.22 +3.8
Sum 316912 93.9 T T
Total observed cells 337562 100

¥ L = London, R = Rest.
¥% See text for explanation.

I = Index of dispersion in given category of expansion factor.

- G0T ~



TABLE 5.9(6)

RESIDUAL STATISTICS FOR THE 5 CATEGORIES WITH LARGEST NUMBERS OF TRIPS home based work trips
Category Kumber Numbers of Trips Average 1 Relative  Approx.
Exp. of ~Bbs., Mod. - | Mean Mean Standardised

Label Aresn Fac. Dist. Size Cells Observed Modelled | ¥al. Val. ‘{residual Residvsl Residual
: Z2(0-E)
M X0 IE Z0/M LE/M 2{0-E}/IE %(O-E}/ZE ¥ (IXE)
A Intra I  >100 <25 >500 hig 1693000 1578000 4109 3831 278 07 L.8
B Inter R >100 <25 >500 577 1047000 101k0O00 181k 1758 56 .03 1.7
¢ Intra R >100 <25 >500 ok 1007000 - 1004000 1071k . 10683 31 .00 0.2
D Inter R >100 25-100 >500 375 460838 463886 1229 21237 | ~8 -.01 ~0.2

\
E Inter B >100 25-100 100-500{ 35k 257818 299803 - 190 221 -31 -,1h -4.0
Sum 2812 k466000 1360000 1588 1550

- 90T -

¥ L = London, R = REst

#*  Bee text for explanation. I = Index of dispersion for the given category of expansion factor.
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TABLE 8.3

DISTRICTS WITH HIGH PROPORTIONS OF INTRA DISTRICT MOVEMENT.

, Synthesised Intradistrict
‘Digtrict ‘Area, name oW Sum fraction
- 599 . BJ, Scotland - 54 251 1.001
601 BJ, Scotland 53 772 1,000
590 AA, Weles 20 058 1.000
6L BJ, Scotland 13 803 ' «999
60l BJ, Scotland 47 571 999
592 AA, Wales : 16 653 .999
589 AA, Wales 19 982 .998
585 AA, Wales 8 356 .998
615 BT, Scotland 18 110 .997
586 AA, Wales 14 181 .996
61k . BJ, Scotland 21 554 997
607 BJ, Scotland 36 718 .990
612 BJ, Scotland 121 716 .987
608 BJ, Scotland 22 268 .986
62k BT, Scotland 133 27h .985
622 BJ, Scotland : 21 237 .985
498 AA, Wales 87 152 .9681
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