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1. Introduction: RiskGONE at the Vanguard  
of Transparent Risk Governance

The RiskGONE project and two other EU H2020 NMBP-13-
funded research projects (NANORIGO and GOV4NANO), tar-
geting risk governance of nanomaterials, aim to resolve key 

Nanotechnology is a key enabling technology, which is developing fast and 
influences many aspects of life. Nanomaterials are already included in a 
broad range of products and industrial sectors. Nanosafety issues are still 
a matter of concern for policy makers and stakeholders, but currently, there 
is no platform where all stakeholders can meet and discuss these issues. A 
comprehensive overview of all the issues in one single dashboard presenting 
the output of a decision support system is also lacking. This article outlines 
a strategy for developing one innovative part of a modular decision support 
system, designed to support the work of a new Risk Governance Council 
(RGC) for nanomaterials which will be established through the combined 
efforts of the GOV4NANO, NANORIGO, and RiskGONE H2020 projects. 
This new module will consist of guidelines for Ethical Impact Assessment 
(EIA) for nanomaterials and nanoenabled products. This article offers 
recommendations for adapting the European Committee for Standardization 
(CEN) prestandard on Ethical Impact Assessment CWA (CEN Workshop 
Agreement) 17145-2:2017 (E), to fit into the more-encompassing decision 
support system for risk governance of nanomaterials within the RiskGONE 
project.

issues in developing and curating scien-
tifically sound data on nanomaterials and 
also concerning the role of stakeholder 
participation in risk governance, by estab-
lishing an RGC and an associated risk 
governance framework for nanomaterials. 
Complementary to the other two projects, 
RiskGONE puts considerable effort into 
the development and testing of a modular 
decision support tool incorporating risk 
assessment as well as consideration of eco-
nomic, environmental, social, and ethical 
aspects from a holistic life cycle perspec-
tive. The RiskGONE approach is inspired 
by the International Risk Governance 
Council (IRGC) Risk Governance Frame-
work and the Emerging Risk Management 
Framework at the core of the draft CWA 
67 on “managing emerging technology-
related risks.”[1–3] A CWA is a prestandard, 
based on the work of a CEN Workshop of 
representatives of interested parties. After 
this workshop has agreed on the CWA, it 
remains valid for three years. At the end 

of this prestandardization period, the CWA can be extended 
for maximum another three years, revised, transformed into 
another deliverable, or withdrawn.[4]

This article focuses on the strategy for developing one new 
module in the larger decision support system for Risk Govern-
ance of nanomaterials. The new module consists of guidelines 
for EIA for nanomaterials and nanoenabled products. Risk-
GONE aims to adapt and test the procedures described in the 
CEN CWA 17145-2:2017 (E) part 2 on EIA for research and inno-
vation, which was originally developed in the EU-funded pro-
ject SATORI.[5,6] This paper offers key recommendations with 
a view to adapting this prestandard, to fit into the more-encom-
passing decision support system under development within the 
project.

2. The Science Policy Problems Addressed  
by RiskGONE
Globally, the environmentally sound management of chemi-
cals should have been achieved by 2020.[7] While this is difficult 
enough for traditional chemicals, risk governance of nanoma-
terials is even more challenging, because the environmental, 
health, and safety risks are still not fully assessed.[8] It is not 
clearly defined among policy makers, stakeholders, and key 
actors, neither what constitutes appropriate risk governance, 
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nor which are the boundaries of regulatory compliance and legal 
basis of risk governance approaches. In this context, evidence-
based (i.e., taking into account peer-reviewed, interdisciplinary 
scientific data and knowledge, including risk assessment, life 
cycle assessment and economic, social and ethical aspects) and 
participative (i.e., engaging all stakeholders in decision making) 
risk governance of nanomaterials is hampered by three inter-
related conundrums.

1. � Evidence-based scientific analysis is presently hampered by a 
lack of interoperability of reliable data from risk assessment 
studies in the public domain.

2. � There is a lack of a one-stop-shop that could bring together 
all evaluated and curated data in one dashboard to facilitate 
decision making.

3. � There is a pervasive lack of broad citizen and stakeholder 
engagement in decision making about nanotechnology.

The widely recognized lack of interoperability of curated data 
is expected to be (partially) resolved in the coming years. Several 
governments have developed roadmaps for nanoinformatics 
and omics, and the issue of creating consistent and reliable data 
using agreed upon methods is addressed by many research pro-
jects coordinated at the international level by the OECD WPMN 
testing programme, the ELIXIR portal[9] in the European Union 
(working in cooperation with the USA National Institutes 
of Health) and a host of national governments. The lack of a 
one-stop-shop hampers rational decision making based on all 
available evidence while considering the quality of the data 
and the remaining uncertainties. This problem is addressed in 
numerous research projects developing Decision Support Sys-
tems for nanomaterials.[10–12]

The lack of stakeholder awareness remains highly problem-
atic. Since the use of nanotechnology is ubiquitous around 
the world, there should be much more broad-based partici-
pation than currently experienced, in line with the rights to 
access to environmental information, to public participation 
in environmental decision making and to access to justice 
under the Aarhus Convention (1998).[13] This is even more 
pressing, because of persistent disagreements between rel-
evant stakeholder representatives, notably between industries 
manufacturing nanoenabled products on the one hand and 
nongovernmental organizations including environmental and 
consumer organizations on the other.

This lack of public awareness is addressed by several Euro-
pean and national dialogue and engagement projects and is 
the topic of OECD guidelines developed in the OECD Working 
Party on Nanotechnologies.[14–16]

All these projects generate improved capacity building con-
cerning data and tools for evidence-based decision making on 
nanomaterials governance. However, it remains unclear at this 
point whether policy makers have the knowledge base required 
to implement the science-based tools in practice or whether 
further collaboration with scientists is needed. Herman Stamm 
of the European Commission wrote in Nature in 2011 about the 
then-urgent need for policy makers to develop an integrated 
approach to risk governance of nanomaterials, based on reliable 
data, accessible in one dashboard through modular decision 
support systems.[17]

As science progresses within clusters of expert commit-
tees, one part of the conundrum may soon be resolved as 
nanoinformatics are under development following agreed 
upon protocols and will be curated along prescribed rules. A 
more subtle and perhaps more important facet of this conun-
drum involves making sure that the voices of all stakeholders 
and citizens are heard in line with the Aarhus Convention. 
Consensus is required not only about the scientific methods 
but also the political goals of nanoinformatics and nanoena-
bled products in commerce before key components of any 
future regime for nanotechnology risk governance can be 
resolved.

3. Methods: The EIA Prestandard

In 2017, the CEN published a CEN CWA on Ethics assess-
ment for research and innovation. The CWA on EIA consists 
of two parts. Part  1: Ethics Committee, “makes recommenda-
tions for the composition, role, functioning, and procedures 
of [an] ethics committee. … Ethics committees include, but are 
not limited to, research ethics committees, institutional review 
boards, ethical review committees, ethics boards, and units 
consisting of one or more ethics officers.”[5]

Part 2 of the CWA on Ethics Assessment (“EIA frame-
work”), “provides researchers and organizations with 
guidance on EIA a comprehensive approach for ethically 
assessing the actual and potential mid- and long-term 
impacts of research and innovation on society. Researchers 
and ethics committees will find this information useful as it 
describes EIA at different stages of the ethical assessment. 
Part 2 is applicable to all researchers and innovators, regard-
less of the context they are working in or their research 
and innovation area.”[5] While the RGC to be established 
at the end of the collaboration of the three projects (i.e., 
GOV4NANO, NANORIGO, and RiskGONE), is not an ethics 
committee in the strict sense, part of its remit is expected 
to be to address ethical issues related to nanomaterials and 
nanoenabled products. Most members of the Council will 
not be researchers or innovators, but it will be expected to 
take position on the ethical impacts of nanomaterial research 
and innovation. This necessitates the development of a nano-
specific EIA to be incorporated in the larger decision support 
system providing the evidence-based information backbone 
of the Council.

In the CEN CWA 17145-2:2017, EIA is defined as the “process 
of judging the ethical impacts of research and innovation activi-
ties, outcomes, and technologies that incorporates both means 
for a contextual identification and evaluation of these ethical 
impacts and development of a set of guidelines or recommen-
dations for remedial actions aiming at mitigating ethical risks 
and enhancing ethical benefits, typically in consultation with 
stakeholders.”[5] This definition implies that the prestandard 
promotes a form of procedural ethics, prescribing the steps to 
investigate ethical impacts, while leaving the choice of substan-
tial ethical principles and values over to the organizations per-
forming the assessment.

The EIA follows a six-step approach, outlined in the CEN 
CWA 17145-2:2017,[5] as seen in Figure 1.
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The first step is a “threshold analysis” to determine 
whether serious ethical concerns are involved. A self-assess-
ment questionnaire listing general ethical concerns and 
scoring them on a Likert scale, from minor to severe, is rec-
ommended, and a check by an independent expert is required 
if no serious concerns are identified. If serious ethical con-
cerns are identified, the second step is the preparation of an 
“EIA plan,” determining the scope and budget of the EIA 
(small, medium, large scale project, or at the level of a tech-
nological field). The third step is the identification of ethical 
impacts, in consultation with stakeholders where feasible. 
Such consultations can be held online, but especially in large 
scale EIAs, face-to-face meetings are preferred, because this 
allows genuine dialogue and exchange of arguments. In this 
step, conceptual as well as empirical analysis methods can 
be used. The CEN CWA 17145-2:2017 includes an overview of 
methods that can be used in the ethical impact conceptual 
analysis, including ethical issues checklists and ethical theo-
ries for identifying explicit moral issues as well as intuitive 
methods. The empirical analysis makes use of expert solicita-
tions. In the fourth step, the ethical impacts are evaluated, 
again preferably in consultation with stakeholders. The fifth 
step is the formulation and implementation of “remedial 
actions,” and in the final sixth step, the EIA is reviewed and 
audited. The remedial actions can include compliance with 
ethical norms fitting in a variety of ethical theories. The CEN 
CWA 17145-2:2017 focuses mainly on laying out a procedure 
for performing an EIA and does not presuppose any specific 
substantial ethical theories.

4. Including Ethics in Risk Governance

To fit this procedure into the RiskGONE decision support 
system, it should be developed further into a decision-tree 
format, which can subsequently be implemented as a soft-
ware-programme. The stepwise organization of the CEN CWA 
17145-2:2017 offers a good starting point for such a decision-
tree. In addition, overlap between the EIA and other modules 
of the decision support system should be omitted, to avoid 
double counting of the same issue. Notably, environmental, 
health, and safety issues, sustainability, risk management and 
transfer, and public opinion surveys are already addressed in 
other modules. The planned RGC is already expected to enable 
and encourage stakeholder consultations. This will limit the 
scope and resource requirement of the specific EIA module 
for nanomaterials, compared to the broader remit of the CEN 
CWA 17145-2:2017 E cited in Section  2.[5] The EIA module 
under development in RiskGONE will focus on the identifica-
tion of ethical risk thresholds for the risk-benefit assessment of 
nanomaterials. In addition, it should be tailored to serving the 
needs of the RGC which will be set up after the project. While 
the aims and scope of this Council will be defined in consul-
tation with its prospective members, in general it should pro-
vide expert opinion on the governance of nanomaterials, not on 
market acceptance of an individual nanomaterial. The expected 
scope of the work of the RGC is therefore between a large-scale 
project-based EIA and an EIA for a whole new technological 
field (e.g., nanotechnology as an emerging technology, cf., CEN 
CWA 17145-2:2017 E, Annex B).[5]

The work of the RGC for nanomaterials will be modeled on 
the four-stage IRGC Risk Governance Framework. The EIA 
procedure fits seamlessly into this model because it consists 
of a similar cycle of preassessment, appraisal, evaluation, and 
management. The EIA threshold analysis and development of 
an EIA plan can be included in the risk preassessment. The 
risk appraisal stage can incorporate the identification of ethical 
impacts. The evaluation of ethical impacts fits in the risk char-
acterization and evaluation stage. Finally, the risk management 
stage can cover the formulation and implementation of “reme-
dial actions” for ethical impacts, and review and audit of the 
EIA (Figure 2).

5. Selecting Relevant Ethical Theories and 
Concepts for Threshold Analysis
Based on the identified ethical issues, thresholds identified 
for acceptability, tolerability, and intolerability of risks will be 
applied in selected nanotechnology sectors, to test the guide-
lines developed. If ethical impacts are deemed acceptable, no 
further action is needed, while if they are deemed tolerable, 
remedial actions should be undertaken, and if they are intoler-
able, the nanomaterials should be banned (see Figure 3).

For the purpose of this article, intolerable ethical issues 
include violating fundamental human rights principles such as 
the right to life and the prohibition of torture. The threshold 
between acceptable and tolerable ethical issues is more open 
to stakeholder deliberations and will be strongly influenced by 

Figure 1.  Illustration of the six-step EIA planning cycle, after CEN CWA 
17145-2:2017 E. Adapted with permission from the original source.
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the value systems of individual stakeholders. The intermediary 
domain between acceptable and intolerable risks is subject to 
the precautionary principle, but currently, there is no global 

consensus on the definition of this principle.[18–20] Meanwhile, 
the EU is incorporating a novel principle of “innovation” in 
the Horizon Europe regulation.[21] Critics have questioned the 
ethical foundations of this principle, proposed by an industrial 
lobby group as a complementary concept to the precautionary 
principle, which is a founding principle in the treaty of the 
European Union.[22] Whether these two goals are in opposition 
is currently a matter of debate.

The decision support tool can be used in identifying ethical 
impacts in a structured way, but the evaluation whether the 
identified ethical impacts are acceptable, tolerable, or intoler-
able requires stakeholder consultation.

As mentioned earlier, the CWA 17145-2:2017 E on EIA 
includes an overview of methods that can be used in the Ethical 
Impact Conceptual Analysis. These include mainstream eth-
ical theories (deontology, consequentialism, and virtue ethics), 

Figure 2.  Incorporating the EIA in the Risk Governance framework.

Figure 3.  Decision tree sketching categories of ethical concerns and sug-
gested actions.
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while other approaches, including care ethics and values, might 
also be used. However, not all these theories are compatible 
with a modular decision support tool. Deontology, calling for 
compliance with predetermined rules, and consequentialism, 
exploring the acceptability of expected future effects, are more 
likely to fit than deliberations about values, virtues, and care 
ethics. It is important to include a disclaimer warning the user 
of the proposed ethics module about these intrinsic limitations 
of the tool, as depicted in Figure 4.

As stated before, the EIA module will focus on the identifica-
tion of ethical risk thresholds for the risk-benefit assessment 
(RBA) of nanomaterials. RBA can be considered inherently 
consequential as a positive or negative assessment is achieved 
by weighing potential risks (including costs) against benefits. 
Note that the risks, costs, and benefits are not necessarily of 
the same nature (e.g., monetary) and may affect agents differ-
ently across social, economic, and generational boundaries. 
This implies that the multicriteria valuation in RBA will nec-
essarily reflect certain values. If only from a practical point of 
view, if the EIA is to inform other RBA modules (social, eco-
nomic, environmental) it should at least reflect social (e.g., 
equity, gender), economic, and environment related values. To 
this extent, the user of the EIA module in the decision support 
tool, i.e., primarily the prospective RGC should consider among 
others the following theories and core values: human rights 
and human dignity, environmental ethics, ethics of dual use 
technologies, biomedical ethics, theory of justice and capability 
approach.

6. What Remains Out of Scope

Not all ethical traditions or theories fit into a natural sci-
entific model underlying the Risk Governance framework. 
The decision-tree format of the proposed EIA module is 
unavoidably limited to procedural ethics, used to determine 
the seriousness of identified ethical issues, as informed 
by the relevant ethical theories and concepts listed above. 

This includes compliance with rules, and determination of 
the present or expected future applicability of known eth-
ical issues found in literature and through stakeholder and 
expert consultation.

Reflecting on ethical dilemmas cannot easily be accom-
modated in such a model. For example, what constitutes an 
appropriate balance between precaution and innovation? It 
depends on who you ask: NGOs and industrialists are not 
likely to agree on this any time soon. Cultural differences 
among different world regions make it difficult to reach con-
sensus on common definitions of the terminology. Most ethi-
cists and philosophers will not try to solve the dilemmas but 
delve into the underlying conflicting values and worldviews 
and place them in historical contexts. The resulting nuanced 
ethical analyses are hardly compatible with color-coded catego-
ries (green = acceptable, yellow = tolerable, and red = intoler-
able) of the decision support system. Black boxing such exten-
sive ethical analyses into these categories will raise more con-
troversy than it solves, because the different stakeholders will 
question whose preferences prevail in the seemingly simple 
output of the EIA.

7. Conclusions and Further Work

The EIA prestandard is compatible with the Risk Govern-
ance Framework. Ethical aspects, principles, and theories 
can be incorporated as a procedural ethics module in a more 
encompassing decision support tool. The methodology is not 
yet robust. In the next steps, the feasibility of expanding the 
scope of the ethics module from risk to risk-benefit assess-
ment will be investigated. The first stage will focus on nano-
materials but depending on the mandate of the RGC, this 
may be broadened in as yet undefined ways. Inspired by 
comments from the reviewers, we will also delve into an in-
depth analysis of relevant ethical theories and concepts, as 
well as reviewing nanoethics, shedding light on the desir-
ability of the attempt to incorporate ethics into a natural sci-
entific decision support framework for risk governance of 
nanomaterials.
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Figure 4.  Disclaimer highlighting the limitations of the EIA module.
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