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ABSTRACT 

In recent years, there has been an increasing interest in cybersecurity due to the significant 

impact of breaches on organizations. One of the topics frequently discussed in cybersecurity 

literature is the lack of preparedness in the face of cyber threats. Recent cyberattacks in the 

public and private sectors have demonstrated that traditional cybersecurity techniques are not 

always applicable to the numerous situations posed by the evolving cybersecurity landscape. 

One of the primary causes of this problem is the growing limitation of cybersecurity 

approaches. Many organizations assume that responsibility for cybersecurity rests only with 

the IT or security department, resulting in a limited risk-management strategy. Such an 

approach may produce a false sense of security, thus leaving companies with the belief that 

their infrastructure is protected.  

This work introduced an innovative way of tackling this issue through an approach that ties 

together three different but interrelated security domains: cyber insurance, cybersecurity 

culture, and cybersecurity compliance. In particular, this study illustrated how cybersecurity 

could be broken into these three core areas and used together to manage cyber risk 

effectively. It further showed the correlations between these areas through a hybrid process 

of inductive and deductive thematic analysis to interpret relevant data. The methodological 

approach applied in this work combined data-driven and theory-driven codes based on recent 

works forming a scholarly portfolio of cybersecurity research. This method started with a 

staged process of data coding and progressed toward the identification of overarching themes 

that captured the phenomenon of cyber risk. This study examined the results through a 

qualitative and quantitative perspective in an effort to develop a holistic framework (the 

CYBER – CCI Framework). Finally, it offered insights into how the framework can be 

expanded to reach higher levels of risk reduction and improve security.  

One of the main characteristics of the CYBER – CCI framework is that it establishes an 

objective measure of risk and its implications for the various business areas. Organizations 

can use this feature to estimate how much risk they can reduce and at what cost. As a result, 

the framework developed in this study provides a dynamic cybersecurity risk management 

model that allows enterprises to make it practically operational across the entire organization.  

Keywords: Cybersecurity, Cyber Risk, Risk Reduction, Cyber Insurance, Cybersecurity 

Culture, Cybersecurity Compliance  
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CHAPTER 1: INTRODUCTION TO THE STUDY 

1.1 Background Research 

Today, the growing digitization and the ever-increasing use of the Internet are progressively 

making the business ecosystem's boundaries more porous than before. Business risks are 

becoming more diverse and interrelated, especially considering those associated with 

technologies. Companies have now become technology-driven and, therefore, more 

vulnerable to cyberattacks. Thus, many organizations are starting to consider cybersecurity a 

transversal business risk that needs to be collectively managed. 

However, as recent significant cyber incidents (e.g., the Equifax attack) have shown, a growing 

dependence on digital technologies comes with greater security risks. A successful 

cyberattack can cause significant damages to businesses, affecting many financial- and non-

financial-related aspects. Several studies examined the impacts of cyber-attacks and found 

that, despite the wide application of security measures, the costs of a data breach are 

incredibly high (Global risks 2014, 2014). For example, according to the findings of Marsh's 

study on cyber risk, 54% of the organizations that participated in the survey were subject 

to cyber-attacks - a significant percentage considering that 17% of respondents were not able 

to provide a defined answer (Marsh, 2013). Another report released by Ponemon Institute 

revealed that cyber-attacks cost organizations an average of $9.4 million for one or more 

incidents (Ponemon Institute, 2013). These studies show that traditional risk management 

approaches are no longer sufficient to mitigate cyber risks. Therefore, a significant shift would 

be necessary to address this challenge adequately. 

To tackle this issue effectively, it is necessary to find ways to manage residual cyber risks (i.e., 

the amount of risk that remains after an organization has adopted and implemented security 

controls). Risk transfer is an economically efficient way of handling security and privacy issues 

as it contributes to reducing costs involved with recovery after a cyber-related security breach 

(Marotta et al., 2017). 

Increasingly, cyber insurance is being used as a tool for transferring part of an organization's 

residual risk to insurance companies (Marotta et al., 2017). The first specific policies appeared 

in the late 1970s. In 1990, insurance policies took the form of "packages" (i.e., a set of 

combined services) and started to be offered by security software companies partnering with 

insurance (Majuca, Yurcik and Kesan, 2006; Lelarge and Bolot, 2009). In 1998, the 

International Computer Security Association (ICSA Inc.) introduced the earliest known 

separate hacker insurance policies (Marotta et al., 2017). This company offered insurance 

against hacker attacks as a part of its “TruSecure” service (Poletti, 1998). Since that time, the 
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stand-alone cyber insurance market has developed rapidly. One of the primary growth drivers 

behind cyber insurance demand was the increase of cyber-attacks, which caused significant 

losses. For example, in the early 2000s, attackers launched a Denial of Service (DoS) attack, 

shutting down major companies’ websites, such as eBay, Amazon, CNN, for as long as three 

hours. Some estimated the cost of the damages of roughly $1.2 billion (Gohring, 2002). On 

the one hand, companies that experienced these attacks rushed to purchase cyber insurance 

policies to prevent and mitigate future losses; on the other hand, insurance companies rode 

the wave by developing new products aligned with the continuous evolution and complexity of 

cyber-attacks (Greisiger, 2011). 

However, cybersecurity risk cannot simply be passed along to an insurance company. 

Cybersecurity affects the entire organization, and to mitigate cyber risk, it is necessary to 

onboard the help of multiple departments and multiple roles. For example, the finance team's 

role in addressing security could be just as important as that of the security team in some 

cybersecurity areas. Cybersecurity is, therefore, a shared responsibility in which everyone is 

called to provide their contribution to minimizing the chances of suffering severe cyber-attacks 

(Marotta and Pearlson, 2019a). In addition, the way executives and employees perceive and 

evaluate cyber risks is critical to developing a solid strategy and establishing values, attitudes, 

and beliefs that make up an organization's culture. Creating an organization's culture means 

defining an organization's structure, management choices, strategic goals, and employee 

conduct (Marotta and Pearlson, 2019a). 

Additionally, strong leadership is fundamental to create the company culture. For example, an 

organization's Chief Executive Officer (CEO) plays an essential role in defining values 

concerning cybersecurity. Edgar Schein (1985), a major contributor to the organizational 

psychology field, views corporate culture and leadership as "two sides of the same coin." He 

believes that both need to be integrated into the same process, rather than considering them 

as two separate topics of importance. Unlike other definitions of culture, Schein provides a 

more dynamic formulation of the culture concept. He advocates that although leaders help 

create and manage culture, culture evolves as organizations mature and employees work 

together. Many organizational theorists and scholars (Beckhard, 1969; CRÉMER, 1993; 

Kreps, 2002; Van den Steen, 2010b; Martinez et al., 2015) built on Schein's work and enriched 

his definition by analyzing the conditions and characteristics of successful and unsuccessful 

cultural development efforts and influences (Marotta and Pearlson, 2019a). 

However, while these principles can be extended to a variety of organizational environments, 

translating them into a "cybersecurity language" necessitates a deeper examination of the 

components that constitute culture as well as the factors that influence them (Van Niekerk and 
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Solms, 2010). Cultural beliefs, values, and attitudes are influenced by internal mechanisms 

and external factors outside of the organization (Marotta and Pearlson, 2019a). Internal 

mechanisms imply meeting internal compliance, which refers to following internal processes 

and best practices established by an organization (Foorthuis and Bos, 2011; Lyons, 2016). 

External factors, instead, involve following the rules for a specific industry or field established 

by an outside authority, such as a government regulatory agency or an organization (Nawar 

and Dagam, 2015). This practice is generally known as regulatory compliance, although this 

concept has a much broader meaning. In the literature, Wright (2008) and Kharbili (2008) 

provided one of the first definitions of modern compliance as a method of ensuring that 

regulations are met. However, not only does regulatory compliance consist of meeting rules 

and regulations, but it also involves related values, such as commitment, enforcement, 

accountability, and integrity (Marotta and Madnick, 2020b, 2021b). Due to its blurred nature, 

regulatory compliance falls into a "grey area" where boundaries and expectations are 

uncertain for many organizations (Marotta and Madnick, 2021e). Along this line, several 

studies on compliance have highlighted the issues deriving from such an indefinite field. 

Examples include, but are not limited to, misalignment between behavioral compliance 

patterns and the desired compliance outcomes, the evolution of regulations, regulatory 

responsibilities, and regulatory language. (Vroom and Von Solms, 2004; Alfawaz, Nelson and 

Mohannak, 2010; Aurigemma and Panko, 2012; Sohrabi Safa, Von Solms and Furnell, 2016; 

Hwang et al., 2017; Moody, Siponen and Pahnila, 2018).  

Some scholars have indeed reported on the need and importance of 

a multistakeholder approach to assess compliance and reflect real-life issues (Bulgurcu, 

Cavusoglu and Benbasat, 2010; Gelderman, Ghijsen and Schoonen, 2010; Coates and 

Srinivasan, 2015). This concept is a fundamental cornerstone under the Stakeholder Theory, 

a model initially introduced by Robert Edward Freeman in the early 1980s (Freeman and 

David, 1983; Freeman, 2004). Stakeholder theory states that an organization's success 

depends on the successful management of all the relationships among stakeholders (i.e., the 

groups, parties, or individuals who can influence or be influenced by the achievement of the 

organization's purpose) (Freeman, 2004). Linking this theory to regulatory compliance is 

crucial to developing a comprehensive approach (Marotta and Madnick, 2021c). The 

elaboration of a successful compliance program in this modern era requires organizations to 

pay particular attention not only to requirements and rules but also to all existing stakeholders 

and factors involved in the compliance process (Wright Craig, 2008; Abdullah, Sadiq and 

Indulska, 2010; MacLean and Behnam, 2010). Addressing the positive or negative effects of 

compliance on an organization's cybersecurity environment is the first step in developing a 

comprehensive strategy (Madnick et al., 2020; Marotta and Madnick, 2020b). 
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In some cases, it can positively influence cybersecurity (Marotta and Madnick, 2021e). 

Regulations often offer the bare minimum in terms of cybersecurity controls, but it may still be 

enough to achieve and maintain a basic cybersecurity posture (Marotta and Madnick, 2021c). 

However, one frequent mistake is over-relying on compliance for cybersecurity. Adhering to 

regulations does not necessarily make an organization secure. Although a company may have 

implemented security requirements in compliance, it is still subject to breaches (Kwon and 

Johnson, 2013).  

These challenges require the attention of both organizations and regulators. On the one hand, 

using cultural elements to cultivate a cyber risk-aware culture can increase security, facilitate 

compliance enforcement, and help organizations manage cyber risk (whether transferred to 

an insurance company or not) (Marotta and Madnick, 2021b). On the other hand, regulations 

are responsible for setting out the minimum acceptable standards for cybersecurity; they also 

are a strong driver for considering security issues in developing targeted policies, including 

those offered by insurance companies. For example, in 2003, cyber insurance policies grew 

significantly in the US due to the introduction of the California Data Breach Notification 

legislation (Everett, 2003). In turn, cyber insurance may lead to new and more advanced 

cybersecurity regulations since adherence to security standards may be a way for a cyber 

insurer to estimate the risk exposure (ENISA, 2012).  

Figure 1 summarizes the previously mentioned advancements and provides a historical 

timeline covering nearly fifty years. As shown below, the period between 1970 and 1983 was 

pivotal in transforming cybersecurity as we know it today (Cantoni and Danowski, 2015). 

During this time, the study of cybersecurity was mainly limited to academia. However, the 

conception of the Internet began to take off with the introduction of advanced connectivity 

models and applications. For example, fundamental Internet technologies, such as the 

Transmission Control Protocol/Internet Protocol (TCP/IP)1, were critical to the development of 

modern security operations (LaQuey, 1990). These and similar innovations paved the way for 

the progressive transitions of cyber insurance, culture, and compliance into the cybersecurity 

environment. For simplification purposes, these transitions are represented in Figure 1 by 

critical events leading to the emergence of those domains or early conceptualizations of the 

domains in the literature. 

 

 
1 The development of the Transmission Control Protocol/Internet Protocol (TCP/IP) began in the 
1970s as part of a research project sponsored by the Defense Advanced Research Projects Agency 
(DARPA) to establish a set of technologies to manage communications. Over the years, TCP/IP 
evolved and, in 1983, became the official protocol for data transmission between networks (LaQuey, 
1990). 



5 
 

One of the critical milestones indicated in the timeline is the conceptualization of cybersecurity 

culture, which occurred in the past decade. While culture and cybersecurity coexisted long 

before this time, the term cybersecurity culture started being used more frequently in the early 

2010s (Reegård, Blackett and Katta, 2020). Therefore, this period marked a significant turning 

point in the evolution of the relationship between cyber insurance, culture, and compliance. In 

particular, the simultaneous presence of these three domains in the literature improved the 

comprehension of the cybersecurity field. For example, Hedström et al. (2011) recognized the 

benefits of investigating culture to gain a better understanding of compliance. More 

specifically, he found that analyzing the values that motivate individuals' behaviors can reveal 

important information about potential compliance issues with cybersecurity policies. According 

to the author, non-compliance may be the result of inconsistencies between policies' principles 

and employees' values (Hedström et al., 2011). 

 

Figure 1: Historical Timeline 

 

As a consequence, over the last decade, research in cybersecurity has witnessed the 

development of a rising multidisciplinary body of work guided by theoretical and empirical 

observations (Jacob, Peters and Yang, 2020). This shift was possible due to the contributions 

of collateral disciplines, such as leadership and law. Addressing an ever-changing society's 

nuances is becoming complicated and requires a holistic understanding of internal and 

external factors that can impact business goals (Chatterjee, 2021; Kranenburg and Gars, 

2021).  As technology advances, attacks become more sophisticated, necessitating an equally 

sophisticated response. An example of a recent attack is the one that compromised the 
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Colonial Pipeline, one of the largest pipeline systems in the U.S. The ransomware cyber-

attack, which occurred on May 7, 2021, forced the company to shut down operations and block 

IT systems (Tidy, 2021). The Colonial Pipeline breach served as a fundamental lesson for 

organizations across multiple industries, highlighting the fact that defending physical assets 

from cyber threats necessitates a more comprehensive approach to cybersecurity. Therefore, 

it is important for regulators and organizations to recognize cybersecurity as a cross-cutting 

issue and tailor requirements and strategies accordingly. 

1.2 Problem Statement 

The recent cyberattacks in public and private sectors have made it clear that current 

approaches to cybersecurity are not sufficient for responding to the ever-evolving 

cybersecurity landscape.  

One of the major causes lies in a growing fragmentation of methods towards cybersecurity. 

Many organizations address threats as part of a limited risk-management strategy where 

responsibility for cybersecurity falls solely on security or IT teams. Such an approach creates 

a false sense of coverage and lacks a connection between security and other organizational 

functions.  

One way to deal with fragmentation is to develop a cohesive, dynamic defense that provides 

a unified view of cyber risks. To this end, this thesis offered a “three-dimensional” approach to 

cyber risk. This approach is based on an analysis of a portfolio of three projects (CHAPTER 

2: PROJECTS), each of which addressed the critical cybersecurity domains under 

investigation: cyber insurance, cybersecurity culture, and regulatory compliance. While these 

areas have been originally investigated independently in the projects, their overall focus was 

the same — assessing and ensuring the security of systems, users, and processes. Therefore, 

this thesis built on this common ground and provided in-depth insight into the patterns which 

occur in the three cybersecurity domains. 

1.3 Aim 

The main aim of this work was to identify thematic cybersecurity patterns in terms of risk 

management within insurance, culture, and regulatory compliance, and develop a framework 

for validating their efficacy. 

1.4 Objectives 

The objectives of this study include the following:  

1. Providing a context analysis for prior research on the three domains of cybersecurity.  
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2. Demonstrating related methodological and conceptual connections between the three 

domains using prior project’s findings.  

3. Identifying patterns from prior research using metadata (e.g., such as axioms, 

keywords, and relations that express concepts) related to the three domains and cyber 

risk. 

4. Developing a framework that can provide a holistic perspective of cybersecurity as a 

critical factor in the overall organizational strategy. 

5. Highlighting the future perspective of the research and the considered issue. 

1.5 Methodology 

The work presented in the three projects (CHAPTER 2: PROJECTS) offered an empirical and 

theoretical base from which to move forward and build a comprehensive cyber risk framework. 

This section discusses the methods used before, during, and after this transition and the 

reasons for applying different strategies and approaches.  

1.5.1 Previous methodology  

The following methodological overview explores the research methods employed in the 

projects that constitute the portfolio of work at the basis of this thesis. The specific methods 

utilized in each project are described in greater detail in the methodology sections of  

CHAPTER 2: PROJECTS. 

1.5.1.1 Philosophy 

Previous research was constructed under the phenomenology paradigm to capture the variety 

of dimensions that embody the essence of cybersecurity practice. This research strategy has 

been defined in the literature with different nuances by different authors. However, the most 

common definition is that of a method to facilitate understanding phenomena through how 

they are perceived by different actors (i.e., individuals who have experience with the same 

phenomenon) in a given situation. According to the majority of scholars (Yüksel and Yıldırım, 

2015), there are two schools of thought regarding this concept's meaning. 

Some qualitative research theorists argue that phenomenology mainly focuses on the 

description of the experiences of the actors involved (Creswell et al., 2007; Broomé, 2011; 

Moustakas, 2011). This approach is generally known as Descriptive Phenomenological 

Analysis (DPA). It presupposes that phenomena exist regardless of the context in which they 

are found (Broomé, 2011). In particular, Creswell (2017) describes this type of phenomenology 

as the study of a "lived experience" surrounding a concept or an issue through multiple sources 
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of evidence. This theoretical perspective involves isolating the phenomena into a “sterile 

research laboratory,” where it can be examined and tested. 

Conversely, other scholars focus more on the researcher's interpretation rather than the 

description of the phenomenon itself (Khan, 2014). This approach is commonly defined as 

Interpretative Phenomenological Analysis (IPA). For example, Van Manen (1990) utilizes an 

approach to phenomenology, which is concerned with interpreting different meanings of the 

documented phenomena.  

The methods used in the three projects have characteristics that are common to both 

approaches. On the one hand, these methods are designed to develop a detached description 

of a phenomenon. For example, Project 1: Cyber-insurance involved a descriptive review of 

the phenomenon of cyber insurance. On the other hand, they aim to understand the 

experience of the phenomena as a whole rather than provide a solely factual explanation. For 

example, in Project 3: Compliance vs. Security, the studies consider multiple actors' 

perspectives on how they see and value certain phenomena they experienced and why they 

formulated their views. Table 1 illustrates the components of this method: 

Table 1: Previous Methodology 

Previous Methodology 

Philosophy 
  

Phenomenology 
  

Steps 
  

Typical 
Results/Data  

Examples (Project 3: 
Compliance vs. 
Security) 

Approach Inductive Identify the object 
of the phenomena 
(Input) 

An unanswered 
question 

To what degree does 
compliance improve or 
impair the security 
protection of the 
organization? 

Investigate the 
perception of the 
object  

Perspectives How employees 
understand their 
regulatory compliance 
responsibilities 

Transform 
perspectives into 
statements  

Statements Compliance is a 
constructive catalyst of 
transformation in an 
organization 

Theorize 
statements 
(Output) 

Theory Management problems 
have varying effects on 
compliance depending 
on the organizational 
context 

Strategies Document Review Summarize the 
existing literature 
on a topic 

Secondary data  Literature review of over 
90 publications to 
investigates the 
compliance factors that 
have an impact on 
cybersecurity practices 
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1.5.1.2 Approach 

The methodology of the previously mentioned phenomenological techniques included an 

inductive reasoning component. This approach consisted of an input and an output. Usually, 

the input was an unanswered question based on a preliminary understanding of the field. The 

output was a theory, or a set of recommendations derived directly from the data collected. In 

Project 2: Cybersecurity culture, for example, the input involved the need to understand the 

main components of a successful cybersecurity culture. The related output consisted of 

recommendations for developing a strong cybersecurity culture (e.g., methods to encourage 

employees to follow best practices).  

The input was initially used to direct data processing, which continued until the "saturation" 

point was obtained (i.e., data no longer generated new learning) (Creswell, 2017). Finally, data 

results were used to capture the meaning of the phenomena and develop adequate theoretical 

conceptualizations of findings. 

More specifically, the following steps were taken as part of this approach: 

• Identifying the input (the object of the phenomena). 

• Investigating how the perception of the object is dependent on actors' experience 

(perspectives). 

• Transforming perspectives into new ways of interpreting the phenomenon 

(statements). 

• Synthesizing a general structure of the statements (theory or recommendations). 

Additionally, to help the end-user of the research develop an objective position towards the 

object of the study, this process also included an impartial perspective of the phenomena. For 

example, in Project 3: Compliance vs. Security, the relationship between compliance and 

cybersecurity was analyzed from two points of view. The first focused on the positive effects 

Case Study 
Research 

Develop 
examinations of 
complex 
cybersecurity 
issues in real-life 
settings (case 
studies) 

Primary data Case study investigating 
the regulatory landscape 
of a biopharmaceutical 
company based in 
Boston, MA 

Casual and Case-
Oriented 
Comparative 
Research 

Analyze and 
explain similarities 
and differences 
derived from 
document reviews 
or case studies 

Primary and 
Secondary data  

Compare compliance 
approaches in different 
sectors (e.g., financial 
service, healthcare, and 
automation) 
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of compliance on cybersecurity. The second dealt with specific issues that compliance may 

cause in the context of cybersecurity (Marotta and Madnick, 2021f). 

1.5.1.3 Strategies 

In order to triangulate the results derived from the phenomenology theory, the methodology 

adopted the following research strategies: 

• Document Review: This method was used to survey scholarly sources on a specific 

topic, such as cyber insurance and compliance. In the case of cyber insurance, 

Document Review was applied to summarize the existing literature on cyber insurance 

and unify the results under the same scope (Project 1: Cyber-insurance). Using survey 

research involved finding relevant publications (such as books, journal articles, 

reports), critically analyzing them, interpreting findings, and providing a clear picture of 

the state of knowledge on cyber insurance. Instead, in examining compliance, this 

approach was adopted to study the interplay between compliance and cybersecurity 

through a multidisciplinary structured literature review (Project 3: Compliance vs. 

Security). It involved collecting distinct definitions and scholarly perspectives, starting 

from the original concept of compliance to the current notion of cybersecurity 

compliance. 

• Case Study Research: The case study approach was used to develop detailed, multi-

faceted examinations of complex cybersecurity issues in real-life settings. For 

example, research findings related to cybersecurity culture are based on a case study 

of an Italian bank (Project 2: Cybersecurity culture). This case illustrated how leaders 

motivated, built, and measured efforts to create a cybersecurity culture. This case also 

served as a tool to exemplify and test previous assumptions, using examples and 

stories. This method was carried out through in-depth interviews2 with key employees 

from different areas of the bank. Interviews were also conducted to capture real 

perceptions and experiences of dealing with compliance and cybersecurity procedures 

and complications (Project 3: Compliance vs. Security). This method provided means 

to explore this topic through various lenses to reveal multiple facets of compliance from 

both regulators' and regulatees' sides. Earlier work on compliance guided the 

development of eight cases, although conclusions were drawn inductively from the 

case study analysis results. 

• Casual and Case-Oriented Comparative Research: This method was conducted to 

examine and contrast structures, conditions, and processes across organizations, 

 
2 Respondents had to answer preset open-ended questions. 
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industries, countries, and geographical areas to identify general patterns, problems, 

and gaps. Comparative research has primarily been employed to compare different 

cyber insurance policies and analyze the impact of cyber insurance applications on 

different technological domains (Casual Comparative Research) (Project 1: Cyber-

insurance). However, not only was this approach successful in examining cyber 

insurance characteristics, but it was also suitable for assessing different compliance 

fields (e.g., worker safety compliance and cybersecurity compliance) and sectors (e.g., 

financial service, healthcare, and automation) (Casual Comparative Research). 

Finally, this approach, combined with case study research, offered an outline of the 

similarities and differences (case-oriented comparison) that emerged from the eight 

case studies’ assessments (Project 3: Compliance vs. Security). 

The resulting data collected through these methods were used to gain an understanding of 

cybersecurity practices. 

1.5.1.4 Data  

The data source used in the three projects included primary data and secondary data. 

1.5.1.4.1 Primary Data 

The primary source of data for these project studies was collected by sampling-based 

interviews. More specifically, sampling is defined as a method of choosing samples (i.e., units 

reflecting nuances of an entire population) from a population of interest (i.e., a set of units that 

have similar attributes) (Hadi, 2012; Palinkas et al., 2015). By analyzing samples, findings can 

be generalized in relation to the population from which they were selected. For the studies 

performed in the three projects, sampling took place using a combination of three techniques: 

• Voluntary response sampling. According to this technique, samples are chosen by 

selecting whoever is willing to participate in a given study (Murairwa, 2015). In the 

specific case of the projects, the targeted population was identified through lists of 

existing contacts and conference attendees and contacted via email. 

• Criterion sampling. According to this technique, samples are chosen by selecting a 

specific set of people according to the needs of the study (Palinkas et al., 2015). In the 

specific case of the projects, this sampling method used the following criteria: 1) 

geographical representativeness; 2) industry representativeness 3) experience or 

involvement in activities related to the research topic. 

• Snowball sampling. According to this technique, existing interview participants are 

asked to recommend additional potential participants with the same characteristics 
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(Johnson, 2014). In the specific case of the projects, initial participants recommended 

others who met appropriate criteria (specified above in criterion sampling) and were 

available to participate in the study.  

A total of thirteen participants (four in the second project and nine in the third project) from 

various countries and industries constituted the sample size of these studies' data3. For 

example, Project 2: Cybersecurity culture focused on the financial sector in Italy, particularly 

on banks. Furthermore, the samples addressed various problems at diverse scales (e.g., from 

local to global). 

Due to the broad nature of the topics covered, semi-structured interviews followed an interview 

protocol, which served as a guide and enabled a comparison of responses. 

This approach ensured two methodological considerations. Firstly, having a basic interview 

protocol allowed each participant to provide data about the same general information areas. 

Secondly, the flexibility offered by this kind of interview provided a degree of freedom and 

adaptability in getting varied information from interviewees. 

In addition to interviews, the data collection procedure involved gathering additional materials 

regarding the participant’s experiences and background. Data were processed and organized 

concurrently due to the vast volume of information gathered by multiple participants. The data 

collection process produced a total of nine case studies (one resulting from Project 2: 

Cybersecurity culture produced and eight resulting from Project 3: Compliance vs. Security). 

To assist in the subsequent analysis of the case studies, case data were used as 

supplementary data to develop comparisons. Examples of case data included models, 

workflows, interview quotes, protocols, diagrams, simulations, procedures, and statistics. 

1.5.1.4.2 Secondary data 

The Document Review method adopted in the three projects drew strength from analyzing an 

extensive set of secondary sources, such as books, papers, and reports from academic and 

industrial sources.  

Purposive sampling of secondary sources for inclusion in the document review was one way 

of achieving a manageable amount of data. This approach involved the purposeful collection 

 
3 Qualitative interviewing focused on in-depth single or multiple interviews per participant. These 
interviews involved intense conversations aimed at unfolding a nuanced understanding of the 
phenomena under investigation. As a result, the sampling strategy concentrated more on capturing 
forms of sample information about the "lived experience" of individuals rather than making broad 
generalizations from a larger population of interest. 
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of samples to acquire information in a particular area (Palinkas et al., 2015). In this case, 

samples included a high number of studies on a specific subject. 

The data sample size varied from about 100 to 200 sources, covering business and academic 

viewpoints. Data represented terminology, definitions, formalization, implementations, and 

problems specific to the subject field. Furthermore, using a chronological approach offered a 

more detailed understanding of the topics (e.g., cyber insurance and compliance). This 

approach provided the structure to evaluate the progress of transformation and development 

of specific issues over time. For example, to assess the cyber insurance market's evolution 

(Project 1: Cyber-insurance), secondary sources included data from a 45-year period (1970–

2015). 

1.5.2 New methodology 

Based on prior considerations, this thesis presented an implementation of a more 

comprehensive methodology (Thematic Analysis or TA) for analyzing and integrating previous 

qualitative data. Figure 2 illustrates the connection between previous and new methodologies.  

 

Figure 2: Connection between previous and new methodologies 

As shown above, TA involved examining previous data from the three projects. This type of 

analysis aimed to identify common themes related to concepts that repeatedly occurred in the 

three domains.  

The collected data were processed using a combination of Deductive Approach and Inductive 

Approach: 
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• The Deductive Approach is a rational method for reaching a logical conclusion from 

one or more premises (defined as axioms4). 

• The Inductive Approach is the process of reasoning that involves forming 

generalizations by observing patterns in specific instances. 

During the early phase of the TA, deductive reasoning involved using the main projects’ 

findings (premises) to deduce a conclusion representing the principles observed in the 

projects’ outputs. This conclusion was then used as a starting point of the Inductive Approach 

to identify patterns and form a framework. 

1.6 Scope 

The scope of this research focused on a multidisciplinary perspective, recognizing the diverse 

interactions among different domains (cyber insurance, cybersecurity culture, and 

compliance). In this direction, the study thoroughly explored the organizational view on 

cybersecurity from the top and the risk factors influencing the way cybersecurity is managed.  

Additionally, due to the variety of stakeholders involved in the previous projects, the 

elaboration of this thesis benefited from the analysis of multiple points of view — from internal 

players such as security experts and executives (e.g., IT security managers, IT protection 

analysts, IT support managers, risk managers) to external groups (e.g., regulators, insurance 

companies, governments, industry associations, and external auditors). More broadly, this 

research also analyzed the circumstances affecting the three domains at the global level, 

considering the international context in which the three projects have been developed. 

1.7 Contribution to knowledge 

This study can be considered as the first step towards developing a novel method for 

combining domain-specific knowledge into a single framework. In particular, this study 

contributes to the cybersecurity field in multiple ways:  

• It summarizes critical considerations concerning the developments of cybersecurity 

practices over the last six years.  

• It evaluates cybersecurity approaches at a deeper theoretical level and offers a new 

interpretation of the research issues involved.  

• It harmonizes the trade-offs deriving from the fragmentation of risk management 

approaches.  

 
4 Axioms are statements that are taken to be true, so that they can serve as starting points for further 
reasoning (Honig, 1989). 
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In addition, it generates propositions about the necessary conditions for a progressive shift 

from the traditional siloed-based approach targeted at specific threats to a convergent mindset 

that embraces a more resilient and adaptable cybersecurity model. 

CHAPTER 2: PROJECTS 

2.1 Overview 

The following review examines three separate but interrelated projects upon which this work 

has been centered. Each project’s section includes four elements: 

• A description of each project's relevant information, such as objectives, scope, 

contents, and steps. 

• A section containing each project’s preliminary output. 

• A detailed discussion of each project’s methodology and rationale, including criteria 

and approaches to defining and performing project steps. 

• An analysis of each project subject’s impact. 

The impact of each project is described by assessing the interactions between papers, which 

have connections with the project. There are two types of connections used in the impact 

analysis. One is between citing and cited papers (citation relation). The other is between 

papers with common conceptual background or findings (topical relation). In both cases, the 

assessment includes papers that have directly or indirectly influenced (defined as prior papers) 

or have been influenced by (defined as posterior papers) the project.  

2.1.1 Project 1: Cyber-insurance  

2.1.1.1 Description 

The initial interest in the research at the root of this project originated from an increasing lack 

of control in shielding organizations from cybersecurity risks. One of the first steps in tackling 

this issue was understanding whether transferring cyber risk to insurance providers could be 

a good strategy. However, when the project began in 2015, the literature on cyber insurance 

was not yet mature enough to handle this research issue. In addition, the dynamic nature of 

cyber risk and the far-reaching implications of the cyber insurance market constituted an 

obstacle in understanding the state of knowledge on this matter.  

As a result, the project's primary focus was to survey the existing studies on cyber insurance 

and propose a new approach to addressing cyber insurance challenges (Marotta et al., 2017). 

The project generated an extensive literature review of over 200 references to investigate 

cyber insurance applications in different contexts and technological domains. The first part of 
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the project focused on the historical and conceptual overview of the cyber insurance market.5 

The second part of the project involved developing an understanding of cyber insurance's 

effects in shaping risk management strategies. In addition, it discussed how the use of cyber 

insurance might help policymakers navigate approaches to cyber risk, understand common 

issues, and address gaps.  

More specifically, the project consisted of several steps beginning with an overview of the 

historical characteristics of cyber insurance and its current practices and peculiarities. 

Following this preliminary examination, a substantial part of the project was devoted to 

performing the following analyses.  

• Coverage analysis. This analysis involved an investigation of the current cyber 

insurance market. It showed the most common first6- and third7-party coverage 

components. 

• Insurability analysis. This analysis was performed by evaluating cyber risk according 

to some insurability criteria, such as incidental, large, and calculable loss.  

The subsequent phase of the project consisted of analyzing background information on risk 

management8 and cyber insurance9. This evaluation involved reviewing the basic terms and 

processes necessary to deal with cyber insurance and investigating the most critical risk 

management practices, such as risk identification, risk analysis, risk response planning, 

audits, monitoring, and internal controls. 

The central part of the project consisted of evaluating the primary approaches, techniques, 

and problems discussed in the scientific literature (e.g., whether cyber insurance may be an 

opportunity for improved self-protection). During this phase, considerable attention was given 

to the most common organizational issues relating to the cyber-insurance process, including 

identifying the stakeholders engaged in the process, key terms, supporting documentation, 

and specific phases of the procedure (risk identification, risk analysis, and contract 

specification).  

 
5 The cyber insurance market involves the dynamics associated with sales of cyber-insurance 
products or services. 
6 Damage to digital assets, business interruption, cyber extortion, theft of money and digital assets 
7 Security and privacy breaches costs, computer forensics investigation, customer notification costs, 
multi-media liability, loss of third-party data 
8 For example, definitions, types of risks, etc. 
9 For example, cyber insurance, terminology, liability, etc. 
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The results derived from these analyses led to the final investigation of cyber insurance's main 

technological domains, including the most recent advances in information technology and the 

specific issues related to the technological systems. 

Finally, the last part of the project focused on identifying research gaps for further research 

and possible directions for solving the existing issues (e.g., adopting more dynamic 

technologies to reduce information asymmetry). 

Figure 3 summarizes the main steps performed in the project: 

 

Figure 3: Steps (Project 1) 

To clearly show these steps' results and further provide evidence of the studies performed on 

cyber insurance, it was deemed necessary to incorporate the preliminary output related to this 

project (presented in section 2.1.1.2). This output was published in 2015 in the form of a 

Technical Report (“A Survey on Cyber-Insurance”) as it was intended to provide an initial 

overview on the current state-of-the-art of cyber insurance and test possible technical 

approaches. As a result, this document was used as a supporting material throughout the 

development of Project 1: Cyber-insurance.  

2.1.1.2 Project publication: A Survey on Cyber-Insurance 

The entire textual content of the Technical Report is included below (Marotta et al., 2015). 

A Survey on Cyber-Insurance 

Conclusion 

Research gaps Potential research directions

Applicability of cyber insurance to the main technological systems 

Systems analysis Relevant issues 

Literature review on cyber insurance 

Main approaches and techniques 
related to risk management 

Cyber insurance process 
Comparative study of the main 

cyber insurance issues  

Formal background 

Risk management concepts Cyber insurance formalization 

Characteristics of cyber insurance 

History and peculiarities Coverage and insurability analysis of cyber insurance 
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A. Marotta, F. Martinelli, S. Nanni, A. Yautsiukhin 

November 2015 

1.0 Introduction 

In recent years there has been a growing interest in cyber risk, and it is considered among 

the most difficult issues to deal with as cyber risk could lead to serious impact on 

businesses and societies [51]. The expansion of information technology in business and 

in everyday reality through the spread of social networks, mobile devices, wireless 

technologies, and cloud services has led to increased vulnerability. Many companies are 

starting to consider cyber security as a larger business risk and, as a consequence, they 

are looking for methods to assure the continuity of financial operations in case of cyber 

attacks [119]. 

In spite of the wide application of security measures, the losses due to breaches are still 

extremely high [62]. The study of cyber risk conducted by March in 2013 revealed, that 

54% of the interviewed organisations have been a subject of a cyber attack in the last 3 

years (when 17% of respondents was not able to answer the question). Furthermore, 

according to the study commissioned and managed by European Network and Information 

Security Agency (ENISA) [47], the average cost per breach based on data from 

underwriters was US$2.4m. A research conducted by Ponemon Institute [119] reveals that 

the average financial impact to companies due to a cyber incident was $9.4 million. The 

average cost per a compromised record is assessed to be $188 according to Ponemon 

Institute [119] or $107.14 according to NetDiligence [58]. Thus, it is impossible to mitigate 

cyber risks completely, while the possible impact be- comes higher with higher 

dependence of business and society on information technologies. Although security 

countermeasures and practices are important, risk managers should also look for other 

approaches to deal with residual cyber risks. 

One of the alternative approaches in dealing with residual risk is risk transfer, which in 

most cases means insurance [56, 94, 53, 14, 17]. Starting since 1998 [118, 77, 88], cyber 

insurance policies became more and more popular on the market. Global surveys [49, 51] 

and books [144] on insurance consider cyber risks insurance as an important component 

of risk management programs. More than 50 insurers now provide cyber insurance 

policies from US, Bermuda, and London markets [2, 99]. The gross written premium in the 

US is predicted to be 2,75 billion in 2015 [23] and 150 million in Europe, rising from 50 to 

100 percent annually (prediction for 2014) [76]. 

Apart from the primary ability to transfer cyber risk and smooth the impact for 
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organisations, insurance in general, and cyber insurance, in particular, is assumed to have 

additional desirable impact. The first and the foremost advantage of insurance is the 

possibility to provoke organisations to increase investments in its protection, in order to 

reduce the premium [142, 100, 88, 126, 11]. Next, cyber insurance is believed to improve 

the societal welfare by improving the overall level of cyber protection [88]. Third, cyber 

insurance (premiums, in particular) may serve as an indicator of the quality of protection 

[100].  Last but not least, cyber insurance may lead to new and more advanced standards 

in cyber security. 

The scientific community also moves hand to hand with practical applications of cyber 

insurance. The community is mostly focused on the ways to establish insurance contract 

and analyse impact of difference pricing strategies on the market [14, 26, 150, 106, 85, 

134, 128, 113, 98, 123]. The primary focus of researchers is on the issue of 

interdependency of security, one of the peculiarities of cyber risks. The models and 

approaches, used by the researchers are quite similar and it is often hard to spot the key 

difference between them, especially, when this key difference is not explicitly stated. 

Furthermore, the mathematics used in the papers is relatively advanced, and authors are 

constrained to provide only limited amount of details with the narrow focus on the 

considered problem. In this survey we are going to present the basic formalisation to 

provide the necessary background for the comprehensive understanding of the basic 

concepts of cyber insurance. 

In the past there were several comprehensive studies, which, although were not called 

“surveys”, provided extensive analysis of available literature and marketing practices for 

the time when they were released. R. Majuca, et. al [88] provided an overview on evolution 

of cyber insurance by 2005. The study was mostly focused on the market analysis and 

provided high-level discussion of basic problems (e.g., moral hazard).  R. Bohme and G. 

Schwartz [28] provided a unified approach for cyber insurance in 2010, gluing together 

different aspects of cyber insurance and indicating the approaches of different researchers 

dealing with these aspects. In contrast to these works, the primary focus of this paper is 

on surveying the existing literature on cyber insurance.  Our analysis of the scientific 

literature not only increases the number of considered approaches (taking into account 

the most recent ones), but also helps to systematise the results achieved by the 

researchers, rather than simply the problems considered. Such analysis helped us to find 

the situations, where authors came to the same conclusions and where the authors 

disagree, and further research is required. In other words, our paper does not repeat the 

existing works, but provides a different approach to summarising the results with the most 

up-to-date and comprehensive review of the literature. 
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In this work, we would like to summarise various results achieved in cyber insurance so 

far and outline further directions for the development. Our study has the primary focus on 

scientific achievements, but we also provide a bit of practical insights for the most up-to-

date comprehensive picture. Thus, we provide a brief history, outline the current practices 

and sketch future predictions, for the cyber insurance market (see Section 3). The survey 

summarises the background information on cyber insurance, in order to introduce readers 

into the basic terms, process and mathematical models on the topic (see Section 2). We 

do not have a goal to provide a comprehensive tutorial on cyber insurance, but to help 

understand the core concepts, which are usually only briefly mentioned in the dedicated 

articles.  Next, we discuss the peculiarities of cyber insurance, as one of many applications 

of insurance (See Section 4). We underline the main issues which have to be taken into 

account when cyber risks are insured. The core analysis of the available approaches is 

performed in Section 5.1. We collected various practices available for risk assessment 

process and showed how they can be applied in the cyber insurance process. 

Furthermore, we analysed scientific approaches to cyber insurance, taking into account 

various initial assumptions and problems studied (Section 5.2). To our knowledge, this is 

the first attempt to summarise the dispersed results under the same umbrella. Section 6 

concludes the paper with possible further steps to overcome the existing problems of cyber 

insurance. 

2.0 Basics of insurance 

This section is devoted to the definition of basic concepts of insurance. These concepts 

are relevant for all insurance markets, including cyber insurance. We intentionally single 

out the basic concepts to underline the main features specific for cyber insurance outlined 

in Section 4. 

2.1 Basic Definitions 

In this section we define the main terms used in insurance. We start with the description 

of the main actors. Then, we define the core concepts of risk management. Although 

insurance is just one type of risk treatment, its correct and reliable operation heavily 

depends on some steps of risk management. Finally, we provide definitions of the main 

terms of insurance contract establishment and claim handling. 

Actors. We start with the definition of the main actors. Insurer (insurance carrier) is a party 

that assumes risks of another party in exchange for payment. Insured (policyholder) is a 

party that asks for insurance and would like to trans- fer its risk. From the market point of 

view, the insurer is considered as a supply-side, when the insured is a demand side. In 
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this paper we use also a term agent to refer to a party that potentially can buy insurance, 

but it is irrelevant for the consideration whether it actually has already bought the insurance 

or has not. The insurance process also may involve other parties like a verifier, a 

consultancy agency, police, etc., whose roles are self-explanatory. 

Risk management. Insurance is a way to manage risks. Moreover, the idea of risk 

management has been originated and generalised from insurance management [144]. 

Thus, in order to understand the insurance, we should define the risk management first. 

Risk is the possibility of suffering harm or loss [5]. First, this definition underlines that risk 

is not a certainty, but a possibility of risk occurrence in the future. A risk occurrence is 

called an accident. This possibility of risk occurrence depends on two aspects:  threat and 

vulnerability.  Threat specifies the cause of risk (fire, kidnapping, leakage of confidential 

information, etc.). Vulnerability is an existing flaw or weakness which can be exploited and 

result in an accident. 

Second, the definition of risk states that risk may result in losses for an agent. Losses 

occur because of the consequences of accidents, called impact. 

Impact may be tangible (e.g., loss of revenue or financial penalties) or intangible (loss of 

productivity or loss of reputation), depending on the impacted assets. By assets, we mean 

anything valuable for the organisation. An asset can be a physical object, but also secrete 

information, a business goal [145], etc. 

Thus, a risk exists only when there is a cause, a possibility and consequences of an 

accident. In other words, risk is a combination of a threat, a vulnerability and an impact. 

Risk management is a process of identifying risks and implementing plans to address 

them [5]. The essential parts of the risk management process are risk assessment and 

risk treatment. Risk assessment is a subprocess of risk management consisting of risk 

identification and risk analysis. First, risk identification lists and characterises elements of 

risk: threats, vulnerabilities, and impact. Then, risk is estimated with risk analysis. Risk 

analysis is performed with two risk parameters: the probability of an accident and the 

amount of impact of the accident, and can be seen as: 

Risk = Probability × Impact  (1) 

Risk analysis can be quantitative or qualitative, depending on whether real values or 

abstract levels are used. 

Risk treatment is a sub-process for selection and implementation of measures to deal with 

the significant risks. There are four possibilities to deal with risk: risk mitigation (or risk 
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reduction), risk transfer, risk avoidance, and risk acceptance. Risk mitigation are actions 

helping to reduce risk (i.e., reduce the probability of a risky event occurrence, its impact 

or both). Risk transfer is sharing the burden of potential losses with another party. 

Insurance is one possibility for risk transfer. Risk avoidance is a decision to avoid the risky 

event (e.g., withdraw from the risky part of business). Risk acceptance is simply 

acknowledgement that the estimated losses may take place. Naturally, risk acceptance is 

automatically applied even without any decision explicitly taken. 

Insurance contract. Insurance policy is a contract between an insured and an insurer 

which defines terms, conditions, and exclusions for the insured risk. Premium is a fee paid 

by the insured to the insurer for assuming the risk. Exclusions are the risks excluded from 

an insured policy. Coverage is the amount of risk or liability covered by insurer. There are 

two types of insured coverages: first-party and third-party. The difference between these 

two types of coverages is in the parties covered:  the first-party coverage insures against 

the losses for the insured itself, when the third-party coverage covers the damage to third 

parties. An example could be a fire insurance policy, which, in case of an accident, refunds 

the losses caused by the damage to the building to the insured (first-party coverage) and 

covers the expenses for the injured people (third-party coverage). 

When an accident occurs, the insured activates the insurance policy by sending a claim 

to an insurer. In this case the insurer covers partly (partial insurance) or completely (full 

insurance) the losses of the insured. This payment is called indemnity. A part of losses 

still carried by insured is called deducible. Losses of an event that occurred may be 

primary or secondary. Primary losses are direct consequences when secondary losses 

are indirect. Examples of secondary losses are losses to the reputation or decrease in 

stock market. 

2.2 Basic Insurance Formalisation 

This subsection introduces the basics of the mathematical model for cyber insurance. The 

model is based on the utility function, which can be seen as the amount of satisfaction for 

an agent when a certain amount of wealth is in its possession. Such an approach allows 

differentiating the real expected wealth and is perception (including feeling of risk) for 

agents. 

2.2.1 Demand Side. Insured 

Utility function. Let W denote the wealth of an agent and W
 0

 be its initial wealth.  Let 

also an accident happens with the probability pr and causes losses L. Thus, in case of an 
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accident, the resulting wealth of the organisation is W = W
 0

 - L, when in case of no 

accident the wealth is still W = W
 0

. Nevertheless, it is assumed that an agent does not 

consider pure wealth but a utility of the wealth. Let U(W) be a function, which returns the 

utility of the wealth W. Then, the expected utility for the agent in case of no insurance 

option available/taken can be seen as: 

E[U (W )] = (1 − pr) × U (W 0) + pr × U (W 0 − L)   (2) 

The exact form of the utility function also depends on the attitude of an agent to risk, which 

could be either risk-averse, risk-neutral, or risk-seeking. In the case of several alternatives 

with the same average outcome, a risk-averse agent prefers the alternative with less risk, 

a risk-seeking agent - with most risk, and a risk-neutral agent has no preferences. 

Insurance requires agents to be risk-averse. This means that the expected utility function 

is a von Neumann- Morgenstern utility of wealth function, which is assumed to be twice 

deferential and concave: U
 ′
(W) > 0 and U

 ′′
(W) < 0. 

Utility function with insurance. If an organisation buys insurance, it pays a premium P and 

gets an indemnity I in case of an accident. Insurance policy, proposed by an insurer, is 

then can be seen as a tuple: (P, I). Thus, the overall wealth in case of insurance and an 

accident is W = W
 0

- L- P + I, when without an accident the wealth is W = W
 0

 P.  The 

expected utility in this case is: 

E[U (W )] = (1 - pr) × U (W
 0

 - P ) + pr × U (W
 0

 - L - P + I)  (3)  

Self-protection. An agent may invest in self-protection to reduce the exposure to the risk. 

This investment increases the security level and decreases the final wealth of the agent. 

Let x be a protection level and C(x) be a function which returns the cost of the investments 

to reach level x. C(x) is a twice deferential function which is assumed to be strictly convex: 

C′(x) > 0 and C′′(x) > 0. In other words, the effectiveness of investments in protection 

decreases with the increase of the protection level x. 

Naturally, pr also depends on x. Moreover, in a more general situation this function also 

depends on the protection level of other agents (e.g., a virus may attack a system through 

a trusted channel established with a partner which has been recently compromised by this 

virus). This effect of protection level of one agent on another agent is called externalities. 

Externalities could be positive when the probability of an accident for one agent decreases 

because of increase of the protection level of another agent, or negative otherwise. Note, 

that dishonest agents may avoid investments in self-protection, enjoying the effect of 

positive externalities. This problem is known as a free-riding problem.  
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Let X be a vector of protection levels of all agents in the system. If we consider an agent i 

with xi, then the security levels of all agents except the agent i can be denoted as X-i . Thus, 

from now on we change pr to a function pri (xi, X-i ) returning the probability of an agent  i  

to  be  compromised (both directly or indirectly).  We refer to this function as an accident 

probability function.  Naturally, if the agent may be attacked only directly, then pri (xi ,  X- i ) 

= pri (xi ), and is denoted as:  πi (xi ). The accident probability function is also twice. 

deferential and convex (
∂𝐩𝐫𝐢

∂xi
< 0 and 

∂2𝐩𝐫i

∂xi
≥ 0) 1. 

Now we can rewrite the expected utility E[Ui (Wi )]: 

With insurance: 

E[Ui (Wi )] = (1 - pri (xi , X- i )) × Ui (Wi
 0

 - Pi - C i (xi )) + pri (xi , X- i ) ×  Ui (Wi
 0

 - Li - Pi + Ii - C i (xi )) 

Without insurance: 

E[Ui (Wi )] = (1 - pri (xi , ))X- i ) × Ui (Wi
 0

 - C i (xi )) + pri (xi , X- i ) ×  Ui (Wi
 0

 - Li - C i (xi )) 

If Li = Ii the insurance is full, i.e., completely covers the losses when the threat occurs. The 

insurance is called partial when Li > Ii.  The partial insurance can be modelled as:  Ii = βi,(Li 

- Di), where βi is a portion of losses the insured i wants to be covered by and D is a 

deductible. Now, we can use only Equation 4, since Equation 5 can be derived from 

Equation 4 when the selected contract is (0;0). This contract can be received if βi = 0, 

since a premium is usually proportional to an indemnity (i.e., Pi = 0 when Ii = 0). 

Agents modify theirs security levels and choose the available insurance contracts (either 

selecting from a set of the proposed contracts or specifying the portion of losses to be 

covered) in order to maximise theirs expected utility (i.e., Equation 4). 

Agents may be considered as homogeneous or heterogeneous. The insureds are 

considered as homogeneous if all invariable parameters are identical, i.e., Wi = Wj and Li 

= Lj, and all functions are identical:  ∀i,j E[Ui (W )] = E[Uj(W )], Ci (x)) = Ci (x), πi (x) = πj(x). 

The agents are heterogeneous if these functions and parameters (or at least some of 

them) are different. Note, that in some cases environment and network topology may 

cause different im- pact on different agents [148].  

Social welfare. So far, we considered the problem form a perspective of a single agent. 

This perspective is useful for description of a selfish behaviour of an insured. The 

regulatory entity (e.g., a government) may be interested in the overall impact of cyber 

 
1 Note that in this case we have partial derivatives, since pri depends on a number of xj ∈ X. 



25 
 

insurance on the society in general, i.e., social welfare. Mathematically, the social welfare 

model usually applied in insurance can be computed as the sum of all expected utilities: 

SW = ∑ E[Ui(Wi)]∀i         (6) 

The natural goal of this regulatory entity is to maximise the Equation 6. 

2.2.2 Supply Side. Insurer 

Profit of insurer. The insurer can also be considered as risk-averse, but since most 

papers on the studied topic consider it as risk-neutral, we also stick to this assumption. 

Thus, the overall profit and utility of an insurer can be computed as: 

U (Ws) = Ws = ∑ (Pi - pri (xi, X-i)× Ii∀i
)      (7) 

Market types. The pricing strategy (e.g., the specification of (Pi,Ii)) for an insurer is 

determined by the type of market in consideration.  Three types of market usually can be 

found in the literature: 

• Competitive. This is the most common type of market model. In this model, it is 

assumed that the pool of insurers is infinitely large and none of the existing or incoming 

insurers is able to propose a contract better than the existing ones. From the 

mathematical perspective, this means that the premiums charged by insurers are fair 

premiums, i.e., Pi = pri(xi, X−i) × Ii. In this case, according to Equation 7 the insurer has 

zero profit. 

• Monopolistic. When an insurer is considered to be monopolistic, it is free to specify any 

premium for a contract. On the other hand, too high premiums may result in a low 

number of buyers. Thus, the most natural condition in the monopolistic market is 

maximization of profit (e.g., Equation 7). Another important case of a monopolistic 

market is when the monopolistic insurer is considered mostly as a regulator, rather than 

a greedy participant of the market.  In this case, the insurer gets no profit and often 

serves more like a re-distributor of funds depending on the security levels of agents 

(e.g., Equation 7 is zero). 

• Immature/Oligopoly. When the insurance market is immature, i.e., a number of 

available insurers are too low for the market needs, then the insurers can define the 

premiums higher than the fair premium: Pi = (1 + λ) pri (xi, X−i) × Ii.  This loading of λ can 

be explained as: administrative costs, additional profit, safety capital (the amount of 

money required by the insurer to avoid probabilistic fluctuations of claims), etc. 

Here we have to underline that estimations of premiums can also be performed using other 
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mechanisms, not depending on the market [93]. On the other hand, all papers on cyber 

insurance analysed in this survey consider one of the three specified ways to set up the 

price (depending on the market type under consideration). 

Life vs. non-life insurance. The difference between life and non-life insurance is self-

evident.  Roughly speaking, life insurance has its primary focus on insuring the agents 

against their death, when non-life insurance is mostly related to any other type of 

insurance (also called causality insurance). Consequently, life insurance assumes that an 

accident for one insured occurs only once. The accidents covered by non-life insurance 

may occur several times in a considered period. A typical period of non-life insurance is 

one year [7, 93, 124]. Thus, in the case of life insurance, it is enough to consider only the 

probability of occurrence (e.g., pri), when for non-life insurance, it is required to find a rate 

of occurrences ROi, i.e., a number of accident occurrences in a considered period of time 

t. Although cyber-insurance is clearly non-life insurance, the available state-of-the-art 

literature on the topic considers only a single event in an observed period (i.e., using pri 

instead of ROi). Instead, for complete non-life insurance fair premium estimation, the 

following formula should be used:  Pi = ROi (t) Ii [93]. 

Naturally, ROi is a random variable by itself and can be modelled with a specific process 

(e.g., Poisson process or renewal process [93]). Although analysis of its distribution is 

desirable, the accurate definition of the distribution is often very problematic. A more 

common approach is to assess the mean value of risk derived from the expected value of 

ROi. The expected value of ROi is derived from practical, statistical observations (the 

average value is assumed to be equal to the expected value of ROi). The later observation 

underlines the practical importance of the availability of genuine, complete, and 

representative statistical data for correct assessment. 

Simple game. Now it is possible to mathematically specify the behavior of the agents and 

the insurer. 

First, the invariable values are specified2: Wi, Li and Di. The insurer specifies the contract 

it is ready to offer. Here we would like to distinguish between two actions of an insurer. By 

specification of a contract, we mean the definition of rules for the computation of premium 

and indemnity. By instantiation of a contract, we mean the computation of the values 

(premium and indemnity) when all required parameters (usually, protection levels x) are 

available. 

 
2 Some of these values also may vary, but it is not a primary focus for the majority of researchers. 
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The most important action allowed for an insured is the selection of the desired level of 

protection xi (or level of investments, if security is considered as a function of cost xi (Ci)). 

Also, the agent is allowed to select the contract (i.e., apply for the contract specified by 

the insurer and specifying the portion of the losses to be covered). 

In this simple case, the (cooperative) game has the following 2 phases: 

1. Agents specify their protection level and select the available contract type to maximize 

their Equation 4. 

2. The insurer specifies the selected contract for agents, e.g., (premium, coverage), using 

the protection level of the agents.  

The pricing policy of the insurer is driven by the considered market (e.g., maximise 

Equation 7 for a greedy, monopolistic insurer or using a fair premium for a competitive 

market). 

2.2.3 Information Asymmetry 

Adverse selection and moral hazard. The situation when some information is available 

to some participants and is not available to others is called information asymmetry. In 

general, all participants may suffer from the information asymmetry [15, 16], but there are 

two cases that received special attention. 

• adverse selection is a situation when an insured with higher risk exposure wants (or 

continue) to buy insurance more than the insured with lower exposure. Such a situation 

is possible when the insurer does not have information about the probability of an event 

for agents or does not discriminate agents according to their protection level. Therefore, 

the insurer cannot distinguish between agents with high and low risks before signing a 

contract. 

• moral hazard is a situation when an insured behaves in a riskier way than usual. Such 

a situation is possible when the insurer does not have enough information about the 

actual behaviour of the insured. Therefore, the parameters, which were used for 

defining premium and indemnity, may change after signing the contract. 

The insurer in both cases is not able to compute premiums using the real probability of 

accident occurrence, but it is often assumed to know the distribution of the possible 

probabilities among agents. 

The game with adverse selection. The first problem is modelled by separating all agents 

into two profiles: low and high risks, where all agents in a profile have the same security 
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level. The usual solution for this problem is separation of contracts for agents from different 

profiles [123]. Two contracts are proposed to agents, where each contract is profitable for 

agents from one group only. From a theoretical point of view, in most cases, one contract 

may propose full insurance with a high premium (for high-risk users), when the second 

one provides only partial coverage but for a much smaller price. 

When the adverse selection problem is modelled the agents start with their protection 

levels specified and are not able to change them. Then: 

1. The insurer specifies a set of contracts(s), (e.g., premium, coverage) using the general 

knowledge (e.g., distribution of probabilities of threat occurrence). 

2. Agents select one of the proposed contracts. 

The game with moral hazard. In case of moral hazard, problem agents are free to choose 

a security level when the insurer does not know which level each agent will have after 

signing the contract.  The usual solutions to moral hazard problems are deductibles/partial 

coverage and observations by insurers [132, 13]. 

When the moral hazard problem is modelled, the game is as follows: 

1. The insurer specifies contract(s), e.g., (premium, coverage), using the gen- eral 

knowledge (e.g., distribution of probabilities of event occurrence). 

2. Agents select the contract and specify their security levels/investments. 

2.2.4 Organizational Environment 

Market regulation options. There are several ways for regulators to govern the insurance 

market. We have found the following regulatory techniques in the literature: 

• Mandatory insurance. In some cases, insurance can be mandatory. In this case, the 

agents cannot choose the option “proceed without insurance”, or buy 0 indemnities, even 

if this option has higher utility for agents. 

• Fines and rebates. In addition to premium discrimination based on the probability of 

accident occurrence, the model may enforce additional fines (rebates) for agents with 

low (correspondingly, high) protection levels. 

• Mandatory investments. Some models require a minimal level of protection 

investments. 
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2.3 Insurance Process 

Phase 0: Self-Assessment and Treatment by and Agent. Initially, before engaging in 

cyber insurance, an agent performs self-assessment and decides which risk it would like 

to transfer and whether the transfer option is more efficient than others. This is an 

important phase, which does not yet be- long to the insurance process itself. Therefore, 

we mark this phase as Phase 0. First, the agent identifies the main parameters of risk:  

valuable assets, possible threats, and existing vulnerabilities in the security system. Then 

risk is analysed by determining the likelihood and possible impact of an accident.  Finally, 

these values are aggregated to get risk values. Finally, the agent prioritises risk according 

to some defined criteria, identifies possible treatments, prioritises them, and implements 

those, which have been selected. One of the possible treatments is risk transfer, which 

usually means insurance against the risk. 

1. Risk Identification 

(a) Asset Identification. 

(b) Threat Identification. 

(c) Security/Vulnerability Identification. 

2. Risk Analysis 

(a) Likelihood Determination. 

(b) Impact Determination. 

(c) Risk Estimation. 

3. Risk Treatment 

(a) Risk Prioritization 

(b) Identification of Treatments 

(c) Prioritisation of Treatments 

(d) Implementation of Treatments 

Phase 1: Issue Insurance Policy to an Agent. When an agent decides to buy an 

insurance policy, it is now an insurer who needs to estimate the risk of the agent. 

Therefore, steps for the first two sub-phases of Phases 0 and 1 are the same. The key 

differences for these two sub-phases are: 1) the executive entity (agent in Phase 0 and 

insurer3 in Phase 1) and 2) the information available to these entities (in Phase 1, less 

information about the system is to be revealed to the analysts). Naturally, re-usage of the 

 
3 Or a verifier acting on behalf of the insurer 



30 
 

assessment results is possible, but the insurer has to be assured that the results of self-

assessment are correct.  The insurer needs the risk assessment of the agent in order to 

specify the contract. The insurance contract restricts the considered threats, indemnity 

limit and states the premium price, which is estimated using the risk values. Finally, the 

contract is properly written and signed. 

1. Risk Identification 

(a) Asset Identification 

(b) Threat Identification 

(c) Security/Vulnerabilities Identification 

Risk Analysis 

(d) Likelihood Determination 

(e) Impact Determination 

(f) Risk Estimation 

2. Establish Contract 

(a) Coverage Specification 

(b) Premium Estimation 

(c) Write and Sign Contract 

Phase 2: Claim Handling. Claim handling phase is initiated when (if) an accident takes 

place. First, the insured notifies the insurer about the accident. Often, the insured has to 

notify the law enforcement agencies before this step. The insurer considers the claim and 

collects evidence about the accident. In the meanwhile, the insured computes losses, 

collects the required information, and submits the claim. The insurer checks the 

assumptions of the contract and accident evidence. In case of a conflict between an 

insured and an insurer, the case is resolved in court. Finally, the claim handling sub-phase 

deals with loss coverage (if the case is proved to be within the conditions of the contract). 

1. Accident Notification 

2. Evidence Gathering 

3. Loss Computation 

4. Claim Submission 

5. Contract Assumptions check 

6. Resolve the Conflicts. 
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7. Losses Coverage 

Phase 3: Policy Renewal. When the contract is over, and the partners may be willing to 

renew it. The process itself is very similar to the one for phase 1, but some steps may be 

relaxed, much information can be re-used, and the statistical data collected by the insurer 

during the previous period, updated. 

1. Risk Re-Identification 

(a) Asset Re-Specification 

(b) Security control Re-Identification 

(c) Vulnerability Re-Identification 

2. Risk Re-analysis 

(a) Likelihood Re-Determination 

(b) Impact Re-Determination 

(c) Risk Re-Estimation 

3. Re-Establish contract. 

(a) Coverage Re-Specification 

(b) Premium Re-Estimation 

(c) Re-Write policy 

(d) Re-Sign policy. 

2.3.1 Insurability Criteria 

Several authors proposed the conditions for verifying whether a specific risk can be 

insurable. The more a specific risk satisfies these conditions, the more precise the 

predictions are about this risk, and the more reliable the insurance process is. 

Insurability criteria by Mehr and Cammack. R. Mehr and E. Cammack 

[91] formulated seven requisites of insurable risk: 

Accidental loss. The accident must be fortuitous and not under the control of the insured. 

Limited risk of catastrophically large losses. Catastrophically large losses must 

happen with very low frequency. 

Calculable loss. It must be possible to estimate or calculate possible losses and 

probability of an accident. 
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Large number of similar exposure units. A large number of homogeneous exposure 

units must be available to facilitate the probability determination. 

Affordable premium. The premium must be reasonable with respect to the insured. 

Definite loss. The loss must be difficult to forge. Its time, place and cause must be 

easy to determine. 

Large loss. The losses must be large enough for the insured to be borne by 

himself/herself. 

Insurability criteria by Berliner.   R. Berliner [20, 24] formulated nine criteria of insurable 

risk (the first five criteria refer to the actuarial-mathematical model, sixth and seventh to 

the market conditions, and the last two to t he  environment): 

Randomness of loss occurrence. Accidents must happen independently. 

 Maximum possible loss per accident should be manageable for insurer.  

Average loss per accident should be moderate. 

Loss exposure should be large enough. 

Information Asymmetry should be too high. 

Insurance premium should be affordable for the insureds. 

Cover limits should be suitable for insureds. 

Public limits should be respected. 

Legal restrictions should not be violated. 

3.0 Market Solutions for Cyber-Insurance 

In this section, we describe the state of practice, i.e., insight into the cyber insurance 

business reality. First, we provide some historical remarks on the development of the cyber 

insurance market, then we sketch the current practice and finish the section with the 

predictions made by leading cyber insurers and analysts. 

3.1 Past of cyber insurance market 

Specialized coverage against computer crime first appeared in the late 1970s [88]. In 

1990, insurance policies started to be offered by security software companies partnering 

with insurance companies as packages (software + insurance) [85]. In 1998, the earliest 

known separate hacker insurance policies were first introduced by ICSA Inc., the 
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International Computer Security Association. This organization offered insurance against 

hacker attacks as a part of its TruSecure service [118, 77, 88]. 

Over the years, cyber insurance policies have become more and more sophisticated in 

order to be in line with the continuous evolution of cyber-attacks and the complexity of 

information systems. So, their sales began to rise because of the severe cyber events 

occurring within major companies that caused big losses. In February 2000, online 

hackers launched what is known as a” denial of service” attack, shutting down eBay, 

Amazon.com, CNN.com and other major Web sites for as long as three hours. By some 

estimates, the event costed the companies $1.2 billion [54]. Companies that experienced 

these disasters be- came much more interested in purchasing cyber insurance policies to 

mitigate future losses [119]. Successively, companies like Counterpane Internet Security 

started offering cyber security insurance. In 2000, the same company announced [59] that 

its clients could purchase up to $100 million in insurance coverage to protect against loss 

of revenue and information assets caused by Internet and e-commerce security breaches. 

In 2003, amount of introduced cyber insurance policies grew significantly in the US [61]. 

In fact, in that year, California passed the data breach notification law [138] that required 

a state agency, or a person or business that conducts business in California to disclose 

any data breach. The Californian law has been a model for legislation passed in over 30 

US state legislatures, and there are moves to implement a national notification standard 

concerning compromised data [10]. Since then, many countries started considering the 

possibility to introduce similar laws. There have been moves at the federal level in Canada 

to introduce a data breach notification law [10], although currently, only the province of 

Ontario requires the notification after a security breach. In 2007, an Australian senator put 

forward a Private Members Bill amending the Privacy Act to require agencies and 

organizations to report data breaches [10]. In January 2012, the European Commission 

unveiled its draft data protection Regulation (Regulation), intended to update and 

harmonize EU data protection law [116, 64]. According to the European Parliament 

legislative resolution of 12 March 2014 on the proposal, as soon as the controller becomes 

aware that a data breach has occurred, the controller should notify the breach to the 

supervisory authority within 24 hours (it has been changed to 72 hours after the first 

reading [116]). 

3.2 Current cyber insurance market status 

Security coverage. In a survey conducted by ACE in 2012 [90], 99% respondents replied 

that they suffered from IT or cyber loss, 27% of respondents rated cyber-attacks as a key 

risk, and 30% placed media and reputation damage as the highest cause of internal 
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concern. To these expectations, insurer carriers replied with a large number of cyber 

insurance policies. 

Our analysis of current cyber insurance policies available on the market (see Table 1) 

shows that common first-party coverage includes loss or damage to digital assets, 

business interruption, cyber extortion, theft of money, and digital assets. Common third-

party coverage may include security and privacy breaches costs, computer forensics 

investigation, customer notification costs, multi-media liability, loss of third-party data, 

third-party contractual indemnification. The available indemnity ranges from 10 million up 

to 200 million depending on the selected packages [6]. 

Table 1: Coverage of several existing insurance policies. 

 

Additionally, some policies next to the damage coverage offer prompt support in case of 

a loss, or other cyber events through the assistance of specialized cyber specialists, often 

connected to a crisis management service to identify the problem as quickly as possible 

and to ensure its prompt resolution (e.g., QBE [122]). 

Privacy coverage. Particular attention is given to privacy. Privacy coverage is clearly 

driving the market [22]. For example, the company ACE has a specific product called ACE 

Privacy Protection [1] which provides specific coverage up to $20 million and focuses on 

privacy liability. 

Cyber insurance domains. According to the 2014 Batterley Risk Report [22], market 

trends now seem to increase, especially in health care and the small- to mid-sized 

insureds segments. For example, Chubb is already providing a product called Cyber 

Security for Health care Organizations that offers coverage for cyber risks related to the 

medical field [40]. According to a study of actual claim payouts in 2013 [58], PII (personally 

identifiable information) and PHI (private health information) were the most commonly 

exposed data.  In this study, the number of claims submitted for these two data types was 
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almost identical, 40 for PII (28.7% of claims) and 38 for PHI (27.1%). In fact, out of 145 

data breach insurance claims analyzed in this report, healthcare was the sector most 

frequently breached (29.3%). Other market sectors interested in cyber insurance are the 

retail sector, financial services, professional services, utility sectors, etc. [3]. 

Agent attitude to cyber insurance. Some companies are still not convinced that 

investing in cyber insurance is the way to go. According to the survey of Enterprise-Wide 

Cyber Risk Management Practices in Europe con- ducted by Advisen in 2015 [34], the 

majority of respondents said that they do not purchase cyber insurance because insurance 

does not provide adequate coverage for their exposures (47%). The second and third 

popular answers were: it is too expensive (20%), and adequate limits are not available in 

the market (7%). These results coincide with the findings of Batterley Risk Research [21]; 

existing insureds reported that they would be willing to pay higher premiums if their primary 

coverage objectives were included in the cyber policy. Although some companies are still 

hesitant about buying policies due to many exclusions, restrictions, and uninsurable risks, 

those that adopted the insurance policies declared to be satisfied [119]. 

3.3 Future of the cyber insurance market 

USA. Despite optimistic promises, the market is still below expectations. Even a 

conservative forecast of 2002, which predicted a global market for cyber- insurance worth 

$2.5 billion in 2005, turned out to be five times higher than the size of the market in 2008 

(three years later) [79, 28]. Although the market does not develop as quickly as it was 

predicted, it still has room for growth and becomes larger and larger with every year. The 

Betterley Risk research conducted in 2014 [22] revealed, that the current gross premiums 

for cyber- insurance in the US is 2.0 billion (and was 1.3 billion in 2013), growing 10-25% 

per year, that coincides with the predictions of Marsh & McLennan Co [76]. The most 

recent report [23] has shown that the annual gross written premium could be around 2,75 

billion in 2015. 

Europe. In Europe, the cyber insurance market is slowly growing as well. As reported by 

the Fourth Annual Survey of Enterprise-Wide Cyber Risk Management Practices in 

Europe conducted by Advisen [34], while the European cyber insurance market is still 

significantly below the levels seen in the U.S., (the European market is estimated to be 

less than $150 million), it is rising by 50% to 100% annually, according to Marsh [76]. 

Thus, the cyber insurance market in Europe is a great opportunity with potential and low 

competition. 
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4.0 Cyber-Insurance 

This section is devoted to the key peculiarities of cyber insurance with respect to insurance 

in general. We first list these peculiarities found in the literature. Then, we focus on the 

models for protection level interdependencies. Strictly speaking, the interdependency of 

protection levels does not relate to cyber insurance only, but it is one of the most affected 

area of insurance application. Finally, we finish the section with the insurability analysis of 

cyber insurance to show whether insurance is applicable to cyber risks. 

4.1 Peculiarities of Cyber-Insurance 

Here we summarise the main issues with applying insurance to cyber security. We group 

the issues by phases and steps of our methodology. We do not consider Phase 0, since: 

1) it is optional for the cyber insurance process; 2) because we consider risk management 

only in the scope of the main topic of the survey, i.e., cyber-insurance; 3) because most 

of these steps also belong to the steps of Phase 1. Moreover, since Phase 1 has got more 

attention in the literature and by practitioners, we break the relevant issues by sub-phases 

and steps. 

4.1.1 Issue insurance policy to an actor. Risk Identification. 

Insurer’s lack of experience and standards. Cyber insurance is a novel type of 

insurance and insurers do not yet have standardised procedures for dealing with it [11, 

38, 142, 88, 22]. 

Evolution of system. Computer systems evolve fast. First, the system of an organisation 

may easily change. Second, new technologies (e.g., cloud) appear very often, changing 

the landscape of cyber risks [47, 124, 99]. 

4.1.2 Issue insurance policy to an actor. Risk analysis. Likelihood Determination. 

Information Asymmetry. Insurance works poorly in the presence of high information 

asymmetry, i.e., the situations when both an insured and an insurer do not have access 

to the same information [94, 47, 142, 24, 56, 60, 99, 13]. In the cyber world, this issue, 

common for many insurance markets, is especially important. There are many obstacles 

for an insurer to get reliable information about the risk exposure of an insured, and even 

more, obstacles to know that this exposure will be maintained at the specified level during 

the whole period of policy operation. Some chief security officers do not want to reveal the 

applied methods to external parties and be forced to install additional controls [100]. 

Furthermore, it is easy to install protective software (e.g., a firewall, antivirus) and poorly 

maintain them properly [11]. Finally, insurers should not forget that security is a process, 
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not a product [128, 16, 124]. 

Hard to specify rate of occurrences - computation of risk exposure is based on the rate 

of occurrences parameter, which is extremely hard to specify for cyber risks [62, 124]. 

Although the determination of rates of occurrences itself is a hard task (see, for example, 

papers on security evaluation, like [75, 80]), several reasons make it even harder: 

Evolution of attacks - techniques used by attackers are constantly changing.      New 

attacks come to play when old ones vanish. The attackers are highly adaptable, and 

changes are very unpredictable [24, 149, 9, 22]. 

Effectiveness of measures and standards - it is unclear how exactly security measures 

and standards affect the actual level of security/risk of the organization. Thus, it is difficult 

for insurance to define the requirements for reducing premiums [47, 142, 14, 45]. 

Interdependence of security.  The security level of one system (may) depends on 

security of others: a virus may penetrate into the system through the channel established 

with a partner (with much weaker security) [47, 142, 24, 28, 88, 12, 128]. This makes 

investing in your security much less effective and leads to the free-riding problem. 

Lack of statistical data. The absence of statistical data on incidents does not allow 

insurers to specify their policies reliably [90, 47, 142, 24, 56, 131, 88, 60, 99]. The 

information on cyber threat accidents is often kept private, preventing the spreading of 

knowledge and making the following problem more important for security: 

Information sharing barriers - companies often do not want to reveal breaches since it 

will cause larger (often, non-covered) secondary damage than the direct impact, e.g., to 

reputation [90, 11, 60, 101, 99]. There is no publicly available comprehensive and 

consistent database of breaches [94]. For example, Biener et al. [24] analysed SAS 

OpRisk Global Data, the largest collection of publicly reported operational losses, but 

this database contained only about 1000 cyber-related reports of worldwide losses 

occurred between March 1971 and September 2009. It is necessary to share information 

between insurers and insureds [13]. 

4.1.3 Issue insurance policy to an actor. Risk analysis. Impact Determination. 

Hard to estimate damage.   Quantifying the impact of a cyber-attack is a fundamental 

factor for insurance since cybercrimes or data breaches may lead to many business 

repercussions [47, 142, 56, 87, 60, 101, 99]. Moreover, damage may be very hard to 

quantify in advance for cyber risks because of the nature of information assets (e.g., know-

how cost, or private identifiable/health information). Also, reputation cost, which accounts 
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for large portion of the whole damage, is very difficult to estimate. 

4.1.4 Issue insurance policy to an actor. Risk analysis. Risk Estimation. 

Hard to verify. It is currently almost impossible to verify the correctness of the estimated 

risks [75]. 

4.1.5 Issue insurance policy to an actor. Contract Specification. Coverage 

Specification. 

Unclear coverage. It is hard to specify what an insured wants to be covered from and 

what an insurer is willing to cover precisely [47, 24, 46, 45]. This issue is particularly hard 

with the dynamicity of threats. 

Exclusions and limited coverage. Current policies contain a lot of exclusions [11, 119] 

and are limited in coverage [142, 119, 21, 128, 22, 99]. 

Low Indemnity limits. The indemnity limits are too small (max 200 mil- lions) for large 

corporations, like Google. 

4.1.6 Issue insurance policy to an actor. Establish contract. Premium Estimation. 

Correlated risks. Risk threatening one insured may also correlate with risk for another 

insured. Examples: worms, similar bugs, etc. [94, 47, 142, 22, 99]. On the other hand, 

Biener et al., [24] showed that only about 17% of reported threats affect more than 1 

organisation. Moreover, correlation of risks is particularly dangerous for cyber world 

because of: 

Lack of re-insurance - insurers themselves bear risks. They would like to re-insure the 

highest risks (e.g., for large epidemics) to higher-level insurers [47, 142, 24, 11, 28]. 

Although currently there are not many re-insurers available, such actors tend to become 

more and more interested in cyber risks [23]. 

Geographical similarity - there is almost no difference between computer systems in 

different geographical regions, making the geographical risk diversification solution much 

less attractive. This means that attackers (e.g., worms) can be as effective with their 

attacks in China as they are in the US. Biener et al. [24] showed that there is a difference 

between the number of reported incidents across the World in absolute numbers. On the 

other hand, such difference can be explained by the fact that more developed countries 

depend more on IT, i.e., they are more exposed to attacks. 

Monoculture - many systems are alike, e.g., many systems use Windows operating 
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systems and have the same vulnerabilities [28, 53, 14, 22]. 

Easy to perform - Attacks are easy and cheap to perform. The adversary may attack from 

any place in the world.  Moreover, it is extremely hard to track them down, e.g., to punish. 

Many organisations do not even notify the police about the breaches [56, 125]. Moreover, 

it is easy to replicate an attack and launch it against a large variety of systems 

simultaneously (e.g., worms, botnets). 

4.1.7 Issue insurance policy to an actor. Establish contract. Write and Sign 

Contract 

Language. The contractual language for cyber insurance is still vague and imprecise. It 

is hard to define precisely what is covered and what is not [147, 11, 22]. 

Overlapping with existing insurance coverage. Companies think that they don’t need 

cyber insurance since their general insurance package already covers their needs [47, 9, 

99, 124]. 

Liability. When a cyber-attack or incident occurs, it is necessary to establish the levels of 

responsibility for the damages and define who is responsible for the losses. In the digital 

world this is not always clear [142, 11, 53, 94, 14, 125, 45, 9, 99].  In some cases, these 

are the system owners, but in others, these could be software producers, ISPs, etc. This 

issue is especially troublesome with cloud technology [99]. 

4.1.8 Claim handling. 

Time for claims. Many attacks occur undetected. The breach may be noticed long after 

the attack. Furthermore, some attacks are extremely lengthy (e.g., attacks may take 

months). It is not clear how insurers should reimburse the expenses. 

Forensics. The insurers often require proper investigation of accidents before making a 

claim. This imposes an additional burden on the insured and hurts the reputation of the 

company, since the organisation is no longer able to keep the accident confidential. These 

secondary losses, often not covered by an insurer, may prevent the agent from notifying 

the law enforcement agency and making a claim [15, 14]. 

4.1.9 Policy renewal 

Since this phase is simply a reconsideration of a contract, all problems relevant to the 

“Issue insurance policy to an actor phase” are relevant to this phase as well. 

4.2 Cyber-Insurance Formalisation 
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Simple interactions between an isolated insured and an insurer usually may be described 

with classical models for insurance and are not very specific for cyber-insurance. 

Therefore, the majority of authors consider a more complex situation, when many 

(sometimes very large amount of [130]) insureds are connected by a network. The network 

can be a usual IT network, or some other way of agents’ connections (e.g., social network). 

Security threats are often correlated and can exploit the network to infect other nodes. 

Thus, the overall security of an agent depends not only on its own security level, but also 

on the security levels of all adjacent nodes. Thus, the security levels of agents are 

interdependent. 

Let πi (xi) be the probability of direct threat occurrence for an agent i, when its security 

level is xi (prdir = πi(xi)). Let also hi,j be the probability of contagion of node i by a 

compromised node j.  Thus, the probability for a node i to be compromised through 

contagion only (indirectly) is:. 

To find the overall probability of accident for an agent i, we should consider both events 

[148, 106]: 

 

The network is modelled with a topology model, which defines how nodes are connected.  

Mathematically, the topology affects the probability of contagion. If a connection between 

two nodes does not exist this probability is zero. The following topologies are usually 

considered in the literature: 

• independent nodes [106, 79, 109, 110]. In this case, no connections exist between 

nodes ∀I,j hi,j = 0, and they can be considered separately. 

pri = πi (xi)   (9) 

• complete graph [106, 29]. In this graph every node is connected to any other node, 

e.g.,  i,j  hi,j ≥ 0. There are two particular cases of this topology. The first one is when 

the probability of contagion is equal for each pair of nodes:  i, j hi,j = q. In this case 

the overall probability is [106]: 

 

Another case is a graph containing only two nodes [106, 30, 29]. Then, the overall 
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probability is: 

 

• random graph (Erdös-Rényi graph) [148, 84, 30].  Random graph is a graph with a 

specified amount of nodes where existence of an edge between two nodes is 

determined probabilistically (e.g., with a specified probability). 

• other models [84, 29, 27]. Several other models are also could be of potential interest, 

although they are not frequently considered by authors: tree-shaped topology [84], 

star-shaped topology [29], structured clusters [27]. 

4.3 Insurability analysis of cyber risks 

Several studies [47, 39, 24] analysed cyber risks according to the criteria of insurability 

given in Section 2.3.1. They have found that although cyber risk has some problems with 

satisfying several criteria, in general, cyber risk can be insured, although more work is to 

be done to make cyber insurance market more mature. 

We have collected the results of the studies in Table 2. We color the criteria found to be 

non-problematic in white, moderately problematic in light grey and problematic as dark 

grey. The table also shows which steps of the insurance process are affected by problems 

in satisfying the criteria and how these criteria relate to the issues identified in our paper.  
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Table 2: Impact of problematic issues on insurability of cyber risks. 

 

Table 2 indicates that the most threatening issues are randomness of loss occurrences, 

information asymmetry, and coverage limits. We see that the coverage limits issue 

coincides with the actual complaints of the insureds (see Section 3). Also, the importance 

of the information asymmetry issue can be seen in many scientific papers on the matter 

(see Section 5).  As for randomness of loss occurrences, then here are the conclusions of 

the informal analysis of ENISA [47] and C. Biener et. al. [39, 24] do not coincide well. 

ENISA is more optimistic on the matter but agrees that interdependence of security and 

correlation of risks have a big impact on the cyber insurance market. 

5.0 Analysis of the Literature 

In this section, we summarise the main articles relevant to cyber insurance. We start with 

risk management methodologies to list the current practices and proposed methods for 

risk assessment and treatment. Then we outline the main problems of cyber insurance 

targeted by the research community and aggregate the findings in a unified way. 

5.1 Risk/Security level specification 
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Cyber risk management. Risk management guidelines [92, 41, 8, 140] contain generic 

methodologies for the process. They devote particular attention to organisational 

questions related to the process, like the description of the parties involved in the process, 

definitions of the main terms, the supporting documents, and a high-level description of 

the phases. Although the guidelines often have the primary focus on the risk assessment 

and risk treatment phases, they also include other activities, like the implementation of 

treatments [92, 8], communication of results [41], monitoring and assessment [8, 92, 140], 

maintenance and improvement [8]. In this respect, the overall cyber risk management 

process can be seen as a specific application of the widely known Plan-Do-Check-Act 

(PDCA) cycle. Moreover, the famous ISO/IEC 27001 standard [73] can also be seen as a 

risk management guideline since it describes all steps for risk management, including risk 

assessment and risk treatment. 

Some of the guidelines are generic and do not go deep into the risk assessment, and risk 

treatment phases [140, 41], when others go even further and next to the specific guidelines 

describe possible techniques [8] and even provide tools for risk assessment [92]. 

Cyber risk assessment and treatment. There are a number of approaches [37, 8] that 

define and help to implement risk assessment and treatment phases of risk management. 

Although every approach defines the steps with a slightly different level of details and may 

use different names for them, the overall process flow is always the same and equal to 

the one defined in Section 2.3 for Phase 0. In contrast to specific techniques discussed 

below, these approaches are complete, i.e., cover all steps of the phase in a unified 

method. Nevertheless, many guidelines also propose to use specific techniques to 

facilitate the fulfillment of specific steps. 

The first revision of NIST SP 800-30 [104] made the methodology, previously devoted to 

the risk management process, more focused on risk assessment, although such topics as 

risk-sharing and maintaining the risk assessment are also considered. The revision is not 

a comprehensive approach, but it provides a high-level description of the risk assessment 

process and proposes catalogues of expert knowledge helpful for every step of the phase. 

The risk management guide by Microsoft [92] also contains mostly high-level descriptions 

of steps, but it is also supported by different tables and worksheets to fill in. 

Hazard and operability study (HAZOP) [69] and Failure mode and effects analysis (FMEA) 

(and its extension Failure mode, effects and criticality analysis (FMECA) [32]) are table-

based approaches for risk analysis widely known by reliability engineers. The general idea 

behind these approaches is to list the main concepts of risk assessment (e.g., 

causes/threats, consequences/impact, possible safeguards etc.) in columns where a row 
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will specify a concrete scenario. In contrast to HAZOP, FMEA/FMECA also takes into 

account the probability of the scenario and its severity. 

Operational Critical Treat, Assets, and Vulnerability Evaluation, OCTAVE Allegro [37], is 

the latest version of a well-defined and widely known risk approach for risk assessment. 

The approach employs workshop-based data collection using a set of pre-defined 

worksheets and is supported by questionnaires. OCTAVE Allegro is mainly a qualitative 

or semi-quantitative approach. Al- though the approach can define threat and impact levels 

quantitatively the aggregation of these values is dubious from the mathematical point of 

view. Similar to OCTAVE Allegro, MAGERIT methodology [8] also contains a risk 

assessment approach based on filling in predefined worksheets, mainly during the 

meetings and interviews with the stakeholders. The methodology also provides a 

catalogue of possible assets, threats, vulnerabilities, and their assessment. 

Mehari 2010 [42, 43, 44] is a checklist-based approach with a knowledge base support to 

risk analysis. The approach provides a set of tables for steps of the analysis with the 

questions originated from the ISO 27002:2005 standard [72].  Thus, the approach provides 

the analysis without any protection and with protection. The Mehari knowledge base 

provides various support (e.g., propose threat scenarios, intrinsic likelihood, intrinsic 

impact, risk reduction values, etc.). 

CORAS [86, 52, 139, 57, 33] is a framework for model-based security risk analysis. The 

framework consists of three parts:  a language, a method, and a tool. The language is a 

graphical representation of the main concepts and relations between them. The method 

is an asset-driven defensive risk analysis which is supported by the tool implementing the 

language. The main concepts of risk assessment (such as threat agents, threats, 

vulnerabilities, impact, assets, etc.) are represented as nodes of specific types and are 

connected with relations between them. Quantitative or qualitative values may be 

assigned to the nodes and relations for risk evaluation. 

S. Butler [35] proposed a cost-benefit analysis method called Security At- tribute 

Evaluation Method (SAEM). The method is based on the multi-attribute assessment, 

where analysis is performed using several criteria at the same time. For example, the 

impact of different threats is considered using four criteria: loss of productivity, loss of 

revenue, regulatory penalties, and reputation. The overall impact for a threat is a weighted 

sum of these losses. A similar analysis is performed for the selection of the most 

appropriate protection strategy. Counter-measures are selected depending on how well 

they mitigate risk, how costly they are, and how much maintenance they require. 
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Karabacak and Sogukpinar [78] introduced Information Security Risk Analysis method 

(ISRAM). ISRAM is a quantitative approach that uses questionnaire results to analyse 

security risks.  The method proposes to weigh the answers of the interviewed persons. 

Then the likelihood and impact are determined as average (with respect to the amount of 

interviewed people) of these values. 

Another approach based on a security risk questionnaire is proposed by Bennett and 

Kailay [19]. The authors proposed a questionnaire that should provide the main data for 

risk assessment. A similar approach for processing the results of a checklist analysis was 

proposed by F. Farahmand et al. [50]. 

Risk analysis techniques. Analysis of business documentation [8, 104] is a way to 

determine the most important assets. Various documents and models may be taken into 

account, e.g., data flow charts, process charts, enterprise architecture, inventory lists, etc. 

Meetings, interviews. The most obvious way of getting the required information for every 

step of the risk assessment is to ask the stakeholders. This can be done in the form of 

meetings and interviews [37, 8, 86]. Questionnaires [78], checklists [42, 43, 44, 50], and 

worksheets [37] can be the instruments to structure the knowledge received during such 

meetings, as well as filled in by the stakeholders themselves. Delphi method [66] can be 

helpful to increase the credibility of the results of the interview. The method allows 

stakeholders to reconsider their evaluation after reviewing the results of others. 

A knowledge base [42, 43, 44, 104, 37, 8] is a technique to identify assets, threats, and 

vulnerabilities, assess the impact and the probability, define threat scenarios and propose 

possible safeguards. The knowledge base is created by experts in the field and provides 

the common practice knowledge to be re-used in concrete cases. 

Threat trees [115, 37], fault trees [70, 86, 104], and attack trees [127, 89, 8, 86, 104] are 

the know techniques to specify threats relevant for an agent. All these trees have the 

general threat as a root and then step by step make it more and more specific. Attack 

trees are the fault trees applied in the area of cyber security. The difference between attack 

trees and threat trees is negligible (if it exists at all). A threat tree has similar ways to 

decompose the threats per a tile (e.g., by actors, motive, outcomes) when an attack tree 

is more flexible and allows any kind of decomposition. Defense trees [25] are the extension 

of attack trees when possible countermeasures are attached to the leaves of the attack 

tree. 

History/log analysis [104, 92] is the best way to determine the likelihood of an accident, 

assuming that the likelihood will not change in the future and the statistics are significant 
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for the analysis. 

Standards and certifications. Having cyber security certifications is also a way to 

demonstrate that certain requirements and controls have been implemented according to 

appropriate standards. In particular, management standard ISO/IEC 27001:2013 [73] is 

the most well-known security standard. The standard specifies the requirements for 

establishing, implementing, maintaining, and continually improving an information security 

management system within the context of an organization. Other cyber security standards 

which can be of interest are ISO/IEC 13335-1 [146], ISO/IEC 21827:2008 Systems 

Security Engineering - Capability Maturity Model (SSE-CMM), COBIT framework (Con- 

trol Objectives for Information and related Technology) [141], IASME [67], etc. Moreover, 

standards for specific domains which contain security requirements also can be reused, 

e.g., ISO/TS 16949:2009 [74] for the automotive industry, the North American Electric 

Reliability Corporation (NERC) Reliability Standards for Bulk Electric System (BES) [103], 

standard NEN 7510:2011 [102] and HIPAA for healthcare, ISO/IEC 27018:2014 [71] for 

the cloud. Some insurance companies have reached agreements with certification bodies 

and are more willing to re- duce premiums if their products are certified. For example, AIG 

has launched a cyber product for SMEs in conjunction with broker Sutcliffe & Co and 

IASME Consortium to support the government's Cyber Essentials Scheme [95]. 

Event tree analysis (ETA) [68] and attack graphs [107, 135, 105, 117, 82, 18]. ETA 

represents the consequence of events as a tree, where every tile in the tree is a specific 

event that can be successful or not. This technique is useful to analyse possible outcomes 

of an accident and compute its probability. Attack graphs are the graphs formed by existing 

vulnerabilities/exploits connected according to their pre-conditions and effects. The set of 

vulnerabilities to be used in attack graphs can be found with vulnerability scanning tools 

(e.g., [137]). 

Annualised Loss Expected (ALE) [55, 92] analysis and risk tables [104, 86]. A common 

way to compute risk quantitatively is to use the ALE analysis. This analysis is based on 

Equation 1, and uses Annualised Rate of Occurrences (ARO) (an average amount of 

accidents in a year) and Single Loss Expectancy (the average loss per accident): 

ALE = ARO × SLE             (12) 

For estimation of risks with qualitative parameters risk matrix [140, 86, 104] are used, 

which map a likelihood level and impact levels to a pre-defined (by experts or 

stakeholders) risk level. 
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Cost benefit analysis [55, 140] and Return on Security Investments [48]. The cost benefit 

analysis shows the benefits in saved expenditure because of installation of a security 

control. Let ALEb be the ALE value before installation of the control, when ALEa - after the 

installation and costc be the cost of the control. Then, 

CBA = ALEb − ALEa − costc                (13) 

ROSI shows the expenditure effectiveness of the control: 

ROSI = CBA/costc                                      (14) 

Coverage analysis [35, 36]. S. Butler proposed a coverage analysis, which is based on 

the ideas of defence-in-depth and defence-in-breadth. The need of a countermeasure is 

determined on the basis of having at least some protection against all most dangerous 

risks and heaving protection mechanisms on different levels: protect, detect, recover. 

Table 3 shows the techniques which could be found helpful for performing specific steps 

of the risk assessment and treatment process. The techniques for risk assessment are the 

same for Phases 0 and 1, although, as it has already been pointed out, often much fewer 

real data are available for the analysis at Phase 1 than at Phase 0. On the other hand, an 

insurer, which has a wider knowledge about claims per similar insureds, may have much 

more reliable knowledge databases and more experience in conducting the analysis, in 

general. 

5.2 Contract Specification and Contract Establishment 

An insurer and an insured should agree on the terms and conditions in order to specify a 

contract. In particular, from the point of view of the mathematical model of cyber insurance, 

it is important to specify the threats covered by insurance (coverage) and the indemnity to 

be repaid in case of a covered accident. Then, the contract is estimated, and the premium 

is computed. 

In most cases, these steps are performed with a simple action of an agent by selecting 

one of the insurance policies pre-defined by the insurer (e.g., [4, 143, 65, 121]. On the 

other hand, for special customers, insurers may apply individual approaches and define a 

custom policy by meeting with the client and discussing coverage and indemnity in detail. 

Although these approaches are significantly different from a practical point of view (e.g., 

in terms of resources required for contract specification), there is not much difference from 

the perspective of the mathematical model. Mathematically, both partners should consider 

the deal from a game theory point of view and come to the conclusion that signing the 

contract is profitable for both parties. The insured should select the amount of indemnity 
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to maximize its utility. The insurer should either behave in accordance with its regulatory 

function (e.g., when it is a zero-profit organisation) or to maximize its benefits (or utility). 

Naturally, in reality, this rigorous mathematical analysis is hidden behind the pre-defined 

contracts and price limits set up for negotiators by their back offices. 

Table 4 contains the steps for Contract Specification sub-phase of Phase 1. In this table 

we do not repeat the assessment part since it is the same as for Phase 0 (Self-Assessment 

and Treatment by an Agent). 

5.3 Contract Specification with Independent Security 

From a high-level point of view, specification of cyber risk insurance policy does not differ 

much from other types of risk defined in Section 2. Next to the simplistic application of 

insurance to cyber risks [96, 97, 125], several interesting problems were considered. 

Secondary losses and information asymmetry. Bandyopadhyay et al. [16, 15] 

analysed the proposed model under different scenarios (information symmetry and 

asymmetry) of the cyber insurance market.  Particular attention of the study was devoted 

to secondary losses associated with a cyber accident. The results of the study show how 

the secondary loss exposure affects insured companies, generate information asymmetry 

between the insurer and the insured companies and impede the development of cyber 

insurance. 

Cyber insurance and social welfare. Kesan et al. [79] provided an experimental method 

to prove that cyber insurance improves security and social welfare, if security of agents 

is not interdependent. 
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Table 3: Techniques for Phase 0 (Self-Assessment and Treatment by an Agent). 
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Table 4: Techniques for the Contract Specification and Establish Contract sub- phases of Phase 1. 

Sub-phase Steps Technique 

Contract 
Specification 

Coverage 
Specification 

selection by agent 
meetings 
Game theory 

Premium 
Estimation 

Game theory 

Write & Sign 
Policy 

paperwork 
signature 

R. Pal and L. Golubchik [109] analysed the problem from the perspective of an insurer: 

they have found that a selfish monopolistic insurer charges higher premiums to the users 

and gets more profit with respect to the welfare-maximizing insurer. 

Security and non-security risks. R. Pal et al. [110] proposed Aegis, a cyber insurance 

model, for the cases when an agent is not able to distinguish security (insurable) and non-

security (non-insurable) losses. The authors have shown that if insurance is mandatory 

for agents, then the agents are going to choose the Aegis contract in the specified settings. 

5.3.1 Interdependent Security 

Our unified approach to analysis of the literature.   We organise diverse studies on the 

effect of interdependence of security on cyber insurance in the form of a table to analyse 

the papers in a unique fashion. The table has three main parts: pre-conditions, the applied 

mathematical method, and results. Pre-conditions define the concrete settings for the 

considered case study and, thus, the case study itself. Since many papers apply their 

analysis to different situations, we split the corresponding column into the corresponding 

amount of parts. 

The preconditions have been formally defined in Section 2.2, and here we simply define 

the symbols used in the table. 

Market type - Three types are considered: monopolistic (M), competitive (C), and 

immature market (C∗); 

Coverage - The insurance coverage can be full, partial, or both types (ind) of insurance 

coverage. By (ind)ifferent coverage we also mean the situations, when agents are allows 

to select the portion of the insurance to buy; 

Mandatory - Insurance can be either mandatory (✓) or volatile (X); 

Correlated risk and interdependent security - Although the goal of our study is to 

consider the case of interdependent security, we also left some independent cases for 

comparison. 
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Profit of insurer - An insurer may have non-zero profit (NZ), (max)imised profit or does 

not have profit at all (ZP); 

Information asymmetry - We mark the type of information asymmetry considered by 

authors (moral hazard (MH), adverse selection (AS), or both MH+AS) and put X otherwise; 

Topology - The following network topologies were found in the literature: total, 2 nodes, 

Erdős-Rényi graph (ERG), t-copula for global and Bernoulli Binomial for intra-firm 

dependency (t-copula/BB)4. If the authors use the general model for topology, we write 

ind. 

Homogeneity - When agents are homogeneous, we mark it with (✓) and put (X) when 

agents are heterogeneous. 

Corrective treatment - For the cases when some regulatory action is ap- plied, we 

indicate this in one of the following ways: Fines and Rebates (F/R), additional tax for low 

self-protection, liability for contagion (L), Risk Pooling Arrangements RPA, mandatory 

investment level MIL. 

The applied mathematical method defines the concrete mathematical treatment which was 

used for the analysis. In most cases, the authors stated only that Nash equilibrium (NE) 

had to be found. Also, Monte-Carlo method MC, Bayesian Network Game (BNG), 

Walrasian Equilibrium WE were applied. 

Although the authors considered different case studies, i.e., situations with different pre-

conditions, we can single out the main results targeted in most of the papers. 

existence of equilibrium - This simple problem considers whether it is possible to come 

up with a set of variables that do not allow any of the participants to deviate from the 

specified behaviour and get more profit than in the case of equilibrium. 

existence of market - This problem specifies whether the market defined by pre-

conditions may exist. In particular, here we focus on the case where some agents prefer 

the insurance case to non-insurance.   

In short, if E[UI ] is the average utility of some agent with insurance and E[UN ] - without 

it, then E[UI ] ≥ E[UN ]. Naturally, in the case of mandatory insurance, this analysis is 

meaningless. 

 
4 In fact, the model of R. Bőhme and G. Kataria [27] is more complex and also takes into account the 
time of accidents. 
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Incentive for self-protection - This problem checks whether cyber insurance is an 

incentive for increasing investments in self-protection. In short, if the security level of a 

potential insured with insurance is xI and it is xN without it, then xI xN. We say that cyber 

insurance is an incentive if all insurance buyers increase their self-protection, and partial 

if only some of them do. 

Reaching social welfare - This problem focuses on the society as a whole, comparing the 

level of security investments (security levels) in case of maximisation of individual utility 

and utility of the society. Let security level in the former case be x∗ , and in the later one 

x+, then we would like to have x∗ = x+.  Note that the case x∗ >  x+  is as well undesirable 

as x∗ < x+, because the former case means over-investing in security [150]. 

Incentive for social welfare - This problem studies the difference between the optimum 

social levels of the situations when cyber insurance is provided (x+,I ) and when no cyber 

insurance is available (x+,N ).  Naturally, it is desirable to have x+,I  > x+,N . 

In our analysis, we mark it as (✓) if a specific result was achieved and (X) if it was not. The 

problems not considered by the authors are marked with “-”. For the convenience of 

representation, we broke our analysis in three parts. 

First, we analyse the competitive market. Then, we show our results for non- competitive 

and monopolistic markets. Finally, we study all types of markets with applied corrective 

treatment. 

Competitive market. In a perfectly competitive market, there exists a large number of 

sellers (insurers) and no new seller is able to provide a contract more attractive for buyers 

that the ones already existed [113]. 

Table 5 summarizes some cases described by different authors who analyzed cyber 

insurance under the competitive insurance market. 

We start with an analysis of the literature with a naive model of a competitive market (Table 

5). Table 5 shows that the optimum security level maximizing individual utility can reach 

the optimum security level maximizing social welfare only when a complete symmetry 

exists between agents [130]. On the other hand, H. Ogut et al., [106], with similar pre-

conditions, came to opposite conclusions. One possibility for this contradiction could be a 

slightly different model of large-scale networks used by G. Schwartz and S. Sastry, but a 

more thorough investigation is required. 

Another finding that follows from Table 5 is that cyber insurance is not an incentive for 

cyber security investments. Thus, with cyber insurance available, agents prefer buying 
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insurance rather than investing in self-defence. Consequently, the social optimal levels of 

investments with insurance are also below the levels without it. 

There is only one exception from this generic rule: with no information asymmetry, Yang 

et al. [148] show both formally and empirically that security could be an incentive for 

security investments if specified conditions are satisfied. In contrast, Ogut et al. [106] came 

to the conclusion that under the same conditions 

Table 5: Summary of approaches with the competitive market model. 

 

there is no possibility for insurance to be a positive incentive for self-protection 

investments. One possible explanation of this mismatch could be that Yang et al. [148] 

considered a discrete model for security investments (i.e., an agent may either invest into 

security or not), while Ogut et al. [106] evaluated a model with continuous investments, 

which allows every agent to spend the optimum amount for self-protection. Another 

possibility could be the difference in models: random graphs result in different effects on 

interdependency for agents, while the total model assumes equal impact. 

Finally, Yang et al. [148] and M. Lelarge and J. Bolot [85] contradict N. Shetty et al. [134, 

133] in the possibility for the equilibrium to exist for similar cases. One possible explanation 

for the fact that N. Shetty et al. [134, 133] were able to find an equilibrium could be the 

fact that in their work, the authors consider homogeneous agents with complete network 

connections (e.g., all parameters and effects of externalities are the same for all actors, 

which leads to the same decisions), while M. Lelarge and J. Bolot [85] consider 
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heterogeneous agents (with different effects of investments on self-protection), when 

Yang et al., [148] use the random graph as a model of the network topology, rather than 

a total symmetric graph. 

Non-Competitive market Competitive market is a convenient but naive model. In reality, 

the market is not competitive. Insurance carriers are greedy as well as the insured agents; 

they need some safety capital in order to avoid bankruptcy because of a large number of 

simultaneous claim demands, cover administrative costs, etc. Thus, two other market 

models are also considered in the literature: monopolistic insurer and immature market 

(as defined in Section 4.2). We summarized the main findings for the immature market in 

Table 6. 

Table 6: Summary of approaches with the non-competitive market model. 

 

We see that these types of market have received less attention from the authors. A few 

studies suggest that the immature market is also not a good incentive for self-protection 

[85, 113] and that the optimal values do not maximize social welfare [106, 113]. Even 

mandatory insurance does not improve the situation [108, 113]. Probably, this inability to 

solve these problems forced authors to devote more attention to the application of different 

corrective treatments in con- text of these markets. Nevertheless, here we can underline 
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that the available studies show that the insurer is able to make a positive profit even in the 

presence of information asymmetry and be attractive for the agents [106, 85, 108, 113]. 

It is important to note that although the pre-conditions in Table 6 for H. Ogut et al. [106] 

and W. Shim [136] are similar, the later paper also provides a model for negative 

externalities. This is the only example of the model for negative externalities we were able 

to find (apart from a generic study by X. Zhao et al., [150]). W. Shim [136] has shown that 

the negative externalities are more relevant for targeted attacks when the possibility of 

untargeted attacks (e.g., virus) creates positive externalities. Nevertheless, the results of 

the analysis show that even in this situation, insurance is not a good incentive for self-

protection. 

Corrective Treatments We saw that for all types of market, in contrast to the opinions of 

security researchers [142, 100, 88, 126, 11], cyber insurance is neither a good incentive 

for self-investment nor is a mechanism to reach social welfare. Therefore, researchers 

studied whether some regulatory treatments of the market can improve the situation. The 

results are summarized in Table 7. 

Table 7: Summary of approaches with corrective treatment 

 

First of all, we see that using fines and rebates (F/B) for agents with a low/high probability 

of losses is the most successful treatment in the case of the non-competitive market. On 

the other hand, this treatment can be applied only when no information asymmetry is in 

place since the insurer has to be able to observe the security protection of agents (at least 

a posteriori). Furthermore, the results show that insurers should not maximize their profit 



56 
 

[85] (although non-zero profit is possible [85, 30, 29, 31]). Moreover, although the insurer 

can have positive profit and provide a contract which is an incentive for self-protection, the 

most profitable effect for the society is reached when the insurer has zero profit [85]. In 

the last case, the insurer only re-distributes the money from low-security agents to the 

agents with higher security [98, 85, 113]. H. Ogut et al. [106] also showed that if an agent 

caused contagion is made liable (L) for the consequences (i.e., the agent has to repay 

losses to others), then the amount of investments in self-protection significantly raises and 

becomes higher than the optimal level for social welfare maximization problem (without 

liability). We see that it is not clear from the available studies whether mandatory insurance 

is required for the operation of this mechanism [98, 113, 112, 111] or it is not [85, 30, 29, 

31]. 

We also may see that the requirement for minimal investments does not help to make 

cyber insurance an incentive for self-protection in case of moral hazard or adverse 

selection problem in place [134, 133, 128, 129]. Similarly, risk pooling arrangements (RPA) 

cannot help to solve this problem either, although they may help to reduce over-

investments if negative externalities have a place [150]. 

Summary of main findings. In short, we may summarize the main findings of the 

literature as follows: 

• Positive externalities caused by interdependence of security reduce the incentive for 

the insured to invest in self-protection if an insurance option is available. 

• Insureds would prefer to invest in self-protection only if the “fines and rebates” 

regulatory mechanism is applied and no information asymmetry exists. Moreover, in 

this case, the insurer cannot maximize its profit. 

• It is unclear where insurance can be served as a tool for approaching an optimal level 

of investments. Many studies contradict this point. 

• Effect of heterogeneity of nodes needs a more focused study. 

5.3.2 Other studies on cyber insurance 

Here we summarise some interesting findings of the researchers which were not included 

in our overall analysis. 

Reducing Monoculture effect. Bohme [26] proposed an idea to use cyber insurance for 

the diversification of systems. Since monoculture may lead to interdependent risks, 

diversification will help to fight this drawback. Naturally, since the risk for a non-dominating 
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platform (e.g., Unix-based) is lower, then cyber insurers may assign lower premiums to 

such platforms. This could be another incentive for organisations to switch to an alternative 

platform. Also, Pal and Hui [114] investigated similar problems. Unsurprisingly, they came 

to a conclusion, that cyber insurers prefer to operate in a slowly changing environment. 

Security provider as an insurer. S. Radosavac et al. [123] considered a model where a 

security provider is also a cyber-insurer, and users are able to buy a portion of self-defence 

together with insurance. They came to a conclusion that there is not a definitive answer 

whether in case of the interdependency of threats competitive market may exist. R. Pal et 

al. [112, 111] considered a similar model, but with the conditions of the monopolistic 

insurer and enforced mandatory insurance. Using a specific utility function and Bonacich 

centrality measure, the authors have shown that it is possible to define the pricing strategy 

maximizing the profit of the provider/insurer and convince the customers to buy some units 

of the self-defence product. X. Zhao et al. [150] investigated whether managed security 

service providers (MSSP) can also behave in a sort of insurer. They have shown that when 

all agents outsource their security management to one such provider, then security 

investment becomes socially optimal. 

Study the effect of externalities. H. Ogut et al. [106] investigated the effect of the 

interdependency of threats and immaturity of the market on security investments with 

cyber insurance available. They have come to the conclusion that security investments fall 

with an increase of interdependency. Similar conclusions were also supported by other 

researchers [150, 136]. Furthermore, the incentive to self-protection rises with an increase 

of immaturity of the market in some cases. This finding can be one more explanation why 

the competitive cyber insurance market fails to improve the security levels of agents. 

6.0 Research Gaps to Achieve 

In this section, we summarise the areas related to cyber insurance which need more 

attention of the scientific community and practitioners. We structure our proposals 

according to the problematic issues of cyber insurance defined in Section 4.1 skipping 

those that mostly caused by lack of experience (since these problems will be automatically 

solved with the maturation of the market). 

Evolution of systems. Dynamic cyber-insurance. Many IT technologies (e.g., Cloud, 

Social Networks, Mobile, Internet of Things, etc.) assume that environment is dynamic; 

this is especially related to providers of different services. This dynamicity has an effect 

on the computation of the probability of an accident and increases the difficulty of 

assessment and re-assessment of the system, as well as other steps of the insurance 
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process. In order to adapt to this condition, cyber-insurance should become fast and 

adaptive, i.e., dynamic. The insurance process itself may re-use the power of cyber 

technologies, which it has to assess in its turn, to become agile. One may think about 

cyber-insurance as a kind of a service, which can be bought online. 

Naturally, dynamic insurance will require (semi-)automatic insurance processes, including 

security level specification (e.g., dynamic risk assessment) and, probably, automatic claim 

handling. An organization that would like to have cyber coverage for a long period may 

simply get sequential insurances issued one after another unless it does not want it 

anymore. 

Information Asymmetry. New solutions.  The analysis of the literature in Section 5.2 

shows that information asymmetry is not only an obstacle for insurance but also for 

security improvement as well. On the other hand, here IT technology may be of help for 

insurance. New ideas on Digital Right Management, Trusted computing, usage control, 

automatic certification etc., may be re-used to establish higher trust in the information 

provided by an insured and decrease the information asymmetry. Furthermore, cyber 

insurers may cooperate with service providers. The former provides insurance, the latter 

install monitoring software on their platform. 

Hard to specify rate of occurrences. Define security level and effect of security 

controls. Currently, most of the approaches start with a defined “security level” or a 

function returning the probability of an attack depending on the security level. In the 

security literature, there are no widely accepted methods to find these values required for 

cyber insurance. There is a need for a deeper investigation on how defined security 

metrics [75, 63] affect the rate of occurrences and can be used to specify security levels 

[81, 83]. 

Lack of statistical data. Increase information- sharing capabilities. Lack of statistical 

data is mostly explained by the sensitivity of the information to be shared.  Organisations 

are afraid of releasing too much information about their internal systems to prevent the 

decrease of reputation as well as prevent leakage of knowledge about weaknesses of the 

system. The schemas assuring participants in the absence of this potential problem are 

required. Moreover, it is required to think about possible incentives for an organisation to 

engage in information sharing instead of being dragged in it by the forces of the law. 

Hard to estimate damage. New systematic approaches.   Specification of possible 

damage is a known problem which exists for years in security risk assessment, yet still, 

no comprehensive and reliable approach exists. It is even a problem to specify all possible 
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effects a breach may have on the organisation, not speaking about determination of their 

magnitude. 

Hard to estimate damage. Cyber insurance of unique systems. Although it is difficult 

to collect data for IT systems in use for some time, it is even harder to predict the losses 

when the system is unique as a cyber-physical system or industrial control systems. One 

approach could be to re-use the information available for re-usable parts of the complex 

system and then aggregate it to get the estimation for the system as a whole. Such a 

modular risk management approach could help in cases when a big part of a novel system 

is composed of known devices. 

Interdependency of security. New theoretical approaches and practical studies. 

From the analysis of the literature in Section 5.2, we saw that interdependent security has 

a negative impact on the incentive of the insured to invest in self-protection—the proposed 

approaches to market regulation work mainly without information asymmetry. Novel 

approaches to the regulation of the insurance market are required in order to mitigate this 

effect of externalities. Moreover, although the analysis of externalities has got a lot of 

attention in the scientific community, there is a need to evaluate the real impact of 

interdependent security for every domain of insurance application. The real survey data 

show that despite gloomy theoretical predictions, cyber insurance is the incentive for 

increasing the quality of protection [120]. 

Correlated risks. Evaluation the real impact.  There are many studies of interdependent 

security, but security accidents correlate not only because of contagion but also because 

of the nature of IT risks in general as well. The threat of a “cyber hurricane” is of important 

concern for cyber insurance. The study of St. Gallen has shown that only 17% of attacks 

are somehow correlated. More empirical studies are required in order to evaluate the 

impact of the correlated threats. Moreover, as a study by W. Shim [136] shows, the 

approaches for different threats may be different. These studies are important for all 

domains. Probably, the uniqueness of the cyber-physical and industrial systems makes 

these domains less affected by cyber hurricane outbreaks, but this possibility should not 

be eliminated completely in this domain either. 

Correlated risks. Diversification. Currently, only a few studies are devoted to the 

diversification of systems and its effect on cyber-insurance. In fact, they mostly consider 

a reverse problem: how cyber-insurance may help to diversify systems. What is required 

for cyber insurance is a way to diversify its coverage in order to avoid or at least reduce 

the effects of possible cyber hurricanes. 
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Liability. Liability for potentially malicious actions of others. Many providers (ISPs, 

Cloud, Social Network providers) may be liable for not providing enough control over their 

customers and bear some responsibility for their malicious actions. The current schemas 

for cyber-insurance consider only insurer and insured, but in the considered situation also 

the end users of insured should be taken into account. Furthermore, service providers are 

involved in the forensics process that requires additional resources to be allocated. 

Insurance may cover these losses and make providers more willing to cooperate with law 

enforcement agencies in order to improve societal welfare. 

Liability. Simplify forensics burden. Many insurers require official forensics to be 

conducted before reimbursing the expenses. This is not always feasible for small 

accidents (like virus penetration) covered by insurance but not of primary importance for 

the law enforcement agencies. This is especially important for individuals or users of a 

service who have very limited resources and a relatively small impact. A simple and 

convenient method for dealing with cyber accident notification and clue collection is 

needed. 

7.0 Summary 

In this paper, we provided the most up-to-date comprehensive survey of available 

literature on cyber insurance. We have found that despite a slow start and many 

problematic issues, the cyber insurance market grows. This growth much depends on the 

regulatory initiatives applied more widely in the world (e.g., the California bill), but this is 

not the only cause for the market to flourish. Cyber insurance by itself provides a unique 

opportunity to cover residual risk, as well as to contribute to societal welfare. 

In this work, we aligned many scientific contributions with a unique systematising view. 

Although the view in no way can be seen as the only possible, fully descriptive, and one 

size fitting all, it allows fast and easy comparison of various studies in the field. The results 

of the comparison show that theoretically, cyber insurance by itself is not a good incentive 

for investments in self-protection. The main causes for this are information asymmetry and 

interdependent security. On the other hand, in some situations, regulatory mechanisms 

can be applied to achieve the desired effect. 

Finally, we proposed a number of possible directions for solving the existing issues. Some 

of these directions are well-known in the risk assessment area (e.g., more precise 

determination of possible damage). But many of them are specific for cyber insurance, 

e.g., become more dynamic and use available technology to reduce information 

asymmetry. In some cases, we have identified points where practice and theory are not in 
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line (e.g., whether cyber insurance is an incentive for self-protection investments or not) 

and where the real impact of theoretical issues should be confirmed (e.g., correlated risks 

and interdependent security). ∎ 

The Summary above marks the conclusion of the Technical Report “A Survey on Cyber-

Insurance” (Marotta et al., 2015). The references related to this report are listed in 

Appendix 4: References (A Survey on Cyber-Insurance). 

Project developments derived from this report are listed in Appendix 1: Outputs that 

support Project One).  

2.1.1.3 Methodology and rationale 

At the time of the start of the project, knowledge production within the field of cyber insurance 

had started accelerating. However, despite this progress, the information was fragmented. On 

the one hand, this diversification constituted a barrier to the development of the intended 

research; on the other hand, it provided the opportunity to move forward with the construction 

of an integrated knowledge space. For this reason, the primary methodology used in this 

project was Document Review. This method is explained in this section following an adaptation 

of the scheme proposed by Kitchenham (2004) (shown below): 

 

Figure 4: Kitchenham scheme (Project 1) 

The first step (“Planning Document Review”) involved establishing the need for the review, 

which arose from the following reasons: 

• To summarize the empirical evidence of the benefits and limitations of cyber insurance 

• To identify gaps in current research in order to suggest areas for further investigation. 

• To provide a framework/background in order to appropriately address cyber insurance 

issues and provide a standard definition of the cyber insurance process. 

In order to determine the maximum number of studies on the subject, the planning procedure 

was based on a review protocol that specified a query string to search the identified data 
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sources. Several attempts with various query strings were made before the keywords used in 

Figure 5 were considered to be more appropriate: 

 

Figure 5: Keywords used in Document Review (Project 1) 

After using the defined query strings, a total of 500 papers were obtained. After applying 

inclusion and exclusion criteria to assess each potential study (e.g., include papers that 

propose an insurance process that is applicable to cyber risks) was reduced to a set of 202. 

Initial searches for these studies (“Conducting Document Review”) were undertaken using 

electronic databases, although this was not sufficient. Therefore, other sources of evidence 

were searched, including: 

• Reference lists from relevant studies and review articles (backward snowballing10).  

• Journals, grey literature (i.e., government documents, technical reports, theses, work 

in progress), and conference proceedings. 

• Business presentations. 

 
10 The backward snowballing method is a technique involving the use of a reference list to identify 
new papers to include in the literature review. 
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• Insurance advertising, marketing campaigns, etc. 

The primary goal of this phase was to identify as many studies relating to cyber insurance as 

possible using a comprehensive search strategy. This approach involved splitting the topic 

into single aspects such as historical studies on cyber insurance, current practices, and 

peculiarities of cyber insurance. This method made it possible to identify existing reviews and 

evaluate the relevance of potentially applicable studies. 

In addition, a study quality assessment was carried out on them, comprising of some 

evaluation questions, which helped implement a more in-depth selection of the articles to 

include in the Document Review (e.g., Does the paper discuss technological domains that can 

be suitable for the application of cyber insurance? or does the article focus on cyber insurance 

as the main subject of the study?).  

Data extraction and monitoring were performed by collecting and evaluating the results of 

relevant studies. After extracting the necessary details from the selected papers, the findings 

were classified and synthesized in the form of qualitative tables. Finally, this systematic review 

was summarized and reported (“Reporting Document Review”) in various forms, such as 

journal papers, seminars, etc. 

An example of this process is explained in Figure 6: 

 

Figure 6: Selection Process (Project 1) 

2.1.1.4 Impact 

Unlike previous works on the topic, this project provided a different approach to surveying the 

existing literature as it simultaneously focused on the development and practical applications 
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of cyber insurance. Thus, this study is considered to be the first to attempt to bring together 

several points of view under the same lens.  

Using this systematic method, it was possible to detect correlations in previous cyber 

insurance research results.  For example, Schwartz (2010) and Lelarge (2009) conducted 

similar analyses to investigate whether cyber insurance can incentivize self-protection and 

examine correlated risks.  

However, existing studies also presented several discrepancies, particularly where findings 

were not consistent with each other. This divergence was particularly noticeable in the 

evaluation of well-known cyber insurance peculiarities, such as information asymmetry and 

interdependence of security. The analysis of these differences produced gaps that needed 

further investigation. As a result, several practitioners and scholars focused on these gaps in 

the following years and based their studies on this project's findings.  

The framework developed in this work facilitated a transition from the theoretical phenomenon 

of cyber insurance to the related practical problems and facets. In addition, the research 

carried out in the project generated insights that were then studied and guided the work of 

other academics (Romanosky et al., 2019).  

Figure 7 shows a representation of the connections between prior and posterior seminal 

papers on cyber insurance (published from 2006 to 2020), which have common citation or 

topical relations with this project. To simplify this visualization, the project is denoted in the 

graph by its main output, the paper entitled "Cyber-insurance survey" (Marotta et al., 2017).   
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Figure 7: Impact of Cyber Insurance Project (Project 1) 

Each circle represents a paper that is associated with the cyber insurance project to some 

extent. Similar articles are grouped together and linked by darker connecting lines (clusters). 

For example, Bohme (2010), Shetty (2010), and Schwartz (2010) are part of the same cluster 

because they discussed similar topics, such as information asymmetry and moral hazard 

(topics discussed in the project as well). 

Papers with a low degree of connection are represented farther away in the graph and 

clustered in smaller sections.  

Finally, articles with higher relevance in the cyber insurance field are represented as bigger 

circles, and newer articles are shown in a darker color.  

The following table (Table 2) lists the papers used in the graph (Figure 7) relating to previous 

works. This collection includes 30 papers, published between 2006 and 2017. 
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Table 2: Prior Papers 

Prior Papers 

Title Citation Authors Year 

Mapping the coverage of security

 controls in cyber insurance prop

osal forms 

(Woods et al., 2017) 
D. Woods, I. Agrafiotis, J. R. 

C. Nurse, S. Creese 
2017 

Designing cyber insurance policie

s in the presence of security inter

dependence 

(Khalili, Naghizadeh and Liu, 

2017) 

M. M. Khalili, P. N. Ardabili, M

. Liu 
2017 

The cyber insurance market in S

weden 
(Franke, 2017) U. Franke 2017 

Security by Insurance for Service

s 

(Martinelli and Yautsiukhin, 

2016) 
F. Martinelli, A. Yautsiukhin 2016 

What do we know about cyber ris

k and cyber risk insurance 
(Eling and Schnell, 2016) M. Eling, W. Schnell 2016 

Differentiating Cyber Risk of Insur

ance Customers: The Insurance 

Company Perspective 

(Tøndel et al., 2016) 
I. A. Tøndel, F. Seehusen, E. 

A. Gjære, M. Moe 
2016 

Insurability of Cyber Risk: An Em

pirical Analysis 

 

(Biener, Eling and Wirfs, 2015) 

 

C. Biener, M. Eling, J. H. Wirf

s 
2015 

Realizing Efficient Cyber-

Insurance Markets Via Price Disc

riminating Security Products 

(Pal et al., 2015) 
R. Pal, L. Golubchik, K. Psou

nis, P. Hui 
2015 

Cyberwar and protecting critical n

ational infrastructure 
(Everett, 2015) C. Everett 2015 

Will cyber-

insurance improve network securi

ty? A market analysis 

(Pal et al., 2014) 
R. Pal, L. Golubchik, K. Psou

nis, P. Hui 
2014 

Security adoption and influence o

f cyber-

insurance markets in heterogene

ous networks 

(Yang and Lui, 2014) Zichao Yang, J. Lui 2014 

IMPROVING NETWORK SECUR

ITY THROUGH CYBER-

INSURANCE 

(Pal, 2014) R. Pal 2014 

Improving Network Security Via C

yber-Insurance A Market Analysis 
(Pal et al., 2013) L. Golubchik, K. Psounis 2013 

Why cyber-

insurance contracts fail to reflect 

cyber-risks 

(Schwartz, Shetty and 

Walrand, 2013) 

G. Schwartz, N. Shetty, J. Wa

lrand 
2013 
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Cyber-Insurance for Cyber-

Security A Solution to the Informa

tion Asymmetry Problem 

 

(R Pal, 2012) R. Pal 2012 

Cyber-

Insurance in Internet Security: A 

Dig into the Information Asymmet

ry Problem 

(Ranjan Pal, 2012) R. Pal 2012 

Aegis A Novel Cyber-

Insurance Model 

(Pal, Golubchik and Psounis, 

2011b) 

R. Pal, L. Golubchik, K. Psou

nis 
2011 

Security Games with Market Insu

rance 

(Johnson, Böhme and 

Grossklags, 2011) 

B. Johnson, R. Böhme, Jens 

Grossklags 
2011 

A Novel Cyber-

Insurance for Internet Security 

(Pal, Golubchik and Psounis, 

2011a) 

R. Pal, L. Golubchik, K. Psou

nis 
2011 

Pricing and Investments in Intern

et Security: A Cyber-

Insurance Perspective 

(Pal and Golubchik, 2011) R. Pal, L. Golubchik 2011 

Modeling Cyber-

Insurance: Towards a Unifying Fr

amework 

(Paper, Böhme and Schwartz, 

2010) 
R. Böhme, G. Schwartz 2010 

Cyber-

Insurance: Missing Market Driven

 by User Heterogeneity 

(Schwartz, Shetty and 

Walrand, 2010) 

G. Schwartz, N. Shetty, J. Wa

lrand 
2010 

Can Competitive Insurers Improv

e Network Security? 

(Shetty, Schwartz and 

Walrand, 2010) 

N. Shetty, G. Schwartz, J. Wa

lrand 
2010 

Competitive Cyber-

Insurance and Internet Security 
(Shetty et al., 2010) 

N. Shetty, G. Schwartz, M. Fé

legyházi, J. Walrand 
2010 

Economic Incentives to Increase 

Security in the Internet: The Case

 for Insurance 

(Lelarge and Bolot, 2009) M. Lelarge, J. Bolot 2009 

Why IT managers don't go for cyb

er-insurance products 

(Bandyopadhyay, Mookerjee 

and Rao, 2009) 

T. Bandyopadhyay, V. Mooke

rjee, R. Rao 
2009 

Cyber Insurance as an Incentive f

or Internet Security 
(Gu, Mei and Zhong, 2015) J. Bolot 2008 

Models and Measures for Correla

tion in Cyber-Insurance 
(Böhme and Schwartz, 2006) R. Böhme, G. Kataria 2006 

On the Limits of Cyber-Insurance (Böhme and Kataria, 2006) R. Böhme, G. Kataria 2006 

Following the same principle, Table 3 includes a selection of 9 posterior articles (published 

from 2018 to 2020) originating after the publication of the paper under examination. 



68 
 

Table 3: Posterior Papers 

Posterior Papers  

Title Citation Authors Year 

SoK: Cyber Insurance – Technical

 Challenges and a System Securit

y Roadmap 

(Dambra, Bilge and Balzarotti, 

2020) 

S. Dambra, Leyla Bilge, D. Ba

lzarotti 
2020 

An insurance theory based optima

l cyber-

insurance contract against moral 

hazard 

(Dou et al., 2020) 
W. Dou, W. Tang, X. Wu, L. 

Qi, X.a. Xu, X. Zhang, C. Hu 
2020 

Design and Development of Cybe

r Insurance Policies Framework fo

r Pre-

Screening and Security Interdepe

ndence 

(Reddy and Rani, 2019) N. Reddy, A. Rani 2019 

Content analysis of cyber insuran

ce policies: how do carriers price 

cyber risk? 

(Romanosky et al., 2019) 
S. Romanosky, L Ablon, A. K

uehn, T. Jones 
2019 

A Fundamental Approach to Cybe

r Risk Analysis 

(Böhme, Laube and Riek, 

2019) 
R. Böhme, S. Laube, M. Riek 2018 

Designing Cyber Insurance Polici

es: The Role of Pre-

Screening and Security Interdepe

ndence 

(Khalili, Naghizadeh and Liu, 

2018) 

M. M. Khalili, P. Naghizadeh, 

M. Liu 
2018 

Reducing Informational Disadvant

ages to Improve Cyber Risk Mana

gement 

(Shetty et al., 2018) 

S. Shetty, M. McShane, L. Zh

ang, Jay P. Kesan, Charles A

. Kamhoua, K. Kwiat, Laurent 

L. Njilla 

2018 

Improving Cyber-

Security via Profitable Insurance 

Markets 

(Pal et al., 2018) 
R. Pal, L. Golubchik, K. Psou

nis, P. Hui 
2018 

Cyber Insurance and Security Inte

rdependence: Friends or Foes? 

(Uuganbayar, Yautsiukhin and 

Martinelli, 2018) 

G. Uuganbayar, A. Yautsiukhi

n, F. Martinelli 
2018 

Preventing the Drop in Security In

vestments for Non-

competitive Cyber-

Insurance Market 

 

(Martinelli et al., 2018) F. Martinelli, A. Orlando, G. U

uganbayar, A. Yautsiukhin 
2018 

This analysis indicates that this project's results significantly impacted the overall perception 

of cyber insurance and the associated problems. As an example, the Cyber Economics, a 

news website that offers the latest information pertaining to the field of cyber risk, provided a 
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review of this project’s main output (Suggested Academic Reading - Cyber Economics, no 

date): 

“The best overview of the academic literature on the cyber risk and cyber insurance 

literature is Marotta et al. (2017). Besides a thorough breakdown of the definition 

of basic terms and central concepts and the history of the academic research, the 

paper provides a great summary of the current approaches and challenges that 

the academic and professional communities face. For interested parties that are 

new to cyber insurance and the accompanying research literature, Marotta et al. 

(2017) is the perfect starting point.” 

Along this line, the following points reflect the frequent elements of the project that were found 

to be valuable in the development of posterior works: 

• Systematic review of the main problems related to cyber insurance. 

• Comprehensive historical background of the cyber insurance sector 

• Detailed survey of relevant cyber-insurance models  

• Identification of research gaps and issues in the cyber insurance literature, such as 

frequency estimation of attacks, inaccurate insurance terms, assessment of damages, 

and risk dependencies.  

• Overview of covered loss areas across 14 carriers. 

• Evaluation of cyber insurance as a market-based approach to critical cybersecurity 

issues 

• Presentation of the current situation and technological advances of the cyber-

insurance industry 

• Introduction of the concept of correlation risk in the context of cyber policy premiums 

• Analysis of the positive and negative factors impacting the cyber insurance market and 

its growth. 

The papers that used these elements not only developed new theories and solutions to 

specifically solve cyber insurance problems (e.g., dynamicity and information asymmetry) but 

also addressed issues related to well-known topics in the field of risk management (e.g., 

identification of damages). 

Among the lessons learned when researching cyber insurance was that not all risks, even if 

identified and managed in advance, can be treated in the same manner. In today's 

organizations, many risks are complex interconnected and need to be assessed specifically 
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within the organizational context11. This consideration has led to a second project (Project 2: 

Cybersecurity culture) investigating how leaders guide, develop, and assess the progress of 

efforts to build a cybersecurity culture. 

2.1.2 Project 2: Cybersecurity culture 

2.1.2.1 Description 

The number of attacks against assets and customers' personal information is increasing each 

year at a rate of 100% (Al Jallad, Aljnidi and Desouki, 2020). However, organizations can 

significantly minimize the risk of suffering severe cyber-attacks by implementing appropriate 

behaviors, values, policies, and skills. To explain how this approach can be used in practice, 

this project focused on how an Italian bank, Banca Popolare di Sondrio (BPS), developed the 

ability to guard against cyber threats through culture (Marotta and Pearlson, 2019a). Thus, a 

large part of the project involved identifying how a bank created a cybersecurity culture and 

implemented cybersecurity practices within a real-life context.  

The main takeaways derived from the analysis of the BPS' cultural environment are addressed 

below: 

• Cybersecurity training and support. Forming an internal “chain of support” with the 

help of IT security departments can strengthen organizational defenses and encourage 

employees with non-technical roles to adopt correct cybersecurity practices. 

• Consequence management. Consequence management12 can be a security driver 

and can hold employees accountable to expectations. 

• Trust. Implementing processes for establishing and maintaining trust is fundamental 

to ensure operations and maintain essential cybersecurity functions over time.  

  

 
11 Internal and external issues that can have an impact on an organization’s business objectives.  
12 The consideration of the wider implications connected to a cybersecurity event. 
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Figure 8 shows a summary of the phases that have been completed to produce the previously 

mentioned outcomes: 

 

Figure 8: BPS Project Steps (Project 2) 

The project's first phase (CONCEPTS & OVERVIEW) covered an overview of cybersecurity 

culture that focused on theoretical concepts. This conceptual process served as a guide 

through the rest of the project. For example, it helped create outlines for the interview protocol 

used to interview the Bank's employees (second phase of the project - INTERVIEWS).  

Interviews enabled participants to express their personal experiences regarding the dynamics 

between the cybersecurity culture concepts and the various actors, situations, and activities 

involved. This process marked the project's transition from theory to practice, resulting in a 

case study (third phase - BPS CASE ANALYSIS). 

The fourth phase (SIMULATION) focused on a simulation of existing cultural paradigms on 

the Bank's environment. Finally, the research discussed the lessons learned during the 

previous phases, which enhanced the prior understanding of cybersecurity culture (fifth phase 

- SYNTHESIS AND IMPLICATIONS). 

To clearly show these phases' results and further provide evidence of the studies performed 

on cybersecurity culture, it was deemed necessary to incorporate the preliminary output 

related to this project (presented in section 2.1.2.2). This output was published in 2019 in the 

form of a Working Paper (“A Culture of Cybersecurity at Banca Popolare di Sondrio”) as it 

was intended to share initial research advancements and stimulate discussion. As a result, 
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this document was used as a supporting material throughout the development of Project 2: 

Cybersecurity culture.  

2.1.2.2 Project publication: A Culture of Cybersecurity at Banca Popolare di Sondrio  

The entire textual content of the Working Paper is included below (Marotta and Pearlson, 

2019b). 

A Culture of Cybersecurity at Banca Popolare di Sondrio  

Angelica Marotta and Dr. Keri Pearlson  

March 2019 

1.0 Introduction  

Cybersecurity is no longer just a technical issue to be solved by an organization’s IT 

department.  The impacts of cyber breaches and exploited vulnerabilities impacts all 

business sectors, affecting everything from security to business development in 

organizations around the world. Cybercrime has evolved from the activity of a restricted 

number of fringe hackers trying to break into systems to an ecosystem of service 

offerings on the dark web that any unscrupulous business person can access for profit, 

mischief or to disrupt, or worse, damage a business enterprise.  The impacts are felt in 

public, private and even individual lives.    

The current cyber environment is a domain characterized by boundless criminal 

activities that affect many different business units and functions, but especially so in 

the financial services sector.  As one of our colleagues is fond of saying, “criminals go 

where the money is, and that’s the financial services sector.”  Lagazio, Sherif, and 

Cushman (2014) focus on this phenomenon in the financial sector. They provide a 

definition of cybercrime as “all cyber activities that support crime in any of its aspects, 

while also emphasizing how the Internet has transformed traditional crimes and grown 

them to a much larger scale.”   

The financial industry is multifaceted, and the banking sector, in particular, is one of the 

most tempting and recurring targets for cybercriminals. According to a Bitdefender 

survey of over 118 companies, 47.5% of financial institutions were breached in 2018, 

and 58.5% have experienced an advanced attack or seen signs of suspicious behavior 

in their infrastructure (Pascu 2018). In one of the most notorious cybersecurity 

incidents, JPMorgan Chase, one of the world's biggest banks, was the victim of a cyber-

attack that compromised the data of approximately 76 million households and 7 million 

small businesses (SilverGreenberg et al. 2014).  Thus, as banks increase the use of 
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digital services, such as Internet and mobile banking, the number of threats aimed at 

assets and customers' personal information increases.  But managers can play a role 

in reducing the vulnerabilities at their bank by building a culture of cybersecurity.  

With appropriate behaviors, principles, values, norms, and skills, organizations can 

greatly minimize their chances of suffering severe cyber-attacks. To explain how this 

approach can be applied in practice, we describe how Banca Popolare di Sondrio (BPS) 

has created a culture of cybersecurity, which improved the organization’s ability to 

guard against cyber threats.  This paper helps add to the literature on cybersecurity 

practice in three ways. First, it provides an example of how an organization created this 

type of culture and highlights cybersecurity practices within a real-life context of an 

Italian bank. Second, it examines the ways in which security and trust work together to 

build a holistic approach to cybersecurity. Finally, it offers an in-depth analysis of 

sample cybersecurity metrics used by one organization to determine factors leading to 

the success of an organization’s cybersecurity.  

2.0 Cybersecurity Culture  

Culture is central to all aspects of organizational life, even in organizations where 

cultural values seem to receive little attention.  An organization’s culture is the unwritten 

rules that guide the behaviors of all team members.  The way executives and 

employees think, feel, evaluate, and act is guided by values, attitudes, and beliefs which 

make up the culture and is shared across organizational units. Analyzing the culture of 

an organization means assessing the organization’s structure, management choices, 

strategic goals, and employee conduct. Furthermore, since culture is often created and 

managed by the leaders of an organization, culture and leadership are two sides of the 

same coin.  According to Schein (1985), the most important task of the leader consists 

of creating the company culture. Consequently, knowing how to manage the culture is 

an essential talent for a leader.   

Schein (1985) defined organizational culture in the following way:  

“A pattern of shared basic assumptions that a group learns as it solves 

its problems of external adaptation and internal integration, that has 

worked well enough to be considered valid and, therefore, to be taught 

to new members as the correct way to perceive, think and feel in relation 

to those problems.”  

Here, Schein’s foundational work underpins much of what is known about 

organizational culture. For example, several scholars, such as Kreps (1990) and Van 
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de Steen (2010), built their theories around Schein’s work. Kreps views culture as an 

adaptive environment that changes according to various unforeseen contingencies 

(Kreps 1990). Van de Steen, instead, proposes an interpretation of Schein’s definition 

which focuses on the processes that determine the creation of a homogeneous 

organizational culture (Van de Steen 2010). Organizational culture is hard to define but 

the majority of theorists and investigators (Beckhard 1969; Crémer 1993; Martinez et 

al. 2015) agree that it is an important tool for achieving company objectives.  

While these theories can be applied to all types of organizations and cultures, according 

to Huang and Pearlson (2019), the concept of cybersecurity culture requires additional 

analysis of both the components that form the culture and the factors that influence the 

culture:  

“Organizational cybersecurity culture is the beliefs, values, and attitudes 

in the organization that drive cyber-secure behaviors. These beliefs, 

values, and attitudes are influenced by both external factors outside of 

the organization and by mechanisms and actions managers can take 

inside the organization.”  

The case study described in this paper used this definition to study cybersecurity 

culture.  Huang and Pearlson (2019) describe a cultural system that links employee 

behavior to culture and the managerial and external factors that influence culture 

(Figure 1).  Culture and managerial mechanisms are reciprocally influenced. Likewise, 

behaviors and culture have a bidirectional relationship. Managers have control over a 

number of factors that influence culture, but external influences outside of the 

manager’s direct control, such as national or regional culture, industrial sector 

regulations, and activities of peer organizations also have a direct impact on the culture.  

 
Figure 1. Huang and Pearlson Model of Cybersecurity Culture 



75 
 

3.0 Case Study  

To illustrate the components of the model described in the previous section, we 

conducted a case study of an Italian bank, Banca Popolare di Sondrio.  We collected 

the data for this case study through in-depth interviews with C-suite members, including 

the CIO and the CISO, and employees from different areas, including marketing and 

audit. Additionally, we used information from publicly available resources about the 

bank.  In the following sections, we describe the case study, starting with the regulatory 

and organizational context in which BPS operated.  We continue by illustrating the 

components of their cybersecurity culture using examples and stories. Then we present 

an overview of the role of trust within the Bank. Finally, we outline some of the 

cybersecurity metrics they used to ensure the efficiency of their cybersecurity and 

business functions.  

4.0 Background: Banking Industry  

Banks are subject to some of the highest standards available for cybersecurity.  Banks 

control the flow of money in every sector and hold individual and company financial 

assets.  Managers and individuals expect their bank to keep their money safe, and 

banks spend significant resources on physical, and now cyber, security to live up to this 

expectation. Security is not just a business feature of a bank; it is a competitive 

necessity.  No client would trust a bank that was not secure and in many real cases, 

the fall of a bank would have major consequences not only for those whose assets 

were under the care of the fallen bank, but potentially to the entire financial network.  

Keeping banks secure is both a managerial and a governmental priority.  

Governments and regulators understand the implications of security breaches and 

have set up some of the most stringent cybersecurity-related rules and regulations for 

financial services organizations. In Europe, the Network and Information Security 

Directive (NIS-D) was one of the most important steps taken by the European Union to 

strengthen cybersecurity and establish rules for critical service providers including 

banking and financial infrastructures. Another impactful regulation was the second 

Payment Services Directive (PSD2), which specifically focused on financial services by 

introducing security requirements to regulate payment services throughout the 

European Union. A more widely applied regulation, the General Data Protection 

Regulation (GDPR), not only set up guidelines, but specify consequences and fines for 

noncompliance.  This has been a catalyst for cybersecurity measures for all industries, 

including banks, who have modified their business activities in order to comply. These 
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regulations require banks to take action, such as measuring and tracing cyber events, 

defining processes and audits, classifying events, and monitoring parameters that 

exceed certain thresholds. Generally, these activities involve a series of dialogues 

between banks and supervisory authorities. For example, the ECB (European Central 

Bank), the Bank of Italy, and the Data Protection Authority have key roles in ensuring 

that supervised banks effectively address cyber risks for Italian banks.  

Italy-based Banca Popolare di Sondrio (BPS) is an Italian bank subject to these 

regulatory and supervisory systems. Founded in 1871 as a small bank in the Italian 

Alps, BPS has grown significantly.  In 2018 BPS employed more than 2,700 people and 

had more than 340 branches in Italy and Switzerland. BPS services a wide range of 

customers, including families, professionals, small and large companies, and public 

institutions, according to their website.  Services also cover a wide variety of banking, 

financial, and insurance services and promote prestigious cultural initiatives. BPS 

conducts its business following three fundamental values: customer-centricity, trust, 

and efficiency. Their business model operationalized these values by keeping a “local 

bank feel.” In 2018 they remained committed to the principles of local banking, despite 

having grown into a large organization with many clients.  

Milo Gusmeroli, Vice President and Chief Information Officer (CIO) at Banca Popolare 

di Sondrio, was charged with driving significant transformation of the bank’s business 

operations. In 2018, his top priorities included enhancing cybersecurity defenses, 

implementing new business models, and dealing with new regulatory requirements.  

In order to accomplish some of his strategic objectives, Milo relied upon the bank’s 

Chief Information Security Officer (CISO), Giampiero Raschetti, and internal auditor 

Sergio Tagni for support and risk evaluation. The rapidly evolving nature of cyber 

threats meant that Giampiero and Sergio had a number of key cybersecurity 

responsibilities, including responding to breaches, ensuring the effectiveness of 

cybersecurity controls, and assessing cybersecurity risk.  

Milo’s leadership style incorporated a holistic approach to managing his organization. 

He believed his role was to articulate a clear vision about managing cybersecurity to 

every business unit within the bank. His vision was that cybersecurity was everyone’s 

responsibility.  To ensure his organization was as cyber resilient as possible, he wanted 

all bank employees to share this vision and make it an essential part of their daily 

working activities.  The bank invested a significant amount of time and resources to 

build a cybersecure infrastructure. Achieving increased resilience, however, required 
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Milo and his colleagues to build a culture in which every employee took responsibility 

for reducing cyber risk, promoting teamwork, and creating a cybersecurity mentality.   

5.0 Building a Culture of Cybersecurity at the BPS  

The senior leader responsible for developing a cybersecurity culture was Milo himself, 

in his role as the CIO.  Five core factors were the basis for their cybersecurity culture:  

responsibility, motivation, individual participation, CIA-approach, and change 

management.  

6.0 Responsibility  

Since cybersecurity impacted every aspect of the bank’s supply-chain, each team, from 

executive management to internal audit and frontline employees, had responsibility for 

aspects of cyber defense. As shown in Fig.2, responsibility for cybersecurity was 

distributed among four major organizational levels: senior-level executives, security 

executives, general managers, and general employees.  

  
Figure 2. Levels of Cybersecurity Responsibility 

This distribution ensured that the defined roles and competencies were appropriate for 

each organizational level. At the highest organizational level, executives were 

responsible for the management, implementation, and applicability of technologies as 

well as setting policies and practices for employee behaviors. Security executives were 

responsible for security management and governance. Security management meant 

managing multiple layers of security, also called defense-in-depth, as shown in Fig. 3. 

Security professionals also provided guidance on organizational activities that would 

influence the cybersecurity values, attitudes, and beliefs of employees.  
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Defense in Depth:  Layers of Security  

Categories  Examples  

Security vulnerabilities and risks   Assessing vulnerabilities, evaluating the level 
of risk associated with each vulnerability  

Front management security  Managing customer issues, reporting cyber 
activities  

Logical security   Password access, authentication activities  

Operational security   Identifying potential threats, analyzing, and 
monitoring online behaviors  

Application development security   Testing, implementation activities  

Security incident management  Identifying incidents, managing escalations  

Security defense management   Assessing defense capabilities, enhancing 
operational preparation  

Figure 3. Security Layers at Banca Popolare di Sondrio 

Looking at security management through the lens of these layers gave executives a 

way to better evaluate issues. The CISO, for example, was the executive with 

responsibility over all of these layers. That gave him significant influence over the 

allocation and management of technology resources to ensure secure operations. 

General managers within the bank had a key role in ensuring that team members were 

able to understand organizational cybersecurity objectives and long- and short-term 

consequences. This layer helped individual employees do the right thing at the right 

time to help keep the organization secure and held individuals accountable for their 

behaviors.  Barbara Martinelli, an employee in the marketing area, shared a story about 

her experience working in a team tasked with finding a way to distribute products via 

third-party platforms. She commented,  

“The marketing team’s business idea was to allow our customers to access 

third-party sites from their home banking page to learn more about the 

bank's products. However, when we started discussing this solution with 

the IT department, this idea didn’t seem viable because of data security 

issues associated with procedures such as our registration processes 

where issues such as credential management, data transfer systems, 

standards, and certificate management could compromise security.  This 

was a new perspective for us.  Our marketing team joined with our IT 

department on this project, and that made it possible to understand needs 

and find a compromise.”  

Finally, general employees were responsible for cybersecurity awareness and alerting 

managers if they saw something suspicious. Because employees used the bank’s 

systems every day, Giampiero believed they had an essential role in ensuring security.  
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7.0 Motivation  

Because employees represented a fundamental line of cyber defense, executives were 

often focused on keeping people motivated to behave in ways that promoted stronger 

cybersecurity regardless of their background and role. Employees were motivated to 

report suspicious emails and behaviors because they wanted to play an important part 

in keeping customers satisfied and safe. In addition, they felt empowered to do 

something to keep the bank secure, and that motived them to action.   

There were many ways employees could help keep the organization safe. Reporting 

anomalies was one of the most common activities that employees did to keep the bank 

cyber-safe. Employees had two dedicated e-mail addresses they could use to report 

any type of problem (for example, they could report a suspicious email or anomalous 

user behaviors). These sensitized and empowered frontline employees who received 

emails and other messages from customers and others outside the Bank.  

8.0 Individual participation  

Individuals were empowered to take action.  Managers coached them and the security 

professionals encouraged and provided guidance on what individual employees could 

do.  For example, if an attack or identity/data theft occurred, employees cooperated by 

sharing information and internal knowledge.  Everyone felt they had a clear 

understanding of their role in creating a cybersecurity culture. Employees knew that 

making the bank cyber secure was a collective challenge and they willingly participated.  

9.0 The Confidentiality-Integrity-Availability (CIA)-based approach  

Trained employees with the appropriate credentials carefully managed customers’ 

information, such as their financial needs or asset situation. Part of the training for these 

employees was based on the well-known cybersecurity principles of confidentiality, 

integrity, and availability (also known as the CIA Triad Model) (Agarwal and Agarwal 

2011).  Part of the CISO’s strategy was incorporating these principles into the Bank’s 

cybersecurity culture. According to Giampiero, all three of the CIA components were 

required to ensure that the right people accessed customer information (confidentiality), 

that the bank had appropriate processes in place to test the accuracy of information 

(integrity), and that the bank prevented any loss of data (availability).  
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10.0 Change management  

Advancements in digital technologies and new regulations led to transformations in how 

the bank operated and how employees did their work. The introduction of GDPR, for 

instance, forced employees to pay more attention to how they handled sensitive 

customer information.  However, like many, bank employees often resisted change 

unless they were part of the process to create the change.  Making sure employees did 

what was necessary for both business and cybersecurity objectives was a primary 

responsibility of both the CIO and the CISO.  For example, BPS leaders placed 

restrictions on accessing social networks, such as Facebook, for security and 

productivity reasons.  As expected, some employees resisted this change.  In some 

cases, such as marketing, team members used these sites to reaching customers, and 

their work was impacted by the restriction. Others were simply unhappy to no longer 

have this access during their workday.  Simply banning access to social networks may 

have been good for security reasons but managers were forced to be more thoughtful 

in their change management plans to find creative solutions to keep team members 

productive.   

11.0 The Role of Trust at the Banca Popolare di Sondrio  

No bank can succeed without the trust of its customers. If building and maintaining trust 

were fundamental to BPS’s strategy, a cybersecurity breach would undermine it. BPS 

executives understood this and worked hard to be trustworthy. In particular, the Bank 

built trust on three levels, as shown in Figure 4.  

 

Figure 4. Level of trust 
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12.0 Organization and Security Strategy  

Banks need to provide a secure place to manage money and assets on their customers’ 

behalf.  The first level of trust was to build trust in the bank’s organization and security 

strategy.  Milo believed that the essential elements of trust and security went hand-in-

hand. Milo explained,   

  

“Nobody would trust a bank that is not secure. Therefore, trust and security 

represent two essential elements that are often intertwined. Whether it is a 

cybersecurity issue or physical security threat, the most important thing is 

providing guarantees in terms of agility, speed, and user experience. For 

example, customers are more willing to take extra steps to access their 

online account if it means minimizing the possibility of a cyber-attack and 

losing their money.”  

13.0 Bank Reputation  

The second level of trust was based on the bank’s reputation, and the expectation 

set to ensure operations and maintain its essential functions over time.  To achieve this, 

leaders were forced to accept that guaranteeing 100% secure operations was 

impossible.  Building the bank’s reputation was based, in part, on how the bank 

responded to incidents.  Milo shared one story:  

“A customer once reported that his cash card became non-operational after 

typing the PIN number on the automatic teller machine (ATM) screen. We 

immediately suspected something was wrong. As a consequence, the bank 

immediately stopped the machine from operating and prevented other 

customers from using it. In addition, they monitored and blocked all the PIN 

numbers that had been used at this ATM during the past half an hour. When 

we dug deeper into the machines’ logs, we noticed that these machines 

were operative during particularly unusual periods, and we found evidence 

of a partition used by third parties to monitor memory activity/usage. We 

diagnosed that this was actually a cloning activity, and some information 

may have been compromised. We were able to contain this issue before 

any damage was done. But if this happened again, trust and reputation 

would suffer, and customers might lose confidence in the bank’s ability to 

keep their financial information secure.” 

14.0 Customer Expectations and Relationships  
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The third level of trust was to build customer trust in the bank’s brand through 

improving customer relationships. Executives at the BPS thought of trust as the basis 

of any interaction between employees and customers.  Translating the bank’s cultural 

values, such as transparency, into activities that customers could see, such as sharing 

information, was one way BPS managed expectations and customer relationships.  

Giampiero shared his perspective on customer trust,  

“Trust begins when customers entrust the bank to keep their savings and 

increases over the years.  Trust is built through attentiveness, preparation, 

and speed of answer. Additionally, the fact that the bank is aligned with 

regulatory systems provides customers with guarantees.”  

Measuring Cybersecurity: How Do They Know They Are Secure?  

When the European Central Bank (ECB) released a self-assessment questionnaire in 

2015, the CISO and his team used this opportunity to discuss the importance of 

measuring security. One question, “What is the degree of maturity of your security 

systems?”, caused them to reevaluate the way they thought about cybersecurity 

management. Giampiero believed the best way to answer this question was to use a 

reference model, which provided different levels of maturity and a language for 

discussing cybersecurity management, to make a comparison.  They chose the NIST 

framework as a way to assess, measure, and benchmark their security level (National 

Institute of Standards, 2019).  Bank leaders decided to use this framework further as a 

tool to analyze the security maturity of their suppliers, and to evaluate other critical 

security points in their business ecosystem. This approach became their starting point 

for creating metrics for cybersecurity and vulnerability management.  

15.0 Measuring and Assessing the Impact of Vulnerabilities and Incidents  

The CISO and the CIO measured the performance and effectiveness of the bank’s 

vulnerabilities in a number of ways. For example, they performed a periodic analysis of 

risk factors in their systems. These analyses enabled IT specialists to consider the 

potential effects that cybersecurity risks could have on the bank's objectives and what 

was required to manage or mitigate them. This type of analysis was done by both audit 

experts and penetration testing experts to get a more well-rounded image of risk 

factors.   One risk factor was how frequently and effectively system patches were 

applied. While system patches were a frequent occurrence and difficult to keep current, 

patches increased the security and reduced or eliminated a vulnerability in a system. 

Giampiero explained the importance of a robust patching process:  
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“Updating patches of the most vulnerable applications may prevent 

potential attacks. Failure to update means being exposed to risks and 

therefore being more vulnerable.”  

Other metrics analyzed cybersecurity incidents and system malfunctions. These were 

among the most useful measures used by bank leaders. A sophisticated incident 

management system based on the concept of “analysis by process” was used to 

monitor the layered IT infrastructure. The analysis began with an initial assessment of 

the actual and potential cybersecurity incidents that impacted bank processes and 

services. This assessment was then followed by a deeper evaluation of the Bank’s 

infrastructure and the behaviors of their team members, if necessary.  Incidents were 

analyzed and classified, increasing the quality of data and allowing security experts to 

identify and predict trends. Predicting peaks or troughs associated with these 

categories allowed leaders to more effectively plan cybersecurity improvements and to 

keep managers and general employees vigilant and aware of potential threats.  

When communicating with their Board of Directors, cybersecurity leaders found that 

periodic (quarterly) analysis of cybersecurity information was useful. The board was 

briefed on metrics about incidents, cyber events, threat evolution, countermeasures, 

organizational behaviors and tracking procedures as a way to assist with risk 

management. They used these metrics to for strategic planning and evaluating IT 

operations.  

16.0 Measuring the Success of Cybersecurity Culture Initiatives  

The CIO and CISO continued to work on the best ways to answer the question “how 

secure are we?” using their standard business frameworks such as the balanced 

scorecard and business relationship management metrics.  But a key component to 

answering this question was to find a way to measure the success of cybersecurity 

culture initiatives. The reports focused on the most problematic applications and 

systems, giving Giampiero insight into where to spend resources to increase security.  

In addition, the bank observed trends over time, and these gave indications of the 

success of the cybersecurity culture initiatives.  Giampiero explained:  

“The easiest way to measure success of our cybersecurity plans was to 

measure the results of our processes, the number and impact of incidents, 

and the way we manage fraud.  Fraud management means analyzing the 

number of fraud incidents, ways we have contained and controlled them, 

and the interventions we have done.  Interventions are identified by 
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comparing and contrasting before and after states, to understand what the 

impact has been, and then creating mechanisms to address them.  We then 

report out how the fraud occurred, how we recognized it, what indicators 

were used, and what mechanisms we used to mitigate it. We can then 

assess the success/failure metrics, and this indicates effectiveness of the 

Bank’s interventions.  This all becomes part of our cybersecurity incident 

reports.” 

Multiple assessments and methods were used to track the maturity of the Bank’s 

cybersecurity culture over time to ensure strategic goals and regulations' requirements 

were met. Using traditional management tools such as ongoing planning, reviewing, 

monitoring, auditing, and information sharing, at all levels of the bank, highlighted the 

continuing cybersecure behaviors of employees and encouraged leaders that their 

initiatives were working. 

17.0 Discussion and Conclusion  

Executives at Banca Popolare di Sondrio (BPS), like every bank in the financial sector, 

noticed increased cybercriminal activity as they increased their use of digital services.  

In response, executives made cybersecurity a strategic priority. However, leaders faced 

challenges in deciding on what to prioritize and how to properly deploy resources. 

Building a culture of cybersecurity in which each employee of the bank knew what to 

do to keep the Bank’s information and systems secure was fundamental to their plan.    

At the end of 2018, the initiatives to increase cybersecure behaviors seemed to be 

working at BPS. However, there was still work to be done.  The toughest challenge 

facing the leadership team continued to be managing change, in particular, how to help 

employees understand the value and importance of introducing new cybersecurity 

policies. Executives were working on ways to strengthen collaboration between their 

employees and their leaders, and constantly seeking ways to increase awareness of 

the need to be secure.  

This case study presents an important example for managers to utilize in building their 

organization’s cybersecurity culture and suggests ways to define objectives of 

investments to create cybersecurity culture program. For example, one of the key 

outcomes that emerged from this research is that, in order to build an effective 

cybersecurity culture, it is necessary to influence people and create a solid and effective 

human firewall. To achieve this goal, BPS focused on the following:  
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• Creating a network of technical employees to assist all teams with learning more 

about cybersecurity and motivating them to exhibit the right behaviors;  

• Implementing consequence management, which involved regularly reinforcing 

cybersecurity behaviors and holding people accountable to expectations;  

• Implementing mechanisms for building and retaining trust.  

Another important consideration is that cybersecurity and business issues were treated 

in a unified manner at BPS. The alignment between business needs and cybersecurity 

needs evolved over time. For example, the role of the CISO evolved from being focused 

solely on the security structure of the organization to supporting a holistic approach. He 

gradually embraced two main functions: the first was to look after cybersecurity 

projects, the second was new, and included strategy, policy, and governance, as well 

as cooperating and interacting with external regulators. This sent a clear signal 

throughout the Bank’s units that cybersecurity is not at odds with business, but enables 

it, and should be viewed as an important business responsibility.  

BPS, like all banks and like many other organizations, needed to be sure every 

employee was an active, integral part of their cybersecurity defenses.  Building a 

cybersecurity culture was the primary approach their executives used to drive values, 

attitudes and beliefs in the importance of security as part of just being employed by 

BPS. Other organizations can use this case to drive similar behaviors in their 

organization. ∎ 

Paragraph 17.0 marks the conclusion of the Working Paper “A Survey on Cyber-

Insurance.” The references related to this paper are listed in Appendix 5: References 

(A Culture of Cybersecurity at Banca Popolare di Sondrio). 

Project developments derived from this paper are listed in Appendix 2: Outputs that 

support Project Two. 

2.1.2.3 Methodology and rationale 

The first method used in this project included Document Review to survey scholarly sources 

on cybersecurity culture. However, considering the need to cover a limited body of literature, 

it was necessary to conduct a Rapid Review, a sub-category of the Document Review 

methodology. Under this approach, information was generated in the form of knowledge 

synthesis (Tricco et al., 2015). Therefore, this process was targeted to the acquisition of 

concepts, models, and frameworks related to culture and cybersecurity culture.  
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This method helped examine condensed details that were then used to perform Case Study 

Research. The Case Study procedure was appropriate, given the interest in understanding 

how a real organization shaped cybersecurity culture. This methodology was carried out in 

four steps, each of which corresponded to the collection of different types of data (produced 

and collected over one year). Figure 9 shows the relationship between steps and data 

produced in each step. 

 

Figure 9: Cybersecurity culture methodology (Project 2) 

• The first step involved the acquisition of secondary data from the analysis of Document 

Review. In particular, it included the extraction of hypotheses, quotes, and practices 

deemed useful for developing interviews.  

• The second step included interview preparation. The type of data gathered as part of 

this step was composed of the documents, communications, and materials that 

participants received as part of their participation (e.g., consent forms, invitation letters, 

emails, and interview schedule).  

• The third step involved producing an interview protocol and evaluating the information 

collected during five rounds of semi-structured interviews, which reflected the concepts 

identified in the first phase of the project. Specifically, these interviews explored the 

Bank's practices and the strategies used by the BPS leaders to promote cybersecurity 

culture. Participants were chosen on purposive criteria with the aim of garnering a 

sample that exemplifies the application of cybersecurity culture in different 

organizational areas. Interviewees included the Bank’s C-suite members and staff from 

various departments. Figure 10 shows the correlation between participants and 

interview rounds.  
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Figure 10: Correlation between participants and interview rounds (Project 2) 

The first round of interviews aimed to gather information about the Bank’s Chief 

Information Officer (CIO)13's views and experiences concerning the organization's 

background and cybersecurity structure. 

The second and third rounds involved interviews with the Chief Information Security 

Officer (CISO)14. These interviews aimed to capture information about cybersecurity 

behaviors and organizational mechanisms. In addition, meetings with these executives 

offered insight into leadership and strategy styles.  

 

Interviews with the marketing and auditing department staff were conducted in the 

fourth and fifth rounds, respectively. The main focus of these final sessions was to 

acquire an employee perspective of culture.  

All interviews were conducted at one of two weeks intervals. In some cases, 

interviewees participated in follow-up sessions to answer supplementary questions.  

• Finally, the research produced a case study using secondary data that were initially 

collected as part of the evaluation of interviews. This case study was structured 

according to the level of responsibility in the organization, the level of trust, and the 

metrics used to assess cybersecurity culture performance. 

 
13 The CIO's main role is to ensure that systems and data are accessible and open to those who need 
them. 
14 The CISO’s main role involves developing and maintaining a cybersecurity plan and ensuring the 
security of digital assets. 
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2.1.2.4 Impact 

The academic impact of this project is illustrated in Figure 11. This graph15 shows the links 

between prior and posterior seminal papers on culture (published from 1990 to 2020). To 

simplify the impact analysis, the graph is based on the main project output, the paper entitled 

"A Culture of Cybersecurity at Banca Popolare di Sondrio" (Marotta and Pearlson, 2019a). 

 

Figure 11: Impact (Project 2) 

Each circle represents a paper that is associated with the cybersecurity culture project to some 

extent. Similar articles are grouped together and linked by darker connecting lines (clusters). 

For example, Carrillo (1999), Steen (2010a), and Thakor (Thakor, 2020) belong to the same 

cluster as they discussed similar topics, such as cultural changes and management of 

corporate culture (issues discussed in the project as well). 

Papers with a low degree of connection are represented farther away in the graph and 

clustered in smaller sections.  

Finally, articles with higher relevance in the cybersecurity culture field are represented as 

bigger circles, and newer articles are shown in a darker color.  

 
15 Refer to the previous section for details on the explanation of the graph structure 
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The impact analysis shows that this project represented one of the few works focusing on 

cybersecurity culture as a transversal function16. Most of the previous studies on the topic 

presented culture as a sub-component of a "layered" organization in which security is only a 

peripheral or overlapping component. However, it is important to note that they also 

recognized the value of culture and elaborated relevant theories that were critical to 

understanding cybersecurity culture. For example, Van den Steen (2010b) argued that an 

organization’s culture is highly influenced by the founder’s values and beliefs and previous 

experiences. He also indicated that "organizations with high employee involvement have the 

most homogenous beliefs" (Van den Steen, 2010a). Influence and involvement are thoroughly 

addressed in this project and represent two of the cornerstones of a cybersecurity culture. The 

works presented by Van den Steen and other precedent papers relating to culture are listed 

in Table 4. This collection includes 16 articles (published between 1990 and 2018) that have 

been relevant to this project.  

Table 4: Prior Papers (Project 2) 

Prior Papers 

Title Citation Authors Year 

Does Risk Culture Pay? Evidence 

from European Banks 
(Bianchi et al., 2018) 

N. Bianchi, A. Carretta, V. 

Farina, F. Fiordelisi 
2018 

Corporate Culture and Mergers and 

Acquisitions: Evidence from Machine 

Learning 

(Li et al., 2018) 
K. Li, F. Mai, R. Shen, R., 

X.Yan,  
2018 

Bank culture 
(Song and Thakor, 

2017) 
F., Song, A.V. Thakor 2017 

Ethical Standards and Cultural 

Assimilation in Financial Services 

(Morrison and 

Thanassoulis, 2017) 

A.D. Morrison, J. 

Thanassoulis 
2017 

The Value of Corporate Culture 
(Guiso, Sapienza and 

Zingales, 2015) 

L. Guiso, P. Sapienza, L. 

Zingales 
2015 

Corporate culture and identity 

investment in an industry equilibrium 

(Hiller and Verdier, 

2014) 
V. Hiller, T.A. Verdier 2014 

Culture Clash: The Costs and 

Benefits of Homogeneity 

(Van den Steen, 

2010a) 
E. Van den Steen 2010 

On the Origin of Shared Beliefs (and 

Corporate Culture) 

(Van den Steen, 

2010b) 
E. Van den Steen 2010 

Competing Values Leadership: 

Creating Value in Organizations 

(Cameron et al., 

2006) 

K. S., Cameron, R. E. 

Quinn, J. DeGraff, A. V. 

Thakor 

2006 

Social Capital, Corporate Culture, 

and Incentive Intensity 

(Rob and Zemsky, 

2002) 
R. Rob, P.  Zemsky 2002 

 
16 This definition refers to a type of culture that links all facets of organizational life. 
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On the strength of corporate cultures 
(Carrillo and Gromb, 

1999) 
J.D. Carrillo, D. Gromb 1999 

Corporate Culture and Shared 

Knowledge 
(CRÉMER, 1993) J. Crémer 1993 

Corporate Culture and Performance 
(Kotter and Heskett, 

1992) 
L. James, J. Heskett  1992 

Corporate culture and economic 

theory 
(Kreps, 2011) D.M. Kreps 

1990 (print 

publication 

year) 

 

Despite being a relatively recent project, some scholars found the BPS case study to be helpful 

in bringing new perspectives to the field of cybersecurity. For example, Vrhovec et al. (2020) 

used the case as part of their study on the evaluation of real-world research methods in 

cybersecurity. Other authors discussed the topic of culture in the banking sector. Thakor 

(2020), for instance, "examined the roles of ethics, culture, and higher purpose in the conduct 

of corporate governance in banking." Table 5 lists these and some of the other seminal works 

that have originated posteriorly to the main outcome of this project (Marotta and Pearlson, 

2019a). 

Table 5: Posterior Papers (Project 2) 

Posterior Papers 

Title Citation Authors Year 

Ethics, Culture and Higher Purpose in Banking: 

Post-Crisis Governance Developments 
(Thakor, 2020) Thakor, A.V. 2020 

Disagreement-Induced CEO Turnover 
(Huang, Maharjan and 

Thakor, 2020) 

Huang, S., Maharjan, J., 

Thakor, A.V 
2020 

Evaluating case study and action research 

reports: Real-world research in cybersecurity 

 

(Vrhovec et al., 2020) 

 

Vrhovec, S., Jelovčan, L., 

Fujs, D., Mihelic, A. 
2020 

The project also had a practical impact as it provided recommendations for the Bank and 

similar organizations; it helped broaden the Bank's experience to understand cybersecurity 

culture and its components.  

Even though the Bank's culture was already strongly focused on cybersecurity, there was still 

work to be done. For example, the toughest challenge facing the Bank's leadership team was 

managing change. In particular, the CIO was struggling to help employees understand the 

value and potential of introducing new cybersecurity initiatives. Therefore, this work helped 

the CIO of the Bank to be more successful at communicating the business value of information 

security and at linking the strategy with execution. In addition, they worked on ways to 

https://www.researchgate.net/profile/Simon-Vrhovec
https://www.researchgate.net/profile/Luka-Jelovcan
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strengthen trust between employees and leaders and increased collaboration. After 

developing the project's case study, the CIO also changed his approach to creating a more 

flexible IT infrastructure. Examples include the development of new measurement and 

management components to support cybersecurity governance and the critical aspect of 

alignment of cybersecurity to the business goals. This project also served as a reference 

model for other organizations that have started using this case to drive similar behaviors in 

their organization. 

Regulations were one of the main factors shaping the Bank's organizational culture. For 

example, during an interview, the bank's CISO revealed that BPS acknowledged the positive 

impact that ISO 2700117 compliance had on their cultural growth. The Bank adopted the 

standard in 2006 and had the opportunity to measure and monitor its effectiveness for over 

15 years. The initial phase in the certification procedure involved comparing the standard's 

control mechanisms with those existing in their internal organizational structure and identifying 

major areas for improvement. For example, incident management, security policy 

development, risk analysis, and network monitoring were among the areas requiring 

substantial intervention. These assessments resulted in the development of an Information 

Security Management System (ISMS)18, which the organization progressively incorporated 

into their culture; from employee selection and training to disaster recovery management, BPS 

implemented the principle of security by default throughout the organization and increased 

security awareness. Therefore, following the changes made to comply with ISO27001, the 

Bank embarked on a path of cultural growth that included the following cultural milestones: 

• Managing and balancing risk holistically. The ISO27001 standard required the 

development of comprehensive risk assessment and treatment procedures. This 

requirement pushed the Bank to adopt new risk metrics and evaluate the impact of risk 

on the entire organization. Over time, the adoption of holistic risk management 

practices turned into a long-term objective for BPS, which resulted in a consistent "risk 

culture." 

• Ensuring skill development and defining clear responsibilities. The ISO 27001 

standard promoted awareness about the dangers of cyberattacks and required a 

proactive attitude towards security threats. As a result, BPS invested significantly in 

improving cybersecurity skills and defining clear responsibilities to mitigate future risks. 

 
17 ISO/IEC 27001:2013 (commonly known as ISO27001) is an international standard for information 
security. It defines the requirements for an Information Security Management System (ISMS) (ISO, 
2021).  
18 An ISMS is a set of policies and procedures that are used to manage security and risks in a 
systematic manner (ISO, 2021). 
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Consequently, employee participation grew significantly, and cybersecurity became 

integral to the business mission. 

• Guaranteeing compliance with the latest regulations. Compliance with ISO27001 

became a significant advantage, especially when specific or sectoral regulations 

gradually began requiring more stringent cybersecurity controls. For example, when 

the Second Payment Services Directive (PSD2) and the General Data Protection 

Regulation (GDPR) came into force, the Bank had to make considerable changes to 

their systems to guarantee the security and protection of personal data. Given its 

comprehensive framework, ISO27001 enabled BPS to quickly comply with these new 

regulations. 

Therefore, given this project’s focus on the regulatory side of culture, a third project was 

developed to investigate the role of compliance in influencing cybersecurity in organizations 

(Project 3: Compliance vs. Security). This research included an in-depth analysis and case 

studies to further understand the dynamics of compliance and the interrelationships between 

compliance and cybersecurity. 

2.1.3 Project 3: Compliance vs. Security 

2.1.3.1 Description 

The relationship between regulatory compliance and cybersecurity is often a source of 

concern for many organizations – from the challenges faced by organizations with varying 

maturity levels to the complexities of operating in varied cultural and geographical 

environments.  

This project aimed to understand this interplay from a cybersecurity perspective (Marotta and 

Madnick, 2020a, 2021f, 2021b). To achieve this goal, the preliminary work involved a 

theoretical and practical analysis of potential scenarios of compliance successes (compliance 

helps security) and failures (compliance hinders security) (Madnick et al., 2020). This 

examination helped produce hypotheses concerning the causes of the examined situations. 

One hypothesis, for example, suggested that if an organization's maturity level is very low, 

compliance might significantly improve the organization's security posture (Marotta and 

Madnick, 2021f). Due to the complexity of the issues addressed in these hypotheses, the 

completion of the project was achieved through a combination of individual investigations:  

First, it examined the interplay between compliance and cybersecurity through a 

multidisciplinary structured literature review of roughly 100 publications, which laid the 

foundation for moving from a general definition of compliance to the current concept of 

compliance with cybersecurity (Marotta and Madnick, 2020b, 2021e). This investigation also 
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involved two comparisons, one between worker safety compliance and cybersecurity 

compliance and one related to cybersecurity compliance in different sectors (Marotta and 

Madnick, 2021). 

The second investigation evaluated cybersecurity compliance through a series of corporate 

and government interviews to affirm, refute, and refine the initial hypotheses (Marotta and 

Madnick, 2020c). The approaches and situations that emerged during interviews with experts 

in the field (conducted over one year) served as the basis for developing eight case studies 

(Marotta and Madnick 2021). These works reflected the real-world perspective of a diverse 

group of stakeholders operating in various cybersecurity compliance environments and 

geographical locations. In particular, these cases were developed to identify the 

circumstances under which compliance issues occur and which areas are affected. Results 

from the cases revealed significant regulatory and organizational issues impacting the 

relationship between compliance and cybersecurity (Marotta and Madnick, 2021b). Some of 

them included cultural, regulatory, financial, and technical factors.  

These aspects were the subject of the analysis performed in a third investigation to examine 

different compliance environments (Marotta and Madnick, 2021c). The similarities and 

differences that emerged from this assessment resulted in lessons learned and 

recommendations for improving cybersecurity and compliance functions. Additionally, project 

findings were used to assess compliance and security challenges in specific regulations, such 

as European regulations relating to the protection of personal data (Marotta and Madnick, 

2021a). 

To further provide evidence of the studies performed to develop this project, it was deemed 

necessary to incorporate the preliminary output (presented in section 2.1.2.2) related to the 

first investigation described above. This output was published in 2020 in the form of a Working 

Paper (“Analyzing the Interplay Between Regulatory Compliance and Cybersecurity”) as it was 

intended to share initial research advancements and stimulate discussion. As a result, this 

document was used as a supporting material throughout the development of Project 3: 

Compliance vs. Security. 

2.1.3.2 Project publication: Analyzing the Interplay Between Regulatory Compliance 

and Cybersecurity   

The entire textual content of the Working Paper is included below (Marotta and Madnick, 

2020b) 

Analyzing the Interplay Between 
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Regulatory Compliance and Cybersecurity 

Angelica Marotta and Stuart Madnick 

March 2020 

1.0 Introduction 

Over the past decade, cyber threats have increased rapidly. Examples of notable cyber-

attacks include the massive blackout of the Ukrainian power grid in 2015, the Mirai botnet 

of 2016, which brought down many major websites, and the 2017 global ransomware 

attacks (e.g., WannaCry and NotPetya), which impacted governments, hospitals, and 

businesses around the world (Bonakdarpour et al., 2018). In 2019 over 11.4 billion data 

records were breached, an increase from 4.3 billion in 2018. These and many other cyber 

events accentuate the need to regulate cybersecurity practices and activities, and to 

impose penalties and sanctions for violating the regulations. However, relying solely on 

compliance to achieve security protection may not be sufficient since the success of 

cybersecurity operations tends to vary depending on several factors. For example, it may 

depend on how readily an organization facilitates the implementation of regulatory 

requirements or the monitoring capabilities of an organization. Thus, compliance is not 

black and white but rather a matter of a series of components, which may either minimize 

or maximize the impact of compliance on cybersecurity. This study examines the interplay 

between compliance and cybersecurity through a multidisciplinary structured literature 

review of 80 publications. In particular, this research offers three contributions. Firstly, it 

provides an overview of compliance, which shapes the basis for moving from the general 

concept of compliance to the current notion of cybersecurity compliance. Secondly, it 

addresses the results of a comparison between worker safety compliance and 

cybersecurity compliance. Thirdly, it investigates cybersecurity compliance in different 

sectors.   

2.0 Definition and Domains of Compliance  

Compliance is a broad topic, and it is often hard to define as its operational boundaries 

can be varied. The term follows a philosophical tradition involving the belief that people 

lack self-governance ability and, consequently, it is necessary to establish a robust 

governing authority (Foorthuis & Bos, 2011). Today, there is not a generally accepted 

definition, even though many scholars and professionals typically refer to compliance as 

a method for ensuring that specific norms and rules are met (Kharbili et al., 2008). For 

example, according to Wright (2008), “compliance in the true sense of the word entails a 

legal requirement or a standard for context.” Other authors pointed out that adhering to 
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laws and regulations is a way of mitigating potential risks to society and encouraging 

ethical behavior (MacLean and Behnam, 2010; Abdullah, Sadiq & Indulska, 2010).   

Increasingly, compliance has been integrated into the organization’s day to day activities. 

We find it desirable to distinguish between external (regulatory) compliance and internal 

compliance. According to Nawar and Dagam (2015), regulatory compliance involves 

following the rules for a specific industry or field established by an outside authority. 

Internal compliance refers to the procedure of following internal processes and best 

practices established by an organization (Foorthuis, 2012) Unless driven by outside 

parties and particular industry requirements, internal compliance includes adherence to 

policies, protocols, codes, or procedures specific to the organization itself (Lyons, 2016). 

However, arguing that regulatory compliance merely consists of meeting rules and 

regulations limits the notion to the legislative area, omitting related values, such as 

commitment and integrity. The existing literature provides definitions of regulatory 

compliance, although described in a fragmented manner and from different perspectives. 

The following categories, shown in Figure 1, represent some of the most common trends:  

 
Figure 1: Percentage of articles that discuss compliance trends 

3. 0 Compliance as an accountability-enabler   

According to Breaux, Antón, and Spafford (2009), compliance is a tool to hold 

organizations accountable. These authors stated that compliance and accountability are 

intertwined because accountability involves the acceptance and assumption of 

responsibility for complying with regulations. However, being responsible in this context 

does not mean that compliance with the rules is also an act of accountability or that the 

rules themselves are an accountability mechanism. It means establishing enforcement 

procedures and ensuring that everyone is set to a standard expectation when it comes to 

regulations. From a broader perspective, other authors (Romzek & Dubnick, 1987; 
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Compliance as an ongoing process Compliance as an accountability-enabler 

Compliance as a point of transformation Compliance as an assurance function 
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Romzek & Ingraham, 2000) extended this concept to all the participants involved in the 

regulatory chain, from the regulation originator to the regulated party. More specifically, 

they argue that, given the complexity and evolving nature of the regulatory environment, 

it is critically important to integrate the concept of accountability into every step of the 

regulatory process. For example, Scott (2000) suggested a devolved regulatory 

framework to ensure accountability. Lodge (2004) and Mashaw (2006) also discussed 

different methods to improve transparency and accountability in regulatory activities.  More 

recently, May (2007) elaborated these concepts and classified regulatory accountability 

into four types: legal accountability, bureaucratic accountability, professional 

accountability, and political accountability. Each level differs in the unique challenges that 

they pose for ensuring regulatory accountability and contributes to the overall regulatory 

performance (May, 2007, p 8-26).  

4.0 Compliance as an assurance function 

According to Loshin (2010), compliance means “demonstrating that the organization is in 

accordance with defined guidelines.” Being “in accordance,” just like Loshin stated, means 

being in a state of conformity with some established guidelines, specifications, or 

legislation (Kingsbury, 1997; Mushkat, 2009). Other authors claimed that compliance is 

driven by needs to demonstrate adherence to regulation, and, therefore, auditing is 

fundamental in determining its assurance function (Panitz, Wiener & Amberg, 2011). In 

particular, establishing and maintaining assurance involves helping management, the 

board, and other stakeholders identify and consider the critical risks arising from 

technology. In the literature, communicating assurance has been mainly addressed 

through the organizational reporting procedures and communication frameworks for 

notifying and monitoring compliance issues or changes. Examples of communication tools 

that emerged from the study of this topic include training sessions, emails, memos, and 

information sharing activities between stakeholders. Effective communication enables 

organizations to identify the causes of potential gaps and implement control mechanisms 

(Usnick & Usnick, 2013, p. 311). 

5.0 Compliance as a point of transformation 

Other authors seem to refer to regulatory compliance as a way to initiate transformation 

of the organization. In examining compliance in the data security field, Kwon and Johnson 

(2013) defined it as “a snapshot of security about whether an organization exhibits 

controls.” El Kharbili (2012) touched on this concept by defining compliance as “an interval 

between two states in the history of the evolution of the enterprise.” However, time is not 

the only element that scholars use to express the concept of transformation in compliance. 
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Some also use the word “action” to explain how an organization, and more specifically, 

employees and teams can have the power to move from a state to another in terms of 

compliance. Compliance is, therefore, considered an action required by a supervisory 

authority that enterprises need to put into practice (Pererva et al., 2017).  

6.0 Compliance as an ongoing process 

Conversely, some authors, such as Caldwell and Eid (2007), defined compliance as a 

progression and emphasized their definitions by describing compliance as an integral part 

of the organizational structure and process. VanLengen (2008) stated that regulatory 

compliance is “not a one-time event,” and business management and IT should make an 

active effort to maintain it over time. For example, Doganata and Curbera (2009) defined 

compliance as “an ongoing process that goes beyond testing and evaluating the internal 

controls of a sampled space.” This concept illustrates that an organization needs to work 

consistently to align organizational goals and regulatory requirements (Bailey, Haq & 

Gouldson, 2002; Wells, 2013). The compliance process involves periodic checks to 

ensure adherence to regulations and constant monitoring (Pupke, 2008).  In particular, 

according to El Kharbili (2012), the process of managing compliance “deals with the 

modeling, checking, enforcement, and analysis of compliance requirements (CRs) 

extracted from regulations of various kinds, such as laws (i.e., legislations), contracts, 

internal policies, etc.” Additionally, according to Moeller (2011), “for enterprise 

management, compliance is the process of adhering to a set of guidelines or rules 

established by government agencies, standards groups, or internal corporate policies 

(Bailey et al., 2002, p. 245-256).”  

7.0 Cybersecurity and Safety: Common basis and Lessons Learned  

In trying to understand the role of compliance in cybersecurity, we decided to look at other 

areas where compliance played an important and historic role. There were several 

possibilities, but we decided to focus on safety since it also requires active support 

throughout the organization. One of the most evident commonalities is that compliance is 

highly dependent on the relationship between regulators and the corresponding regulated 

industry, and the way organizations achieve the intended purpose of regulation.   

In the context of cybersecurity, regulations are part of a complex combination of state and 

federal regulations, including different regulatory approaches and degrees of scope 

(Thaw, 2013, p. 287). Cybersecurity regulations have not found yet a commonly accepted 

classification in the literature on compliance. However, one of the closest terms to define 

this regulatory category is “cybersecurity law.” While most authors refer to cybersecurity 
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law as a set of cybersecurity standards, national frameworks, and relevant case law on 

cybersecurity, Kosseff (2017) provided a more purpose-oriented definition of cybersecurity 

law by defining it as a discipline that “requires an examination of the harms that the law 

seeks to prevent.” The type and severity of possible harms also play a critical role in the 

safety regulatory environment, which seems to share similar principles and dynamics with 

the one related to cybersecurity.   

One similarity between safety and cybersecurity is the underestimation of their impact. For 

example, in the distant past, there was little attention to improving worker safety since it 

was cheaper to replace a dead or injured employer than to introduce safety measures. 

Later on, the combination of higher accident costs occurred during the years between the 

First and the Second World Wars, along with the growing safety concerns in large 

organizations and society, led to the implementation of safety-related legislation, such as 

the Occupational Safety and Health Administration (OSHA) and the Mine Safety and 

Health Administration in 1970. Lawmakers designed the law to encourage safer workplace 

conditions and ensure that work environments were free from hazards (Bradbury, 2006). 

For many years now, working safely has been at the forefront of issues that regulators 

address. For example, the introduction of rules to encourage improvements in worker 

safety has sharply redefined and influenced the concept of compliance over the years, 

from reducing stress and risks of incidents and occupational injuries in the workplace to 

the development of more comprehensive insurance plans.  

Similarly, the emergence of advanced cyber threats has been a catalyst for the enactment 

of rigorous security rules. Preserving the Confidentiality, Integrity, and Availability of 

information systems (also known as the CIA Triad) has been one of the motivating forces 

behind most of the regulatory efforts (Adams et al., 2015; Cojocaru, 2019; Deelman et al., 

2019, p. 13-15).  For example, the 2014 cyber-attack against Sony Pictures Entertainment 

compromised all three principles of the CIA Triad. According to Kosseff (2017), the 

attackers harmed the confidentiality of employees’ personal information and compromised 

the integrity and availability of Sony’s systems by altering their interface and limiting 

access to the network. After cyber events like the Sony attack, regulators began 

developing more regulatory initiatives to adapt to the current landscape. Regulators 

decided to look back on many of the lessons that safety has taught over the years. Thus, 

in some cases, safety represented a departure from which regulators defined rules on 

cybersecurity and cyber risk. For example, one of the achievements in safety regulations 

was recognizing that even minor vulnerabilities can result in devastating damages, 

injuries, lost production, and significant fines. Regulators started considering organizations 

not simply as part of the solution to improve safety. Rather, they viewed them as the main 
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actors in handling risk (Regens, Dietz & Rycroft, 1983). In the context of safety, the term 

“risk” is generally defined as the likelihood of hazard occurrence (Smith, 1992). Risk has 

always become the cornerstone of safety management, and therefore, is an important 

component of safety compliance. For example, safety regulations require risk 

assessments in areas, such as hazardous substances, lifting equipment, noise 

management, and so on. Today, cybersecurity regulations and standards integrated this 

concept into their regulatory principles and require risk management as a foundation. For 

instance, ISO 27001 considers risk as the basis for implementing appropriate information 

security controls; the GDPR requires a Data Protection Impact Assessment (DPIA), etc. 

Another fundamental lesson learned by cybersecurity regulators is the “implementation of 

safeguards or countermeasures against a hazard scenario.” (Hildenbrandt & Van 

Beurden, 2019, p. 625-630). Just like compliance obligations for safety require 

organizations to provide employees with training and proper protective equipment, 

cybersecurity regulations require the adoption of measures, such as firewalls, antivirus 

software, encryption measures, intrusion detection systems, etc. (Kosseff, 2019).  

Despite risk-driven fields, cybersecurity and safety have been generally addressed 

separately from a regulatory point of view. However, the rise of cybersecurity as a concern 

for sectors, such as Industrial Control System (ICS), has encouraged a conversation about 

the integration between cybersecurity and safety into the regulatory environment. For 

example, safety standards are now beginning to require cybersecurity controls. For 

example, the second edition of IEC 61511 (Functional Safety: Safety Instrumented 

Systems for the Process Industry Sector), includes clauses on security risk assessment 

and cybersecurity resilience (Paul & Rioux, 2015, p. 335-349). Additionally, now the 

majority of cybersecurity requirements apply to systems, which are already subject to well-

established safety obligations. Regulators are beginning to understand that applying 

safety knowledge to the cybersecurity function, in turn, can have a positive effect on safety 

as well.  

Consequently, to successfully achieve the desired regulatory goals in both fields, not only 

do cybersecurity regulations have to ensure confidentiality, integrity, and availability, but it 

also has to go beyond by addressing the concept of dependability. The term dependability 

is commonly used to indicate the measurement of a system's attributes, such as 

availability, reliability, safety, integrity, and maintainability (Trivedi et al., 2009). Threats 

affecting a system subject to safety and cybersecurity requirements may affect its entire 

life cycle and, therefore, cause a drop in dependability (Laprie, 2005). Examples of threats 

include, but not limited to, operational risks, such as human errors, system errors, 

improper management, etc.  (Tattam, 2017). While traditionally, regulations have focused 
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on compartmentalized approaches to operational risk, recently, an increasing number of 

regulatory bodies are considering integrated strategies that foster convergence between 

safety and cybersecurity.   

8.0 Cybersecurity compliance differs in different industries  

On the one hand, cybersecurity regulations inherited positive principles from safety; on 

the other hand, safety also passed down some of its issues to cybersecurity compliance. 

For example, one issue is the misalignment between safety and compliance. In some 

situations, the line between the two can be blurred.  For instance, in the construction 

industry, just because workers are required to wear protective equipment under a 

particular regulation, it doesn't mean that they are safe. Although the bare minimum 

offered by safety rules can be acceptable to be compliant, it may not be the same in certain 

circumstances. Similar considerations are also part of the current discussion on 

cybersecurity compliance. For example, Kwon & Johnson (2011) investigated whether the 

level of compliance affects security performance. Surprisingly, they found that an 

organization’s level of compliance doesn't significantly affect actual security performance, 

although “a combination of cybersecurity and compliance strategies is better than that of 

either alone (Kwon & Johnson, 2011).”  

Conversely, Muckin, and Fitch (2014) argue that much of the mandatory controls required 

by regulations may negatively drive cybersecurity behaviors. Being the result of analyses 

and assessments conducted on a large scale, these controls may not be suitable for each 

unique organizational environment, and may, therefore, prevent organizations from 

implementing procedures that effectively address their particular needs. Similarly, Scully 

(2011) stated that “compliance standards should not rigidly mirror long-accepted security 

measures that have failed us; rather, compliance standards should be based on evidence 

of successful security practices.” Along with this line of thought, other studies (Oltsik, 2011; 

Donaldson et al., 2015, p. 27-44) examined the reasons why compliance is not a 

guarantee for security protection. Some of these argue that, regardless of whether good 

compliance coincides with good security, relying on compliance provides a false sense of 

security (De Guzman, 2007; Grossman, 2008, p. 24-27). Yimam & Fernandez (2016), 

instead, provided a different perspective. They claim that, in some cases, compliance and 

security are only assessed either at the testing phase or at the last stage of application 

development. According to the authors, this practice may result in gaps in identifying 

potential threats.   

However, given the high number of contexts in which cybersecurity regulations are 

applied, paths to compliance and security are in practice diverse.  One way to comprehend 
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the dynamics of the relationship between compliance and security is to focus on some of 

the key industries which are heavily regulated.  

9.0 Financial service  

Regulations within the financial sector vary greatly based on the financial service. 

According to Mohammed (1970), some of these regulations focus only on investment 

products, while others deal with credit and liquidity functions. However, since the financial 

industry is highly dependent on information technology, cybersecurity has now become 

one of the most significant components of financial regulatory compliance. In particular, 

protecting asset data, managing the use of sensitive information, monitoring electronic 

payments are just some of the main regulatory priorities in financial services. For example, 

the GrammLeach-Bliley Act (GLBA) imposes liability for data breaches and provides 

obligations on how organizations must collect and share information in the financial 

services sector (Mohammed, 1970, p. 1-11; Cuaresma, 2002, p. 497).  The Act, originally 

introduced to “modernize” the financial service industry, requires financial institutions to 

adopt “administrative, technical, and physical safeguards” to “ensure the security and 

confidentiality of customer records and information” and “protect against unauthorized 

access to or use of such records” (Smith, 2002). Additionally, ensuring accountability is a 

constant requirement for financial service organizations. The Sarbanes-Oxley (SOX) Act 

of 2002 places, for instance, emphasis on this concept as it requires organizations to be 

accountable for the security, accuracy, and reliability of all information systems that they 

use when reporting financial information. However, despite these regulatory initiatives, 

Arner, Barberis, and Buckley (2017) found that, following the 2008 Global Financial Crisis, 

the nature of financial markets, services, and institutions have changed dramatically. 

While information sharing concerns, users’ cyber protection, and secure digital 

transactions are still some of the principal goals of regulatory compliance in the financial 

sector, there is an increasing need for new or updated measures to address new 

cybersecurity threats. For example, Hornbuckle (n.d.) discussed how standards, like the 

Payment Card Industry Data Security Standard (PCI DSS), are not sufficient to protect 

companies from cybersecurity events, such as the Target store breach (Dissanayake, 

2019). The increasing need to address these issues in financial service has led to the rise 

of the “FinTech” phenomenon, which is described in the literature as “the use of technology 

to deliver financial solutions (Douglas, 2016, p. 17; Jenik & Lauer, 2017).” As FinTech 

becomes more and more advanced, it is necessary to address more cybersecurity 

demands to ensure that companies continue to deliver secure services.  
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For this reason, the rapid evolution of FinTech is also influencing the regulatory 

environment in many financial sectors, such as banking and capital markets. Some 

authors argue that this phenomenon has caused the need for a new approach to 

addressing security through compliance, referred to as “RegTech.” This term, which is a 

contraction of “regulatory” and “technology,” describes the use of technology in the context 

of regulation and is used by regulators and supervisors to address the compliance issues 

raised by FinTech (Jenik & Lauer, 2017). Supporters of this new movement claim that the 

potential of RegTech is significant as it provides the basis for a more suitable and 

applicable regulatory framework that identifies and addresses regulatory risks while also 

facilitating more efficient regulatory compliance (Arner et al., 2016)”. Conversely, others 

(Packin, 2018, p. 193) believe that the adoption of RegTech is difficult. Examples of 

challenges include the difficulties of removing ethical issues resulting from organizational 

culture or the increase in regulatory requirements and their related costs.   

10.0 Healthcare  

Traditionally, healthcare regulations have incorporated the need to maintain the 

confidentiality of medical information. However, the Health Insurance Portability and 

Accountability Act (HIPAA) has raised the importance of safeguarding personal medical 

information and has provided a more comprehensive regulatory framework and penalties 

to encourage compliance in the healthcare field. HIPAA defines a broad set of rules and 

procedures, many of which require proper technology that provides the security features 

suggested by HIPAA guidelines (Appari & Johnson, 2010, p. 279-314). The Act has also 

placed more attention on the concept of responsibility of those who transmit health data 

electronically. However, while the establishment of HIPAA and other health-related 

regulations, such as the Health Information Technology for Economic and Clinical Health 

(HITECH), was the catalyst for the development of improved medical information 

requirements, some scholars argue that there are several issues that prevented them from 

being a complete solution to effectively securing Personal Health Information (PHI). 

Mohammed (2017) stated that various factors might affect compliance in healthcare. For 

example, in the case of HIPAA, the regulation focuses more on the areas to protect rather 

than specific methods to implement security in those areas. Additionally, the author 

pointed out that guidance for some cybersecurity concepts is absent, and that some rules 

fail to keep up with the evolving cybersecurity threats. Other authors (Shen et al., 2006; 

Grandison & Bhatti, 2012, p. 108-124) also examined the comprehensibility of the 

regulation. They argued that, although privacy and security rules cover enough areas to 

enable healthcare organizations to define themselves compliant, the language of the 
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procedures in the regulation, such as those related to privacy and consent, doesn’t 

facilitate comprehension by health operators and patients.  More broadly, Johnson and 

Kwon (2012) described how the overall regulatory environment for the healthcare sector 

requires modifications. They noted significant disparity both in security practices and in 

perceived compliance with federal and state regulations. According to the authors, low 

levels of perceived compliance may cause uncertainty towards medical practices and the 

required path to compliance. Compliance perception in healthcare is also a topic that other 

authors addressed (Bauer & Latzer, 2016). Miller and Tucker (2011) indicated that the 

“safe harbor provisions in breach notification regulations” may cause a false sense of 

security because they encourage people to be “careless.” (Warkentin et al., 2006, p. 326) 

found that employees of public healthcare organizations reported higher levels of 

perceived compliance than those of private facilities. Their study also suggested that 

public healthcare administrative and medical staff members are likely to be more capable 

of protecting private health information.  

11.0 Automation 

Cybersecurity is becoming an increasingly important component of all forms of 

automation. The term automation identifies the technology that uses control systems for 

managing processes and reducing the need for human intervention. Not only is automation 

applied to execute repetitive or complex operations and boost productivity, but also to 

make specific procedures more secure.  According to Joshi et al., (2019), “automation 

includes the combination of instrumentation, electrical, electronics, and computer systems 

to control the process.” It covers applications in a vast range of fields, such as Industrial 

Control Systems (ICS), home automation (or domotics), robotics, Internet of Things (IoT), 

communication, automotive, etc. Traditionally, automation systems were not designed 

with specific cybersecurity characteristics in mind (Tuptuk & Hailes, 2018, p. 93-106). For 

this reason, these systems became extremely vulnerable to cyberattacks over the years. 

In a detailed report on the status of IoT, the Federal Trade Commission (FTC) staff 

identified privacy and security concerns related to the use of IoT devices. Some of these 

involved collecting sensitive information (e.g., geolocation, financial data, health 

information). For example, the report identified significant vulnerabilities with home 

automation systems and smart appliances. Likewise, other scholars indicated that home 

automation, although being an interdisciplinary science aimed at improving the quality of 

life in domestic environments, creates unique risks to properties as well as critical risks for 

people (e.g., physical harm and even loss of life) (Kirtley & Memmel, 2018, p. 455; Croce, 

2017; Millán et al., 2014, p. 239-254; Weber & Studer, 2016, p. 715-728).   
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Although much of the technological equipment used in automation is often the same as 

that employed in other information system environments (e.g., software, gateways, 

wireless access points, routers, computers, etc.), the cybersecurity goals and needs of 

automation are not the same as those for other fields. Protecting automation systems 

requires considerable experience and knowledge of automation technologies as well as 

their related operational functioning. General industry regulations and cybersecurity best 

practices don’t seem to secure automation systems accurately. Instead, standards have 

seen a constant evolution over the last few decades. There have been, for example, 

several initiatives from the International Society of Automation (ISA). Among these, IEC 

62443, developed by both ISA99 and International Electrotechnical Commission (IEC) 

committees, is one the most widely used set of standards at the international level. Its 

purpose is to protect components or systems used in industrial automation and control 

against cyber risks (Dayabhai, 2017). Standards like IEC 62443 provide a flexible 

framework to address current and future cybersecurity vulnerabilities in industrial 

automation and control systems (IACSs) and are generally applicable to all industry fields 

and critical infrastructures. However, according to Leander, Čaušević, and Hansson 

(2019, p. 101), there are several issues that organizations might face when trying to keep 

compliance with IEC62443, especially in the context of Industrial Internet of Things (IIoT).  

For example, they noticed a lack of guidance concerning the handling of cross-zone 

communication and software updates. Just like Leander et al., other authors (Frotzscher 

et al., 2014, p. 67-72; Mathavi, 2012, p. 1-8) agree that the majority of standards on 

automation need improvements and, in some cases, specific automation industries have 

no regulatory protection. Frotzscher et al. (2014) argue that companies operating in the 

industrial wireless automation sector have no regulatory coverage regarding some specific 

issues, such as wireless interferences, leaving them more vulnerable to cyberattacks.   

Conclusions 

Compliance and security have moved from being general topics of interest to representing 

an increasing concern within specific industries. Looking at the literature, it emerges that 

each sector reflects a combination of issues affecting the relationship between compliance 

and cybersecurity. Evaluating these issues presupposes the establishment of compliance 

metrics, according to which the industry in question is measured or assessed. Some 

authors used several approaches to determine whether or not compliance procedures are 

effective with respect to regulations and security characteristics (Frotzscher et al., 2014; 

Grandison & Bhatti, 2012; Johnson & Kwon, 2012; Leander et al., 2019; Mathavi, 2012; 
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Miller & Tucker, 2011; Mohammed, 2017; Shen et al., 2006; Smith, 2002). The following 

criteria summarize the fundamental considerations that guided them in their evaluations.   

• Clarity. The clarity of the language or concepts introduced by regulations or standards 

and how it applies to the industry and the corresponding cybersecurity environment.  

• Implementation capability. The ability to implement regulations or standards into 

action.  

• Consistency. The consistency of regulations or standards between the industry and 

the related cybersecurity needs.  

Table 1 shows the major issues by industry derived from the analysis of the financial, 

healthcare, and automation sectors.  

Table 1: Compliance Characteristics for Industry Sectors  

  Industries   

Compliance 
Criteria  

Financial service  Healthcare  Automation  

Clarity  The language and 
concepts of 
regulations are 
sometimes 
outdated, resulting 
in unclear or 
misaligned 
terminology   

Regulatory 
language doesn’t 
facilitate 
comprehension by 
health operators 
and patients (e.g., 
privacy and consent 
concepts)  

Lack of guidance 
about some 
industry concepts  
(e.g., cross-zone 
communication 
management and 
software updates)  

Implementation 
capability  

Ethical issues, the 
high number of 
regulatory 
requirements, and 
their related costs is 
an obstacle to 
compliance 
implementation  

Difficulties regarding 
the enforcement of 
privacy rules but 
good response from 
public healthcare 
administrative 
employees  

Good applicability 
and flexibility in all 
sectors  

Consistency  Discrepancy 
between current 
cybersecurity goals 
in the financial 
sector and actual 
FinTech needs  

Disparity between 
security practices 
and perceived 
compliance due to a 
false sense of 
security  

Regulatory gaps 
or no regulatory 
protection against 
specific issues  
(e.g., wireless 
interferences)  

The results of this analysis show that some industries are considered to need more 

attention than others in some compliance areas. It is also observed that some criteria 

depend on others. This dependency may contribute to complexity regarding compliance 

issues. For example, the extent to which regulatory language is clear has a direct influence 

on implementation capability and consistency in the majority of industries.  More 

specifically, in the financial sector, the increasingly regulated environment and the lack of 

updates to regulations are some of the problems that may significantly affect the 
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effectiveness of cybersecurity procedures and may make compliance more problematic 

and costly. Because cybercriminals are persistent and use advanced techniques, the 

development of these regulations may not be sufficient to stop them. In the healthcare 

sector, instead, there seem to be inadequate compliance procedures to communicate 

understandable privacy practices or provide adequate security safeguards. 

Communication issues may, therefore, affect the employees’ ability to implement security 

controls accurately and create a false sense of cybersecurity awareness. As for the 

automation sector, there seems to be a lack of comprehensive regulatory coverage in 

some industries. However, based on the literature review as well as the overall findings of 

the comparative analysis, it is noted the automation industry is likely to have a more 

privileged position in the compliance landscape due to its versatile nature. Despite some 

issues associated with the novelty of the field, it has the potential to successfully navigate 

most of the cybersecurity regulatory compliance issues that have an impact on 

organizations. In addition, being a subject closely related to both safety and cybersecurity, 

automation can benefit from a broader and more mature regulatory environment. ∎ 

The results described above mark the conclusion of the Working Paper “Analyzing the 

Interplay Between Regulatory Compliance and Cybersecurity” (Marotta and Madnick, 

2020b). The references related to this paper are listed in Appendix 6: References 

(Analyzing the Interplay Between Regulatory Compliance and Cybersecurity). 

Project developments derived from this paper are listed in Appendix 3: Outputs that 

support Project Three. 

2.1.3.3 Methodology and rationale 

The methodology for this project was structured in two parallel but interrelated parts (Figure 

12) involving learning from theoretical and actual experiences of interactions between 

compliance and security.  
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Figure 12: Methodology (Project 3) 

The first part of the methodology (Document Review and Casual Comparative Research) 

involved performing a comprehensive search and analysis of compliance trends and gaps 

through the following steps: 

• Identify the primary compliance trends and gaps in the literature. 

• Discuss differences and similarities between worker safety compliance and 

cybersecurity compliance and how common origins connect them in terms of 

regulatory principles. 

• Investigate regulatory issues in emerging sectors, such as financial service, 

healthcare, and automation. These three industries were chosen because of their high 

coverage in the literature. Many of the studies considered in the project argued that 

businesses in these industries are particularly vulnerable to the effects of the complex 

interaction between compliance and cybersecurity. Furthermore, these sectors were 

representative of different regulatory contexts; each of the industries investigated in 

the project has unique assets, success factors, and governance processes that 

determine how organizations handle compliance and cybersecurity. Therefore, this 

heterogeneity made it easier to undertake meaningful comparisons and identify 

variations of compliance impacts.  

Evaluating these industries also entailed creating compliance criteria, according to 

which the sector under examination was assessed. In particular, these criteria were 

derived from a systematic review of scholarly works discussing compliance problems. 

For example, Grandison and Bhatti (2010) analyzed the terminology used in privacy 

regulations and their implications in healthcare. More specifically, their evaluation 

focused on the potential of the regulatory language in driving compliance 

effectiveness. This analysis, along with other similar assessments in the literature, 

Document Review and Casual Comparative analysis

Compliance 
trends

Compliance 
gaps

Interviews and Case-Oriented Comparative Research

Real-life issues 
and 

approaches

Stakeholders

Outcome: Theoretical and practical dynamics of the 
relationship between compliance and security
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provided a perspective from which investigating compliance and inspired the creation 

of the criteria (e.g., the work by Grandison and Bhatti (2010) suggested the usage of 

the criterion “clarity” to assess regulatory language). Table 6 explains the criteria used 

to perform these evaluations (Marotta and Madnick, 2021e). 

Table 6: Criteria (Project 3) 

Criteria Meaning 

Clarity 
Effectiveness and degree clarity of the regulatory 

terminology or principles 

Implementation capability Ability to enforce regulations in an effective way 

Consistency 
Coherence between industry regulations and 

related cybersecurity purposes. 

 

• Perform a comparative analysis of the different sectors and create a conceptual 

schema based on compliance patterns in various industries.  

The second part (Interviews and Case-Oriented Comparative Research) involved conducting 

several research interviews with companies in different geographical areas19 (Figure 13) and 

assembling the information to create extensive case studies.  

 
19 Some companies operated in multiple geographical areas due to their multinational structure (e.g., 
USA and UK). 
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Figure 13: Geographical areas (Project 3) 

This process was structured around the following steps: 

• Create and develop outlines for the research interviews with organizations using an 

interview protocol and methodology. In addition to the geographical area, companies 

were chosen for their variety of settings, cultures, and purposes. The document review 

and comparative analysis performed in the other part of the project informed the 

development of the interviews. 

• Produce eight case studies based on interviews.  

• Perform a comparative analysis to measure the relationships between the variables 

emerging from the cases. This final phase involved two methodological layers. First, it 

was necessary to identify several stakeholders for each case produced20 and associate 

each of them with the issues they mentioned in the interviews. To understand the 

relationship between stakeholders and the challenges faced, each issue was then 

assessed using three criteria: causes, impact, and solution methods. This analysis 

involved starting from the issue's root causes and progressing to evaluating the ways 

it affected practices and how it was solved. Second, a comparative study was 

 
20 Those who can influence or are influenced by the regulations or the regulatory system 
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performed to investigate the correlations and inconsistencies between the findings. In 

particular, using a comparison unit (represented by critical concepts extracted from the 

first methodological layer), it was possible to identify similarities and differences 

between cases according to the principle of variation21 . 

2.1.3.4 Impact 

The first impact observed is that the project’s results raised critical questions about 

cybersecurity compliance and brought up some drawbacks of some traditional practices in the 

regulatory environment. For the first time, this project clearly focused on various challenges 

which deteriorate the relationship between cybersecurity and compliance and cause conflicts, 

tensions, and vulnerabilities.  

Some of the arguments addressed in this project have a high priority for strengthening the 

foundations of the regulatory industry. For example, accountability is central to the 

development concept of compliance at the basis of this project. In particular, compliance and 

accountability are closely linked (Marotta and Madnick, 2021). On the one hand, accountability 

is a key enforcement driver; on the other hand, compliance implies taking accountability for 

adhering to regulations (Marotta and Madnick, 2021). The elaboration of this notion has been 

influenced by the work of scholars who previously investigated compliance. For instance, May 

(2007) illustrated "how accountability shortfalls can undermine regulatory performance and 

introduce a potential for subtle forms of regulatory capture." This assumption stimulated the 

need to investigate ways to find the right balance between regulatory goals and the actual 

compliance situations faced by those who implement regulations. Other prior works (published 

between 1983 and 2018) that have produced seminal results relating to this project are listed 

below.  

Table 7: Prior Papers (Project 3) 

Prior Papers 

Title Citation Authors Year 

Beyond regulatory capture: Coproducing expertise for 

critical infrastructure protection 

(Slayton and Clark-

Ginsberg, 2018) 

R. Slayton, A. Clark-

Ginsberg 
2018 

Better by design: business preferences for 

environmental regulatory reform. 

(Taylor et al., 

2015) 

C. Taylor, S. Pollard, 

S. Rocks, A. Angus 
2015 

International Comparative Analysis of Building 

Regulations: An Analytical Tool 

(van der Heijden, 

2013) 
J. Van der Heijden 2013 

 
21 The principle of variation requires comparing various characteristics of a single phenomenon in 
order to identify variations among variables and indicate a standard of variation in the type, frequency, 
or severity of that phenomenon (Pickvance, 2005). 
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Enhancing Performance-Based Regulation: Lessons 

from New Zealand's Building Control System 
(Mumford, 2010) P.J. Mumford 2010 

Towards a Better Understanding of Building Regulation 

(Van der Heijden 

and de Jong, 

2009)  

J. Van der Heijden, J. 

de Jong 
2009 

Building Regulatory Enforcement Regimes - 

Comparative Analysis of Private Sector Involvement in 

the Enforcement of Public Building Regulations 

(Van Der Heijden, 

2009) 
J. Van der Heijden  2009 

Competitive Enforcement: Comparative Analysis of 

Australian Building Regulatory Enforcement Regimes 

(Van Der Heijden, 

2008) 
J. Van der Heijden 2008 

Regulatory regimes and accountability (May, 2007) P.J. May  2007 

The Regulatory Craft: Controlling Risks, Solving 

Problems, and Managing Compliance 
(Depetris, 2005) J. Depretis  2005 

At the Regulatory Front Lines: Inspectors' Enforcement 

Styles and Regulatory Compliance 
(May, 2003) P.J. May, R.S. Wood 2003 

Management-Based Regulation: Prescribing Private 

Management to Achieve Public Goals 

(Coglianese and 

Lazer, 2003) 

C. Coglianese, D. 

Lazer  
2003 

Accountability in the Regulatory State (Scott, 2000) C. Scott  2000 

Making Sense Out of Regulatory Enforcement 
(May and Burby, 

1998) 
P. May, R. Burby 1998 

Responsive Regulation: Transcending the Deregulation 

Debate 

(Ayres and 

Braithwaite, 1992) 
I. Ayres, J. Braithwaite 1992 

Accountability in the Public Sector: Lessons from the 

Challenger Tragedy 

(Romzek and 

Dubnick, 1987) 

B.S. Romzek, M.J. 

Dubnick 
1987 

Going by the Book, the Problem of Regulatory 

Unreasonableness 

(Wolman, Bardach 

and Kagan, 1983) 

M. Wolman, 

E. Bardach, R. Kagan 
1983 

Another critical impact is that this project established a new stream of scholarly research 

suggesting a more realistic and acceptable approach to be used in analyzing exposure to 

compliance and cybersecurity issues. For example, Granlund et al. (2021) investigated 

cybersecurity compliance challenges in medical device manufacturing. Ameen et al. (2021) 

also discussed cybersecurity compliance, although from an employee perspective. In 

particular, they analyzed cultural differences in different countries, a topic that was heavily 

covered in this project. Table 8 lists some of the most relevant posterior works (published 

between 2020 and 2021) that have further examined the concepts explored in the project.   

Table 8: Posterior Papers (Project 3) 

Posterior Papers 

Title Citation Authors Year 

On Medical Device Cybersecurity Compliance in 

EU 

(Granlund et 

al., 2021) 

T. Granlund, J. Vedenpää, V. 

Stirbu, & T. Mikkonen 
2021 

https://scholar.google.it/citations?user=fbyU9zsAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=6Xsn5GIAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=6dkxm5cAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=gMndACUAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=gMndACUAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=fbyU9zsAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=ZpS3RVMAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=ij81S0QAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=fnQ40QIAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=XYlyRjIAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=mJ2rNWkAAAAJ&hl=it&oi=sra
https://scholar.google.it/citations?user=mJ2rNWkAAAAJ&hl=it&oi=sra
https://arxiv.org/search/cs?searchtype=author&query=Vedenp%C3%A4%C3%A4%2C+J
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Keeping customers' data secure: A cross-cultural 

study of cybersecurity compliance among the Gen-

Mobile workforce 

(Ameen et al., 

2021) 

N. Ameen, A. Tarhini, M. H. 

Shah, N. Madichie, J. Paul & J. 

Choudrie 

2021 

Regulating Agencies: Using Regulatory 

Instruments as a Pathway to Improve Benefit- Cost 

Analysis 

(Carrigan et 

al., 2020) 

C.T. Carrigan, M. Febrizio, S. 

Shapiro, & G. Washington 
2020 

Prior and posterior works (from 1983 to 2021) mentioned in Table 7 and Table 8 are visually 

summarized in Figure 14. 

 

Figure 14: Impact (Project 3) 

Each circle represents a paper that is associated with the cybersecurity compliance project to 

some extent. Similar articles are grouped together and linked by darker connecting lines 

(clusters). For example, Coglianese (2003) and May (2007) belong to the same cluster as they 
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discussed similar topics, such as regulatory accountability and regulatory management (topics 

discussed in the project as well). 

Papers with a low degree of connection are represented farther away in the graph and 

clustered in smaller sections. Articles with higher relevance in the cybersecurity culture field 

are represented as bigger circles, and newer articles are shown in a darker color.  

Finally, from a practical perspective, the project’s findings have also been valuable to 

organizations in developing better practices and tools for helping organizations avoid 

unrealistic expectations about their cybersecurity and compliance capabilities and reduce the 

challenges associated with compliance and cybersecurity. Additionally, this project was the 

foundation to build an informal network of organizations interested in sharing their issues and 

finding solutions. This aspect was also an incentive for experts to participate in the interviews.  
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CHAPTER 3: INTER-RELATIONSHIP BETWEEN PROJECTS 

3.1 Thematic Analysis 

The three projects described previously presented a unique opportunity to study different 

facets of the cybersecurity field and their interactions.    

To this extent, Thematic Analysis (TA) was conducted through an advanced hybrid process 

involving a combination of Deductive and Inductive Approaches:  

The Deductive Approach consisted of two steps: 

• Identify premises. In the first step, deductive reasoning involved identifying the 

premises (represented by each project's findings - or part of them) and translating them 

into axioms. Axioms are indicated below: 

• Axiom #1: Cyber insurance. “Cyber insurance provides a unique opportunity 

to cover risks” (Marotta et al., 2017). 

• Axiom #2: Cybersecurity culture. “Every organization needs to build a culture 

in which every employee takes responsibility for reducing cyber risk” (Marotta 

and Pearlson, 2019a). 

• Axiom #3: Cybersecurity compliance. “Compliance aims at preventing and 

reducing risks in different areas and industries” (Marotta and Madnick, 2021d). 

• Formulate a conclusion based on the premises. This step consisted of the 

development of a conclusion that was deduced from the nature of the axioms: 

“Cyber insurance, culture, and compliance are part of a broader risk management 

approach.” 

However, it was observed that the conclusion resulting from deductive reasoning limited the 

interpretation of the axioms. While the Deductive Approach made it possible to explain the 

causal relationship between the main topics of the three projects (cyber insurance, culture, 

compliance) and risk, it was not sufficient to provide an understanding of their specific 

interactions.  

For this reason, it seemed appropriate to proceed with an Inductive Approach to identify the 

interactions between the projects’ topics in the context of risk management. Therefore, the 

conclusion of the Deductive Approach had a double function: 

• It defined the input of the Inductive Approach. 

• It delimited the scope within which the inductive reasoning was framed. 

The Inductive Approach involved two main procedures: 
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1. Extraction of keywords. A significant portion of the Inductive Approach involved 

extracting significant keywords from short passages taken from the outputs’ text (also 

defined as extracts). Extracts were selected within the scope of the conclusion derived 

from the Deductive Approach (Extraction of keywords).  

2. Determination of associations. The keywords extracted in the previous phase were 

analyzed, filtered, and clustered to build a framework (Determination of Associations). 

By applying these two procedures, it was possible to explain how the analysis of structured 

data progressed inductively toward discovering an undetermined connection between the 

three projects.  

Based on the results derived from these analyses, it was possible to build a framework 

representing the interplay between the main components of cybersecurity (The CYBER – CCI 

Framework). 

3.1.1 Extraction of keywords 

The first step in executing the Inductive Approach was to break down textual data and find 

relevant words. The method used for achieving this goal was a text mining process known as 

Keyword Extraction (Witten, 2004). This technique involves extracting the most relevant 

keywords221from a text and facilitates the identification of critical topics. However, an initial 

challenge encountered in implementing this method was analyzing keywords in documents 

related to emerging fields, such as those concerning cybersecurity (Weismayer and Pezenka, 

2017). These text types have a high percentage of new words, which are either too generic or 

too specific to be selected as representative keywords (Weismayer and Pezenka, 2017). A 

convenient way to address this issue was generating keywords using knowledge discovery 

(Mladenić et al., 2009). This approach involved the progressive discovery of keywords based 

on their significance in the text and their potential to express a concept. Therefore, following 

this principle, the labeling technique adopted in this study involved extracting four types of 

keywords: 

• Code: A Code is a keyword with a low degree of significance. These keywords express 

direct observation of concepts in the text. 

• Connecting Code: A Connecting Code is a keyword with an intermediate degree of 

significance. These keywords are defined as Connecting Codes because they serve 

as a link between the corresponding Code and a Theme. 

 

 
221A keyword is a term or phrase that is associated with a certain concept and describes the main 
topical elements contained in a document (represented in this case by the output of each project). 
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• Theme. A Theme is a keyword with a high degree of significance. These keywords are 

defined as Themes, which represent more nuanced interpretations of the concepts 

initially expressed by Codes and Connecting Codes. Themes capture the core 

meaning of the projects’ outcomes. 

• Action Verb. An Action Verb is a verb that describes an action and links Themes 

together. 

The types of keywords listed above need to be selected carefully since an excessively large 

number of irrelevant keywords may make the procedure ineffective. A viable method for 

removing non-informative keywords based on their degree of significance is to establish a 

"significance indicator," a form of measurement for ranking keywords in the text based on their 

relevance. The definition of such indicator was formed within the reasoning of the theories 

developed by Luhn (1958) and further illustrated by Chris van Rijsbergen (Van Rijsbergen, 

1979) in a well-known book entitled "Information Retrieval." In particular, Luhn (1958) 

developed a quantitative model for keyword ranking based on word distribution (i.e.,  

frequency of occurrence of words and keyword associations in textual documents).  

Therefore, along the line of Luhn’s observations, the measurement units used to define the 

“significance indicator” in this work included two filter rules based on word proximity and 

frequency criteria: 

1. Word proximity. A keyword progressively achieves significance after aggregation with 

proximate words. This rule is based on an adaptation of a data mining technique 

(defined in this analysis as “word proximity strategy”), which measures topical 

relevance in a text through the identification of word clusters (Luhn, 1958). According 

to the word proximity strategy, a keyword A is considered proximate to B1 if A precedes 

or follows B. As a general rule, word proximity is determined as follows: 

a. If A is proximate to B, word proximity = YES. 

b. If A is not proximate to B, word proximity = NO. 

The use of proximity as a measurement unit for determining word significance derives 

from the fact that, in the written language, complex concepts are generally expressed 

by equally complex structures of interconnected words. Related words (proximate 

words) serve the critical function of linking significant words together. Therefore, this 

aspect is an evident manifestation that closely associated words to a keyword confer 

a higher degree of significance to the keyword itself.  

 
231 B can be a Code, Connecting Code, or Theme 
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2. Frequency. The more a keyword is significant, the more it appears in the text (i.e., it 

is more frequent). As a general rule, word frequency (also indicated as F(Keyword) in 

this analysis) is determined by the following intervals: 

a. Keywords with a low degree of significance (Codes) have F(Keyword) between 

1 and 299. 

b. Keywords with an intermediate degree of significance (Connecting Codes) 

have F(Keyword) between 300 and 599. 

c. Keywords with a high degree of significance have F(Keyword) ≥ 600. 

The use of frequency to measure word significance derives from the fact that a writer 

generally repeats significant terms during the elaboration of a concept. As a result, the 

emphasis placed by the writer on repeating a particular word can be considered a 

factor of significance. Therefore, the more frequent certain words appear in a 

document, the more significance may be allocated to each of these words. However, 

the significance potential of a word mostly depends on the overall number of words in 

a text, although it tends to decrease with an increasing number of words (i.e., longer 

texts) (Luhn, 1958). Thus, to minimize this effect, the extraction process can be 

performed on subdivisions of the document (Luhn, 1958). For the purpose of this study, 

such divisions are specified by the three frequency intervals mentioned above, which 

represent approximate occurrence variations in the structural and conceptual 

organization of a document.  

Therefore, following these considerations, it is possible to argue that the "significance 

indicator" used in this study to extract keywords is defined by the number of occurrences of 

significant words within a text and the linear distance between them due to the intervention of 

proximate words. 

The procedure performed to extract keywords according to the rules mentioned above is 

explained in the flowchart below: 
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Figure 15: Keyword Extraction 

Structurally, the flowchart follows a top-down, left-to-right direction. The line with an arrowhead 

represents the flow direction, which is conditioned by decision symbols (represented as yellow 

diamond-shaped blocks). Each decision symbol has two exit points (YES and NO) that 

determine which block of the procedure needs to be executed next. Operations are 

represented as green rectangular blocks. The only exception is the light blue rectangular 

block. This particular block represents a recursive instruction that allows the procedure to 

terminate. Finally, the “start” and “end” blocks are indicated as dark blue rounded rectangles 

and mark the starting or ending point of the procedure. 

Thus, starting at the top of the chart (dark blue rectangular block), the procedure involves the 

iterative selection of keywords. For each keyword, the following steps are performed: 

• Code Extraction 

• Connecting Code Extraction 

• Theme Extraction 

• Action Verb Extraction 
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These steps are also described through a pseudo-code shown in Table 9 (steps are indicated 

in the comments). Each instruction corresponds to a block in Figure 15 (the pseudo-code 

reflects the flowchart's colors).  

Table 9: Pseudocode 

1  Set keyword = TakeNextKeyword(Extract) 
2  While keyword != NULL 
3     If keyword == Noun OR keyword == Adjective Then 
4  // Code Extraction 
5         If F(keyword) > 0 AND F(keyword) <= 299 Then 
6             Set Code = keyword 
7             Call AddCodeToCodeList(Code) 
8             Set keyword = TakeNextKeyword(Extract) 
9         Else 
10      // Connecting Code Extraction 
11             If F(keyword) >= 300 AND F(keyword) <= 599 Then 
12                 If CodeListIsEmpty(CodeList) Then 
13                     Set keyword = TakeNextKeyword(Extract) 
14                 Else 
15                     If KeywordIsCloseToACode(keyword, Code) Then 
16                         Set ConnCode = keyword 
17                         Call AddConnCodeToConnCodeList(ConnCode) 
18                         Set keyword = TakeNextKeyword(Extract) 
19                     Else 
20                         Call DiscardKeyword(keyword) 
21                         Set keyword = TakeNextKeyword(Extract) 
22                     End If 
23                 End If 
24             Else 
25   // Theme Extraction     
26                 // F(Keyword)>=600 
27                 If ConnCodeListIsEmpty(ConnCodeList) Then 
28                     Set keyword = TakeNextKeyword(Extract) 
29                 Else 
30                     If KeyWordIsCloseToAConnCode(keyword, ConnCode) Then 
31                         Set Theme = keyword  
32                         Call AddThemeToThemeList(Theme) 
33                         Set keyword = TakeNextKeyword(Extract) 
34                     Else 
35                         Call DiscardKeyword(keyword) 
36                         Set keyword = TakeNextKeyword(Extract)  
37                     End If 
38                 End If 
39             End If 
40         End If 
41     Else 
42  // Action Verb Extraction 
43         If keyword == Verb Then 
44             If F(keyword) >= 600 Then 
45                 If ThemeListIsEmpty(ThemeList) Then 
46                     Set keyword = TakeNextKeyword(Extract) 
47                 Else 
48                     If KeywordIsCloseToATheme(keyword, Theme) Then 
49                         Set ActionVerb = keyword 
50                         Call AddActionVerbToActionVerbList(ActionVerb) 
51                         Set keyword = TakeNextKeyword(Extract) 
52                     Else 
53                         Call DiscardKeyword(keyword) 
54                         Set keyword = TakeNextKeyword(Extract) 
55                     End If 
56                 End If 
57             Else 
58                 Call DiscardKeyword(keyword) 
59                 Set keyword = TakeNextKeyword(Extract) 
60             End If 
61         Else 
62             Set keyword = TakeNextKeyword(Extract) 
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63         End If 
64     End If 
65  End While 

The process for the extraction of keywords is described in more detail in the following sections.  

3.1.1.1 Code Extraction 

In this step, the first check is whether a keyword is a noun or an adjective2425:12 

• If this condition is not verified, then it is necessary to check whether the keyword is a 

verb (Action Verb Extraction). 

• Alternatively, an additional check is whether the keyword’s frequency is a value 

between 1 and 299 (rule #2): 

o If this condition is not verified, then it is necessary to verify whether its 

frequency value is between 300 and 599 (Connecting Code Extraction). 

o If the condition is verified, the keyword becomes a Code and can be added to 

the Code List (i.e., a list containing the codes, their types, and their frequency 

values)26.3  

For example, in the extract selected below, it is possible to identify seven keywords (nouns 

and adjectives): company, outcome, parameter, regulatory, requirement, compliance, and 

programs. However, only the keyword “Requirement” has a frequency of between 1 and 299 

(F(Keyword) = 95) and, therefore, can be considered a Code. 

Table 10: Example of Code Extraction 

Extract Keywords (Nouns and 

Adjectives) 

Frequency Code 

“Companies struggle to 

achieve their desired 

outcomes and 

understand the 

parameters within which 

they have to integrate 

regulatory 

requirements into their 

compliance programs 

(Marotta and Madnick, 

2021c).” 

Company 580 Requirement 

Outcome 480 

Parameter 328 

Regulatory 498 

Requirement 95  

Compliance 882 

Program 350 

 

 
241Only nouns and adjectives were considered in the code extraction phase as they were significantly 
correlated with each other.  
252They must be relevant to the concepts established in the Deductive Approach. 
263Once the keyword has been added to the list, it cannot be checked again. 
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As a result, “Requirement” can be added to the Code List (Table 11). 

Table 11: Example of Code List 

Codes Type Frequency (1-299) 

Requirement Noun 95 

This procedure was repeated for each relevant extract in the three projects’ outputs. Table 12 

shows the final list of Codes271selected according to the procedure explained above. 

Table 12: Code List 

Codes Type Frequency (1-299) 

Policy Noun 274 

First-party Adjective 162 

Third-party Adjective 162 

Threat Noun 161 

Protection  Noun 157 

Information Noun 150 

Utility Noun 117 

Data Noun 109 

Financial Noun 102 

Market Noun 96 

Requirement Noun 95 

Bank (or Banking) Noun 82 

Sector Noun 77 

Trust Noun 75 

Privacy Noun 71 

Loss Noun 69 

Incident Noun 67 

 

3.1.1.2 Connecting Code Extraction 

In this step, the first check is whether a keyword is a noun or an adjective2829:23 

• If this condition is not verified, it is necessary to check whether the keyword is a verb 

(Action Verb Extraction). 

• Alternatively, an additional check is whether the keyword’s frequency is a value 

between 300 and 599 (rule #2):  

 
271Keywords with the same meaning were grouped and counted as one single keyword. 
 
282Only nouns and adjectives were considered in the Connecting Code Extraction phase as they were 
significantly correlated with each other. 
293They must be relevant to the concepts established in the Deductive Approach. 
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o If this condition is not verified, then it is necessary to verify whether its frequency 

value is ≥ 600 (Theme Extraction). 

o Alternatively, it is necessary to check whether Code List is empty or not30:4  

o If the list is empty, then a new keyword is extracted until Code List contains at 

least one element. 

o If the list is not empty, then an additional check needs to be performed to verify 

whether the keyword is close to a Code or not (rule #1): 

o If the keyword is not close to a Code (word proximity = NO), then it is 

discarded. 

o If the keyword is close to a Code (word proximity = YES), then the keyword 

becomes a Connecting Code and can be added to the Connecting Code List 

(i.e., a list containing the Connecting Codes, their types, and their frequency 

values)31.5  

Looking at the previous example, it is possible to observe that the keyword “Regulatory” is the 

selected Connecting Code associated with the Code “Requirement” as it meets all the 

conditions: 

• It is an adjective. 

• Its frequency of occurrence is between 300 and 599. 

• Code List is not empty (Table 11). 

• It is close to the Code “Requirement.” 

The extraction of the keyword “Regulatory” is shown in Table 13: 

Table 13: Example of Connecting Code Extraction 

Extract Keywords (Nouns 

and Adjectives) 

Frequency Word Proximity Connecting Code 

“Companies 

struggle to achieve 

their desired 

outcomes and 

understand the 

parameters within 

which they have to 

integrate 

regulatory 

requirements into 

their compliance 

programs (Marotta 

Company 580 NO Regulatory 

Outcome 480 NO 

Parameter 328 NO 

Regulatory 498 YES 

Compliance 882 YES 

Program 350 NO 

 
304This is a necessary condition for checking whether the keyword is close to a Code. 
315Once the keyword has been added to the list, it cannot be checked again. 
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and Madnick, 

2021c).” 

As a result, “Regulatory” can be added to the Connecting Code List (Table 14). 

Table 14: Example of Connecting Code List 

Connecting Codes Type Frequency (300-599) 

Regulatory Adjective 498 

This procedure was repeated for each relevant extract in the three projects’ outputs. Table 15 

shows the final list of Connecting Codes326ordered by frequency of occurrence.  

Table 15: Connecting Code List 

Connecting Codes Type Frequency (300-599) 

Organization (or Company) Noun 580 

Attack (or Breach) Noun 539 

Regulation (or Regulatory) Noun (or Adjective) 498 

Industry Noun 497 

Regulator Noun 454 

Employee Noun 343 

Premium  Noun 340 

Coverage Noun 349 

Contract Noun 339 

Process Noun 332 

Insurer (or Agent) Noun 330 

Insured Noun 326 

 

3.1.1.3 Theme Extraction 

In this step, the first check is whether a keyword is a noun or an adjective3334:78 

• If this condition is not verified, it is necessary to check whether the keyword is a verb 

(Action Verb Extraction). 

o Alternatively (the keyword occurs 600 times or more) in the text (rule #2), it is 

necessary to check whether the Connecting Code List is empty or not35:9 

o If this condition is not verified, then a new keyword is extracted until Connecting 

Code List contains at least one element. 

 
326Keywords with the same meaning were grouped and counted as one single keyword. 
337Only nouns and adjectives were considered in the theme extraction phase as they were 
significantly correlated with each other. 
348They must be relevant to the concepts established in the Deductive Approach. 
359This is a necessary condition for checking whether the keyword is close to a Connecting Code.  
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o If the list is not empty, then an additional check needs to be performed to ensure 

that the keyword is close to a Connecting Code (rule #1):  

o If the keyword is not close to a Connecting Code (word proximity = NO), then 

it is discarded. 

o If the keyword is close to a Connecting Code (word proximity = YES), then 

the keyword is defined as Theme and can be added to the Theme List (i.e., 

a list containing the Themes, their types, and their frequency values)36.10  

In the same example, it is possible to observe that the keyword “Compliance” is the selected 

Theme associated with the Connecting Code “Regulatory” because it meets all the conditions: 

• It is a noun. 

• Its frequency of occurrence is ≥ 600. 

• Connecting Code List is not empty (Table 14). 

• It is close to the Connecting Code “Regulatory.” 

The extraction of the Theme “Compliance” is shown in Table 16: 

Table 16: Example of Theme Extraction 

Extract Keywords (Nouns 

and Adjectives) 

Frequency Word Proximity Theme 

“Companies 

struggle to achieve 

their desired 

outcomes and 

understand the 

parameters within 

which they have to 

integrate 

regulatory 

requirements into 

their compliance 

programs (Marotta 

and Madnick, 

2021c).” 

Company 580 NO Compliance 

Outcome 480 NO 

Parameter 328 YES 

Compliance 882 YES 

Program 350 NO 

As a result, “Compliance” can be added to the Theme List (Table 17). 

Table 17: Example of Theme List 

Themes Type Frequency (over 600) 

Compliance Noun 882 

 
36  Once the keyword has been added to the list, it cannot be checked again. 
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This procedure was repeated for each relevant extract in the three projects’ outputs. Table 18 

shows the final list of Themes3711ordered by their frequency of occurrence.  

Table 18: Theme List 

Themes Type Frequency (over 600) 

Cybersecurity/cyber Noun/Prefix 1,062 

Risk Noun 905 

Compliance Noun 882 

Insurance Noun 733 

Culture Noun 659 

3.1.1.4 Action Verb Extraction 

If a keyword is a verb that occurs less than 600 times, then it is discarded. Alternatively, if a 

keyword is a verb that occurs 600 times or more in the text (rule #2), then it is necessary to 

check whether the Theme List is empty or not38.12  

• If the list is empty, then a new keyword is extracted until Theme List contains at least 

one element. 

• If it is not empty, then an additional check must be performed to determine whether 

the keyword is close to a Theme or not (rule #1).  

o If this condition is not verified, then the keyword is discarded. 

o If this condition is verified, then the keyword becomes an Action Verb and can be 

added to the Action Verb List (i.e., a list containing the Action Verbs, their types, 

and their frequency values)39.13 

In the same example, the keyword “Integrate” meets the conditions to be considered an 

Action Verb (Table 19): 

• It is a verb. 

• Its frequency value is ≥ 600. 

• Theme List is not empty (Table 17). 

• It is the closest verb to the Theme “Compliance.”  

Table 1: Example of Action Verb Extraction 

Extract Keywords (Nouns 

and Adjectives) 

Frequency Word Proximity Action Verb 

“Companies 

struggle to achieve 

Struggle 32 NO Integrate 

Understand 430 NO 

 
3711Keywords with the same meaning were grouped and counted as one single keyword. 
3812This is a necessary condition for checking whether the keyword is close to a Theme.  
3913Once the keyword has been added to the list, it cannot be checked again. 
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 their desired 

outcomes and 

understand the 

parameters within 

which they have to 

integrate 

regulatory 

requirements into 

their compliance 

programs (Marotta 

and Madnick, 

2021c).” 

Integrate 678 YES 

As a result, the keyword “Integrate” can be added to the Action verb List (Table 20). 

Table 20: Example of Action Verb List 

Action Verbs Type Frequency (over 600) 

Integrate Verb 678 

This procedure was repeated for each relevant extract in the three projects’ outputs. Table 21 

shows the final list of Action Verbs40
40ordered by their frequency of occurrence.  

Table 21: Action Verb List 

Action Verbs Type Frequency (over 600) 

Manage Verb 1,230 

Review Verb 940 

Accept Verb 891 

Ensure Verb 885 

Consider Verb 799 

Monitor Verb 734 

Integrate Verb 678 

Promote Verb 603 

3.1.2 Determination of Associations 

In the previous phase, the extraction procedure (Extraction of keywords) generated different 

levels of keyword significance in the projects' outputs and served as a basis for the second 

phase illustrated in this section (Determination of Associations). More specifically, the use of 

the two filter rules, and particularly word proximity, facilitated the identification of associations 

between different types of keywords (Codes – Connecting Codes and Connecting Codes – 

Themes): 

 
40

40Keywords with the same meaning were grouped and counted as one single keyword. 
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• The procedure to extract Connecting Codes (Connecting Code Extraction) made it 

possible to establish an association between Codes and Connecting Codes, where a 

given Connecting Code A is associated with a Code B (and vice versa). In the example 

used to explain the procedure of Connecting Code extraction (Table 13), it is possible 

to observe that “Regulatory” is the selected Connecting Code associated with the Code 

“Requirement” (and vice versa). This type of association was created for each Code 

and Connecting Code. Associations between Codes (orange column) and Connecting 

Codes (green column) are shown in Table 22.  

Table 22: Associations between Codes and Connecting Codes 

Codes Connecting Codes 

1. Policy Contract, Insurer, Insured, Premium 

2. First-party Coverage, Contract 

3. Third-party Coverage, Contract 

4. Threat Organization 

5. Protection  Insured, Insurer (or Agent), Contract, Process 

6. Information Organization 

7. Utility Industry 

8. Data Organization 

9. Financial Industry 

10. Market Coverage 

11. Requirement Regulator (or Regulatory), Regulation, Employee, 

Organization 

12. Bank (or Banking) Industry 

13. Sector Industry, Organization 

14. Trust Employee 

15. Privacy Regulation, Organization 

16. Loss Attack 

17. Incident Organization  

• Similarly, the analysis performed to extract Themes (Theme Extraction) made it 

possible to establish an association between Connecting Codes and Themes, where 

a given Theme A is associated with a Connecting Code B (and vice versa). In the 

example used to explain the procedure of Theme extraction (Table 16), it is possible 

to observe that “Compliance” is the selected Theme associated with the Connecting 

Code “Regulatory” (and vice versa). This type of association was created for each 

Connecting Code and Theme. Associations between Connecting Codes (green 

column) and Themes (yellow column) are shown in Table 23. 
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Table 23: Associations between Connecting Codes and Themes 

Connecting Codes Themes 

1. Organization Cybersecurity 

2. Regulation Compliance 

3. Industry Compliance 

4. Regulator Compliance 

5. Employee Culture 

6. Premium  Insurance 

7. Attack or attacker Cybersecurity, Risk 

8. Coverage Insurance 

9. Contract Insurance 

10. (Insurance) Process Risk 

11. Insurer (or Agent) Insurance 

12. Insured Insurance 

The associations listed above in Table 22 and Table 23 can also be expressed graphically, as 

shown in Figure 16. The colors of the nodes in the graph reflect those of the columns in the 

two tables (orange nodes indicate Codes, green nodes indicate Connecting Codes, and yellow 

nodes indicate Themes). 
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Figure 16: Graph G 

The resulting graph can be defined as follows: 

Let G = (N, A) be an undirected41
41tripartite42

42graph where:  

• N denotes a set of 34 nodes (keywords), which is partitioned into three sets: 

o N1 (N1 ⊂ N, |N1| = 17) contains the first level of nodes. Each element of N1 is 

indicated as {x | x is a Code, x ∈ N}.  

o N2 (N2 ⊂ N |N2| = 12) contains the second level of nodes. Each element of N2 

is indicated as {y | y is a Connecting Code, y ∈ N}.  

o N3 (N3 ⊂ N |N3| = 5) contains the third level of nodes. Each element of N3 is 

indicated as {z | z is a Connecting Code, z ∈ N}. 

 
41

41An undirected graph is a graph in which associations between nodes are bidirectional. 
42

42A tripartite graph is a graph containing 3 sets of nodes. 
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such that: 

o Each node in set N1 is connected to at least one node in N2 (or viceversa).  

o Each node in set N2 is connected to at least one node in N3 (or viceversa).  

o No nodes in set N1 are connected to nodes in set N3 (or viceversa). 

o No two nodes in the same set are connected.  

• A denotes a set of 43 associations between nodes of N, which is partitioned into two 

sets:  

o A1 (A1 ⊂ A, |A1| = 30) contains associations connecting nodes of N1 to nodes 

of N2 (or vice versa). Each association of A1 is indicated as {a(x, y) | x ∈ N1 

and y ∈ N2}. 

o A2 (A2 ⊂ A, |A2| = 13) contains associations connecting nodes of N2 to nodes 

of N3 (or vice versa). Each association of A1 is indicated as {a(y, z) | y ∈ N2 

and z ∈ N3}. 

The goal of this phase was to find the interconnections between Themes (nodes of N3) to 

uncover the final interplay between the three projects' outputs. Therefore, to achieve this goal, 

it was necessary to find the shortest path between each node of the set N3. In graph theory, 

the shortest path between two nodes in a graph is determined by finding the shortest distance, 

(or path) from one starting node (source) to a target node (Sadavare and Kulkarni, 2012). 

Therefore, in this case, the shortest path was computed43
43for each combination of nodes in 

the set N3. 

However, to calculate the path length, it was necessary to associate numerical values 

(weights) to each association of G. Therefore, G was converted into Gw, which is defined as 

follows: 

Let Gw = (N, A, W) be a weighted, undirected tripartite graph where:  

• N denotes a set of 34 nodes (keywords), which is partitioned in three sets: 

o N1 (N1 ⊂ N, |N1| = 17) contains the first level of nodes. Each element of N1 is 

indicated as {x | x is a Code, x ∈ N}.  

o N2 (N2 ⊂ N |N2| = 12) contains the second level of nodes. Each element of N2 

is indicated as {y | y is a Connecting Code, y ∈ N}.  

o N3 (N3 ⊂ N |N3| = 5) contains the third level of nodes. Each element of N3 is 

indicated as {z | z is a Connecting Code, z ∈ N}. 

such that: 

 
43

43For the purpose of this study, the shortest path was computed using a variation of the common 
shortest path algorithms (a family of algorithms aimed at solving the shortest path problem in graph 
theory) (Sadavare and Kulkarni, 2012). 
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o Each node in set N1 is connected to at least one node in N2 (or viceversa).  

o Each node in set N2 is connected to at least one node in N3 (or viceversa).  

o No nodes in set N1 are connected to nodes in set N3 (or viceversa). 

o No two nodes in the same set are connected.  

• A denotes a set of 43 associations between nodes of N, which is partitioned in two 

sets:  

o A1 (A1 ⊂ A, |A1| = 30) contains associations connecting nodes of N1 to nodes 

of N2 (or vice versa). Each association of A1 is indicated as {a(x, y) | x ∈ N1 

and y ∈ N2}. 

o A2 (A2 ⊂ A, |A2| = 13) contains associations connecting nodes of N2 to nodes 

of N3 (or vice versa). Each association of A1 is indicated as {a(y, z) | y ∈ N2 

and z ∈ N3}. 

• W denotes the set of 43 weights for each association in Gw. W is partitioned into two 

sets of weights: 

o W1 (W1 ⊂ W, |W1| = 30) contains weights for each association in A1. Each 

element of W1 is indicated as {w[a(x, y)] | a(x, y) ∈ A1, x ∈ N1 and y ∈ N2}. A 

w[a(x, y)] for the association between nodes x ∈ N1 and y ∈ N2 is assumed to 

be negligible44
44(indicated with 0 in the graph for simplicity). 

o W2 (W2 ⊂ W, |W2| = 13) contains weights for each association in A2. Each 

element of W2 is indicated as {w[a(y, z)] | a(y, z) ∈ A2, y ∈ N2 and z ∈ N3}. A 

weight w[a(y,z)] for the association between nodes y ∈ N2 and z ∈ N3 is the 

sum of the number of nodes ∈ N1 with which y is associated. 

For example, let’s take a portion of Gw (Figure 17). The weight on the 

association between the Connecting Code “Industry” and the Theme 

“Compliance” is 4 because “Industry” is associated with 4 Codes. Additionally, 

the weights on the associations between “Industry” and the associated Codes 

are negligible (0).  

 
44

44Each weight on associations of A1 is assumed to be negligible because each node of N1 

represents the first level of N and, therefore, does not have any associations with a node belonging to 
a lower level.  
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Figure 17: Example of weight association 

Figure 18 shows the complete weighted graph Gw. 
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Figure 18: Weighted graph Gw 

The following procedure was used to determine the shortest path between each combination 

of nodes of the set N3 (Themes): 

Let z1, z2 ∈ N3 be two nodes of the graph Gw. Then, the shortest path between z1 (source 

node) and z2 (target node) (or vice versa) is provided by the identification of the path in Gw 

such that the sum of the weights of its constituent associations is the minimum value. 

However, if the path between z1 and z2 crosses a node z3 ∈ N3, z3 ≠ z1, z2, then the path is 

discarded.  
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For example, "Compliance" (source node) and "Cybersecurity" (target node) are one possible 

combination of nodes (or vice versa) qualifying45
45for the application of the shortest path 

method illustrated above. Figure 19 shows the shortest path (in red) between these two nodes. 

 

Figure 19: Example of application of the shortest path method 

The following graph (Figure 20) shows the shortest paths (in red) between each combination 

of nodes in the set N3 (Themes).  

 

 

 
45

45Both nodes belong to N3 and no other node of N3 crosses the path between “Compliance” and 
“Cybersecurity.” 
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Figure 20: Final shortest paths in Gw 

Therefore, the resulting paths46
46show the final connections between each element of the set 

N3 (Themes), as shown in Figure 21. 

 
46

46In this final phase, some components of GW, such as Codes (N1), Connecting Codes (N2), 
associations (A), and weights (W) can be disregarded because the ultimate goal of the procedure 
described in this section is to find paths (correlations) between the Themes (elements of N3). 
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Figure 21: Associations between Themes 

Finally, the analysis performed in the previous phase to extract Action Verbs (Action Verb 

Extraction) made it possible to reinforce the final associations between Themes (shown in 

Figure 21) through the addition of associated Action Verbs.   

In the example used to explain the procedure of Action Verb extraction (Table 1), the keyword 

“Integrate” is the Action Verb associated with the Theme “Compliance.” During the extraction 

of Action Verbs, it was observed that the verb “Integrate” was also associated with the Theme 

“Culture.” This result can be translated into an association between “Compliance” and 

“Culture” labeled with an Action Verb. 

Table 24 shows the final correlations between Themes and Action Verbs (the color of the 

column representing Themes reflects the color of the nodes in Figure 21).  

Table 24: Associations between Themes and Action Verbs 

Themes Action verbs  

Cybersecurity/cyber Manage, Promote, Ensure 

Risk Accept, Consider, Review 

Compliance Ensure, Integrate  

Insurance Monitor 

Culture Promote, Integrate 

Therefore, Action Verbs were used to determine the final significance of the associations 

between Themes. In particular, Figure 22 shows that each component is connected to another 

through an association (“reinforced” with an Action Verb), which identifies the action being 

performed from one component to another (and vice versa). 
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Figure 22: Associations between Themes and Action Verbs 

Therefore, the results of the two procedures (Extraction of keywords and Determination of 

Associations) discussed in this chapter showed the projects’ most significant components of 

cybersecurity (expressed through Themes) and provided a thorough understanding of their 

specific interactions.  

3.1.2.1 The CYBER – CCI Framework 

The analysis performed in the previous sections laid the foundation for the creation of 

theorized associations between otherwise separate entities. In particular, it showed evidence 

of five major correlations between the five established Themes. These associations provided 

direction on how to develop patterns that ensure maximal cohesiveness of the Themes. In 

addition, they provided new insights into how cybersecurity can be addressed at a broader 

level. This principle is demonstrated schematically through an elaboration of Figure 22. The 

framework resulting from this passage can be defined as the CYBER – CCI47
47Framework 

(Figure 23).  

 
47 CYBER – Culture, Compliance, Insurance (CCI) Framework 
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Figure 23: CYBER - CCI Framework 

The five components illustrated in the CYBER – CCI Framework are described below:  

• Cybersecurity. This component represents a high-level strategy that ensures that an 

organization complies with policies and regulations, promotes an adaptive 

cybersecurity environment, and manages cyber risks. 

• Cybersecurity Culture.  This component's role is to promote appropriate 

cybersecurity behaviors and training and ensure that all staff can work together to 

integrate compliance procedures into the company's culture. 

• Cybersecurity Compliance. This component aims to ensure strategy alignment with 

regulations and integrate cultural elements to support and understand compliance. 

• Risk. The risk management component represents a process involving a series of 

actions to identify, analyze, evaluate, and either treat or accept the risks. For example, 

if an organization decides to accept risk, it must review risk management practices as 

part of its overall cybersecurity strategy. Conversely, if an organization implements risk 

transfer, it may consider cyber insurance options to transfer risks.  
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• Cyber insurance. The goal of this component is to help the organization mitigate 

losses arising from cyber risks. Usually, an organization transfers risks to an insurance 

company and purchases a policy to insure against specific risks. Once insurance 

coverage is provided, then risk is monitored to verify risk levels. 

3.1  Interpretation of results  

Thematic Analysis revealed that the balance upon which the framework is based primarily 

depends on the role of risk in connecting cybersecurity culture, compliance, and cyber 

insurance. Each of these three components has a determining effect on risk management 

outcomes, which, in turn, has a significant impact on the overall cybersecurity posture. As a 

result, the CYBER – CCI Framework (Figure 23) showed that the concept of risk management 

is central to the creation and delivery of a comprehensive cybersecurity strategy, and its 

determination is critical to any related operations. 

Most commonly, professionals in the cybersecurity field use qualitative methods to approach 

risk either because there are not enough accurate historical data to properly evaluate cyber 

risks or because they are considered to be suitable to assess evolving threats. However, 

although these considerations are certainly accurate, the downside is that quantitative 

methods may be subject to imprecision.  

Similarly, the concept at the base of the framework cannot be defined in a pragmatic way 

without specifying an approach to measuring risk. For this reason, it was deemed appropriate 

to frame the results obtained in the previous analysis with a focus on quantification. In 

particular, the interpretation of the significance of the risk function in relation to the three core 

components is discussed through a progressive mathematical understanding of cyber risk 

management, starting from the core definition of risk to the convergence of the risk concept 

with the three components.  

The emergence of the notion of risk dates back to the sixteenth century when maritime trade 

arose significantly (Fiorenza, 2020). Particularly, the use of this term started to appear in the 

insurance field with the aim to indicate the hazards that could occur during sea crossings. This 

conception was also linked to the concept of "chance," which then developed into the 

probability theory. As time went by, its application domain was extended to other sciences, 

such as social, medical, and financial disciplines. Despite the wide use of the risk concept, 

one of the simplest and most common definitions of risk is the equation stating that risk is the 

probability of an event occurring multiplied by the magnitude of that event's consequences (or 

damage) (Burzynski and Burzynski, 2014).  

R = P ∙ M                                                 [1.0] 
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Where: 

- P: probability of an event. 

- M: magnitude of potential consequences associated with an event (or damage). 

This formula is widely recognized among security professionals and is commonly used for the 

management of risks. However, in general, there is a lack of theory and models regarding how 

other factors might combine into the quantitative characterization of risk. Thus, for the purpose 

of this work, it is necessary to derive a re-elaborated version of the original risk formula, as 

follows: 

Let rj,t be a generic risk for a given organization,  

rj,t= ∑ p
j
 .

nj,t

i=1

di,j                                            [1.1] 

Where: 

- i: generic expected scenario; 

- j: generic unwanted event; 

- t: temporal length; 

- rj,t: risk index with respect to the j-th event and a predetermined time value t; 

- p
j
: probability (hazard48) of occurrence of a j-th event in a certain period of time t; 

- dj,t: damage related to the i-th scenario, connected to the j-th event; 

- nj,t: number of scenarios relating to the j-th event in a predetermined time value t. 

More specifically, in the cybersecurity sector, risk can be defined as the potential exposure or 

loss deriving from a failure in an organization's information or communication systems. Cyber 

risks come in many forms, ranging from the exploitation of vulnerabilities in an organization's 

systems to the manipulation and destruction of data or services. However, it is necessary to 

underline the considerable complexity connected with the determination of cyber risk, 

regardless of the event considered. In particular, the lack of data availability and accuracy is 

a constant challenge for estimating cyber risks. The number of cyber events about which 

information is available should be large enough to be statistically significant. Furthermore, the 

quality or reliability of the data should also be adequate.  

To offset this disadvantage, it is necessary to assess the expected damage related to a cyber 

event using at least two parameters: 

• Exposure (or exposed value). This parameter represents the extent to which a cyber 

 
48  In this context, “hazard” is used as probability as it is associated with the parameters of the 
damage.  
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event can impact an asset49
49in an organization. It can be quantifiable in relative terms 

(e.g., market value) or absolute terms (e.g., amount of data at risk of being lost after a 

cyber event, number of damaged users, etc.). For example, exposure can be 

expressed as the number of users at risk or the economic value of the monetizable 

assets in a vulnerable organization. 

• Vulnerability. This parameter represents the aptitude or propensity of the exposed 

value to withstand a cyber event. Vulnerability is, therefore, a measure of the 

robustness or fragility (degree of loss) of an asset at risk with respect to an unwanted 

event. It can be expressed as a probability or a percentage on a scale from 0% (no 

vulnerability) to 100% (total vulnerability). For example, in the case of a cyber-attack 

against a computer network, vulnerability is the ability of a system to suffer damage 

due to the contingencies induced by the attack. 

Therefore, damage d can be defined as the product of the vulnerability v of the exposed value 

and the exposure e: 

di,j = vi,j . ei,j                                                                 [1.2]       

Where: 

- di,j: the damage produced as a result of the i-th scenario, following the j-th event; 

- vi,j: vulnerability of an exposed element in the i-th scenario, following the j-th event to 

which the element itself is exposed; 

- ei,j: exposure, whether tangible or intangible, of an exposed element in the i-th 

scenario, following the j-th event.  

In a period of t years, nt scenarios can occur, and, therefore, the total damage dTt relating to 

this period is as follows: 

 dTt = ∑ di,j

nj,t

i=1

= ∑ vi,j

nj,t

i=1

. ei,j                                 [1.3] 

Where: 

- i: generic expected scenario; 

- j: generic unwanted event; 

- t: temporal length; 

- dTt: total damage; 

- nj,t: number of expected scenarios with respect to the j-th event occurring during 

an interval of length t; 

- vi,j: vulnerability of n elements exposed with respect to the i-th scenario, connected 

 
49 Data, services, people, etc. 
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to the j-th event; 

- ei,j: Value of the n elements exposed with respect to the i-th scenario, connected to 

the j-th event. 

In the light of the above considerations, [1.1.] can be translated into the following formula: 

rj,t= ∑ p
j
 .

nj,t

i=1

vi,j . ei,j                                                    [1.4] 

According to the CYBER – CCI Framework, risk management is also indirectly influenced by 

compliance and culture, both of which are critical components of any cybersecurity strategy. 

These elements have a mainly preventive function in the reduction of an organization's risks: 

• Compliance encourages an organization to monitor and report on the effectiveness of 

controls in the management of the organization's risk exposure. When compliance is 

aligned with business goals, an organization can develop internal controls that 

adequately measure and handle the risks it faces. As a result, an efficient compliance 

program can help minimize exposure by ensuring that an organization operates 

according to rules.  

• Similarly, culture is the foundation to manage risk successfully. A bad or undefined 

culture can cause uncertainty and lead to limited perspectives. For example, a culture 

with a high level of misinformation with respect to expected behaviors may generate 

optimistic bias regarding the probability of experiencing a cyber-attack. This factor 

may lead a company to considering certain risks tolerable, resulting in inadequate risk 

perception. Conversely, when a good security culture is in place, an organization can 

set realistic goals and increase the quality of decision-making about risks. In this way, 

culture can help reduce the risks associated with the human factor by incorporating 

risk management into all aspects of the organization. Additionally, the integration of 

compliance as a critical component of an organizational cybersecurity culture (and 

vice versa) can improve security and increase risk reduction.  

Consequently, by implementing compliance and culture, it is possible to reduce 𝑟j,t 

significantly. 

Following this observation, [1.4] takes the following form: 

rj,t=
∑ p

j
.

nj,t

i=1
vi,j. ei,j  

k
                                                     [1.5] 

Where: 
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- k: reduction factor that considers the degree of compliance achieved for a 

requirement and the level of culture of an organization. This variable is expressed as 

follows:  

k = α1 + α2                                                                     [1.6] 

Where 1 ≤ k ≤ 2: 

o α1: Cybersecurity Compliance (degree of compliance with cybersecurity 

rules and regulations implemented within the organization); α1 = 1 

(maximum value); α1 = 0,5 (minimum value).  

o α2: Cybersecurity Culture (level of knowledge, awareness, 

conscientiousness, and sharing capabilities within an organization); α2  = 

1 (maximum value); α2 = 0,5 (minimum value) 

The higher k is, the lower the value of risk provided by [1.5] is in the organization 

(e.g., k = 1, no risk reduction; k = 2, maximum risk reduction). The value to be 

assigned to α1 and α2 can be determined through Table 25 and Table 26, 

respectively: 

Table 25: Assessment Scale – Compliance (α1) 

Qualitative 

Values 

Semi 

Quantitative 

Values 

Description 

Very High 0.9 < α1 ≤ 1 

The company has achieved the maximum level of 

compliance with regulations, standards, policies, or 

procedures by implementing the necessary measures. 

Therefore, no corrective action is required. 

High 0.8 < α1 ≤ 0.9 

The company is compliant with most of the requirements 

contained in regulations, standards, policies, or 

procedures. However, minor corrective actions must be 

included in the existing compliance program to reach a 

higher compliance level.  

Moderate 0.7 < α1 ≤ 0.8 

The company is partially compliant with regulations, 

standards, policies, or procedures. However, adequate 

corrective actions must be included in the existing 

compliance program to reach a higher compliance level. 
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Low 0.6 < α1 ≤ 0.7 

The company is not sufficiently compliant with regulations, 

standards, policies, or procedures. Therefore, a thorough 

review of the existing compliance program is required. 

Very Low 0.5 ≤ α1 ≤ 0.6 

The company is poorly compliant with regulations, 

standards, policies, or procedures. Therefore, significant 

corrective actions must be adopted to develop a new 

tailored compliance program. 

Table 26: Assessment Scale – Culture (α2) 

Qualitative 

Values 

Semi 

Quantitative 

Values 

Description 

Very High 0.9 < α2 ≤ 1 

The company has achieved the maximum level of 

cybersecurity culture by implementing excellent behaviors, 

norms, and shared values that promote cybersecurity. As 

a result, no corrective action is required. 

High 0.8 < α2 ≤ 0.9 

The company has achieved a high level of cybersecurity 

culture by implementing appropriate behaviors, norms, 

and shared values that promote cybersecurity. However, 

minor corrective actions are required to improve the overall 

culture. 

Moderate 0.7 < α2 ≤ 0.8 

The company has achieved a medium level of 

cybersecurity culture by implementing good behaviors, 

norms, and shared values that promote cybersecurity. 

However, further corrective improvement actions are 

required to promote cybersecurity culture. 

Low 0.6 < α2 ≤ 0.7 

The company has achieved a low level of cybersecurity 

culture. Therefore, several corrective actions are required 

to prioritize cultural activities and raise the level of security 

culture, using specific key indicators (e.g., awareness, 

consciousness, perception, and attitude) 

Very Low 0.5 ≤ α2 ≤ 0.6 

The company has achieved a poor level of cybersecurity 

culture. As a result, it is necessary to introduce significant 

corrective actions using specific key indicators (e.g., 

awareness, consciousness, perception, and attitude) and 
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develop a new cultural transformation path within the 

organization. 

 

Moreover, managing risk is not a one-time activity. [1.5] considers risk in relation to a specific 

event j. Nevertheless, this formula can also be defined for all possible undesirable events 

occurring within a particular area during an interval of length t. Thus, the formula for total risk 

is as follows: 

rTt = ∑ rj,t

mt

j=1

                                                                  [1.7] 

Where: 

- j: single unwanted event; 

- t: temporal length; 

- rTt: total risk; 

- rj,t: risk index with respect to the single j-th event and a predetermined time value t; 

- mt: number of independent undesirable events occurring during an interval of 

length t. 

[1.7] implies the need to estimate the probability and severity of each event (e.g., cyber-attack, 

accidental data loss, data theft, corruption, etc.), the number of users affected by them, the 

identification of the vulnerabilities of all IT components50,50and the mitigation measures.  

That being said, preventing a cyber-attack is not always possible. However, it is possible to 

control risk factors and reduce risk to residual levels (although it can never be zero). Residual 

values can be subsequently treated and classified into two categories: reducible and non-

reducible. 

• Reducible risks include those risks that an organization can eliminate, elude51,51or 

retain. 

• Non-reducible risks include those risks that can be transferred and for which their 

residual risk level can no longer be reduced52.52This type of risk is increasingly common 

in organizations due to the complexity of the IT systems adopted.  

Often, risk treatment is challenging to implement for non-reducible risks. As a result, it is 

necessary to adopt a cyber insurance policy (as shown in the CYBER – CCI Framework). 

 
50

50Components can be both physical (computers, routers, etc.) and logical (files, processes, etc.). 
51

51Eluding risk may require eliminating the source of risk 
52

52Retained risks are those that can be kept by the organization without causing critical issues. These 
forms of risk do not require any treatment as the organization is accountable for any possible related 
damage. 
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Therefore, transferring risk involves the existence of an insurance company willing to accept 

residual risk and a policyholder willing to transfer it (relationship between insurance offer and 

demand). In this case, residual risk is defined as follows: 

rres = rins                                                         [1.8] 

Where: 

- rres: residual risk (i.e., the risk that remains even after adopting all prevention and 

protection measures in the risk assessment process); 

- rins: insured risk (i.e., the potential risk insured by the insurer). 

Therefore, the goal of cyber insurance is to cover the residual risk rres through a premium53 

payment, expressed as: 

            = H (D)                                                     [1.9] 

Where: 

- P: premium; 

- D: global compensation for the expected damage; 

- H: function that associates a real number   to each possible distribution of the global 

compensation D. 

In this case, the analogy is evident: 

rres = rins =                                                               [1.10] 

Equation [1.10] considers rres equivalent to the price to be paid for the expected loss. 

The value of rres (and, therefore, P) can be significantly high despite the mitigation measures 

(indicated as prevention and protection in the CYBER – CCI Framework) adopted during the 

risk management process. In this case, the insurance policy would be equally expensive, thus 

jeopardizing the stipulation of the policy itself and the actual risk transfer process due to the 

high value of D. 

However, implementing an appropriate compliance program and a solid culture can play an 

essential role in reducing the value of   and thereby enabling the transfer of the non-reducible 

residual risk. Thus, this final observation highlights the critical link between the components of 

the CYBER – CCI Framework. 

  

 
53 The premium represents the price to be paid for the expected loss. 
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3.3 Case study 

The following hypothetical case study is intended to exemplify the quantitative characterization 

of risk provided in the previous section: 

3.3.1 Background and Problem 

This case study involves a medium-sized government research laboratory operating in the life-

science industry. Given that the lab's digital systems store a significant amount of sensitive 

data, research materials, and critical intellectual property, the risk of cyber threats is 

particularly high. For this reason, the lab runs periodic risk assessments and monitoring. 

During the most recent risk assessment update, the lab reviewed the entire risk profile of the 

organization, paying particular attention to the risks associated with malware attacks, cyber-

terrorist threats, and other cyber risks. However, despite the implementation of mitigation 

measures, the level of residual risk was found to be significantly high. Considering this 

alarming outcome, the company decided to transfer residual risk to an insurance company by 

means of a risk transfer payment (i.e., cyber insurance premium). The lab then contacted a 

leading company in the cyber insurance sector. Following a preliminary examination of the 

laboratory's needs, the insurance company offered the lab the opportunity to purchase a cyber 

risk policy specifically designed to cover any potential damage to IT systems. Nevertheless, 

due to the lab's high level of residual risk, the insurance company asked for an equally high 

premium payment for the coverage, making it difficult for the organization to consider the risk 

transfer option. Thus, the lab adopted a different approach to reducing risk and obtaining a 

lower insurance premium.  

The approach below illustrates the procedure54 the lab adopted to lower their residual risk 

value.  

3.3.2 Approach 

The lab carried out an initial evaluation of the current risks in the organization (indicated as 

"Initial Risk Evaluation"), taking into account the existing prevention and protection measures. 

However, when the lab found out that residual risk was still high, it reviewed the procedure 

according to Equation [1.5] to further lower risk and transfer it to the insurance company (this 

subsequent evaluation is indicated as "Final Risk Evaluation"). 

The specific steps undertaken by the lab to achieve the reduced amount of risk are described 

below: 

 
54 The analysis conducted in this case study used several metrics and assessments, which are listed 
in Appendix 7: Case Study Metrics and Assessments for ease of reference. 
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3.3.2.1 Initial Risk Evaluation 

• Risk analysis  

o The lab identified the threat events that were relevant to the organization: 

▪ Malware attacks (total value of the exposed assets: 161,000 USD). 

▪ Terrorist attacks (total value of the exposed assets: 109,000 USD). 

▪ Fire in the local server (total value of the exposed assets: 115,000 

USD). 

• Risk assessment.  

o The lab estimated the following parameters for each threat event listed above: 

▪ Probability of occurrence (P) (the metrics used to estimate P are 

described in Appendix 7: Case Study Metrics and Assessmentrs, Table 

27); 

▪ Vulnerability (V) (the metrics used to estimate V are described in 

Appendix 7: Case Study Metrics and Assessmentrs, Table 28); 

▪ Exposure (E) (the metrics used to estimate E are described in Appendix 

7: Case Study Metrics and Assessmentrs, Table 29); 

▪ Damage (D) (the metrics used to estimate D are described in Appendix 

7: Case Study Metrics and Assessmentrs, Table 30); 

o The lab determined the residual risk value:  

▪ The total value of residual risk provided the following value rtot1 = 6,852 

(the details of the assessment are shown in Appendix 7: Case Study 

Metrics and Assessmentrs, Table 32). 

o The lab determined the risk response strategies: 

▪ Following the implementation of the previous steps, the lab developed 

a risk response strategy to mitigate the impact of the risks examined 

above. Generally, a risk response strategy includes four alternative 

options (Baccarini, Salm and Love, 2004): 

1. Risk avoidance. Risk avoidance involves taking steps to remove 

or significantly alter the process or behaviors at the root of the 

risk. 

2. Risk acceptance. Risk acceptance denotes an organization's 

willingness to accept the risk level associated with a specific 

activity or process. 

3. Risk mitigation. Risk mitigation is achieved by applying one or 

more measures to reduce residual risk. 
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4. Risk transfer. Risk transfer occurs when an organization intends 

and has the opportunity to transfer risk to other parties (e.g., 

insurance companies). 

The lab chose to transfer (Risk transfer) residual risk through a cyber 

risk insurance policy. The insurance company thus reviewed the 

organization's risk profile according to a risk matrix, also known as 

a Probability and Damage risk matrix (Ni, Chen and Chen, 2010). A risk 

matrix represents a visual tool that shows the level of the potential risks 

affecting an organization and is based on two intersecting factors:  

• The probability that the risk event occurs. 

• The potential impact (damage) that the threat event can have on 

the organization.  

Therefore, risk values are determined by multiplying the probability and 

damage scores. Depending on the resulting values, risks can be 

categorized using a color scale that ranges from red for 

higher probabilities (extreme) to green for lower probabilities (low). The 

metrics used to classify risks in the matrix are described in Appendix 7: 

Case Study Metrics and Assessmentrs, Table 31. The insurance 

company used the risk matrix to evaluate different risks and offer a 

premium accordingly55. The following chart (Figure 24) displays the 

color scale and default values corresponding to the type of insurance 

policy (premium) designed for the lab.  

 
55 The higher the risk level, the greater the premium. 
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Figure 24: Risk Matrix (Initial Risk Evaluation) 

  

According to the matrix above, rtot1 = 6,852 was classified as "Extreme." 

Therefore, despite the implementation of the (prevention and protection) 

mitigation measures, the residual risk rtot1 remained considerably high. 

Additionally, according to Equation [1.10], rtot1 also corresponds to the 

price to be paid for the expected loss (insurance premium: 6,852.00 

USD/year). This outcome, however, resulted in an overly large amount, 

considering the lab's budget limits. 

The lab then adopted a revised risk assessment approach, incorporating the reduction factor 

k (Equation [1.5]). The k factor takes into account the organization's level of compliance and 

culture and is specified for each identified risk as k = α1 + α2, 1 ≤ k ≤ 2 (Equation [1.6]). Below 

is the description of the Final Risk Evaluation approach.  

3.3.2.2 Final Risk Evaluation 

• Risk analysis  

o The lab identified the threat events that were relevant to the organization: 

▪ Malware attacks (total value of the exposed assets: 161,000 USD). 
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▪ Terrorist attacks (total value of the exposed assets: 109,000 USD). 

▪ Fire in the local server (total value of the exposed assets: 115,000 

USD). 

• Risk assessment.  

o The lab estimated the following parameters for each threat event listed above: 

▪ Probability of occurrence (P) (the metrics used to estimate P are 

described in Appendix 7: Case Study Metrics and Assessmentrs, Table 

27); 

▪ Vulnerability (V) (the metrics used to estimate V are described in 

Appendix 7: Case Study Metrics and Assessmentrs, Table 28); 

▪ Exposure (E) (the metrics used to estimate E are described in Appendix 

7: Case Study Metrics and Assessmentrs, Table 29); 

▪ Damage (D) (the metrics used to estimate D are described in Appendix 

7: Case Study Metrics and Assessmentrs, Table 30); 

▪ Reduction factor (k) (the metrics used to estimate k are described in 

Appendix 7: Case Study Metrics and Assessmentrs, Table 25, Table 

26). 

o The lab determined the residual risk value:  

▪ The total value of residual risk assessment provided the following value 

rtot2 = 4,722 (the details of the assessment are shown in Appendix 7: 

Case Study Metrics and Assessmentrs, Table 33) 

o The lab determined the risk response strategies: 

▪ After implementing the previous steps, the lab considered the transfer 

of residual risk through a cyber risk insurance policy. The insurance 

company thus reviewed the organization's risk profile using the same 

risk matrix adopted previously (Figure 25). 
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Figure 25: Risk Matrix (Final Risk Evaluation) 

According to the matrix above, rtot2 = 4,722 was classified as "High." 

Additionally, according  to Equation [1.10], rtot1 also corresponds to the 

price to be paid for the expected loss (insurance premium: 4,722.00 

USD/year). Given the lab's financial constraints, this outcome resulted 

in a more acceptable amount. 

3.3.3 Results 

The two risk evaluations carried out by the lab show the following values for residual risk: 

• Initial residual risk value: rtot1 = 6,852   

• Final residual risk value (reduced using k): rtot2 = 4,722   

The final result shows that working on compliance and culture (k = α1 + α2) significantly 

contributed to improving the lab's risk profile. In particular, the organization reduced residual 

risk from rtot1 = 6,852 (Level: “Extreme”) to rtot2 = 4,722 (Level: “High”), which decreased by 

about 30%. Consequently, the premium was reduced to an amount deemed appropriate for 

the lab's expectations and budget capabilities (4,722.00 USD/year). Thus, the final value of 

rtot2 was sufficient to transfer risk and afford cyber insurance coverage. 
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The visual representation of the lab's reduction transition is shown in Figure 26. 

 

Figure 26: Reduction transition 

It is also important to mention that the residual risk's value might be decreased further to a 

"Moderate" level (i.e., the yellow area in the risk matrix) by improving or introducing additional 

prevention and protection mechanisms. However, as demonstrated in this case study, one of 

the most effective risk-reduction measures seems to be the progressive improvement of the 

organization's compliance and cultural initiatives. 

3.4 Future development directions 

With the increased complexity of global cyber-threats and the growing expansion of the cyber-

attack surface, it is necessary to transform the risk profile accordingly. Along this line, the 

framework elaborated in this thesis is based on a reconfigured conceptualization of cyber risk 

as reflected in the interaction between the three main components: cyber insurance, culture, 

and compliance. However, although this framework is specifically focused on the balance of 

these three elements, it is flexible and can be used as a starting point for further investigation 

or to deepen previously examined concepts. 

For example, one area of the framework that can be developed involves the factors that 

influence risk reduction. Equation [1.5] shows that reducing cyber risks requires a focus on 
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people and behaviors as well as regulations and policies (reduction factor k). While these 

factors are important in risk reduction, it should also be noted that the cybersecurity domain 

consists of additional elements that might help manage risks successfully. As a result, future 

work could be continued to extend the CYBER – CCI Framework in a way that helps 

increasingly reduce cyber risk.  

Among the possible directions of implementation, the integration of ethics into the framework 

could be an option. Ethics is the discipline that seeks to study and define rules of behavior 

(not laws) in an objective and rational way (Nawar and Dagam, 2015). The purpose of ethics 

is to enable individuals to distinguish between good (right) and bad (or wrong) behaviors. 

Implementing ethical conduct in an organization starts with commitment from senior 

executives for a strong cybersecurity culture and continues through the successful 

implementation of compliance across the entire organization. However, managing ethical 

behavior is one of the most complex problems facing organizations today; employees are the 

new custodians of data, and, therefore, they need to safeguard information and make 

decisions effectively. If an employee fails to manage data as expected, both the organization 

and the employee can be exposed to severe risks.  

Therefore, ethics seems to be a crucial role in creating an organizational infrastructure that 

promotes ethical cybersecurity behaviors in all its aspects. In this context, not only do ethical 

choices influence risk reduction, but also risk transfer. For example, in the event of a 

ransomware arrack, a company may face an ethical dilemma that can significantly impact risk 

management. It can pay a cybercriminal to restore data or face the consequences of the 

attack. If the company decides not to pay, it may need to stop its operations and manage the 

risks caused by the effects of the ransomware attack. Conversely, if the company decides to 

pay and transfer the risk to the insurance company, it may pay a higher cyber insurance 

premium.  

However, even the most ethical cybersecurity professional may not effectively prevent or 

counter all cyber-attacks. A wise approach, therefore, is to be technically prepared for 

cybersecurity incidents. This preparation requires a strategy that encompasses the technical 

principles necessary to put cultural or ethical behaviors into practice and implement 

compliance controls. Therefore, technique (or technical expertise) is another critical factor in 

anticipating unforeseen issues and managing risks.  

In the light of these considerations, a possible extension of the CYBER – CCI Framework 

would require the investigation of ethics and technique as reduction factors. Along with culture 

and compliance, the implementation of ethical and technical principles could complete the 

framework and help build an even more tailored approach to cyber risk. Figure 27 shows a 



155 

 

possible insertion of ethics and technique.  

 

Figure 27: Possible extension of CYBER – CCI Framework 

To help understand how these factors work together and how they interact with the rest of the 

framework, it would be necessary to focus on variable k of Equation [1.5]. In this case, the 

formula to be considered as a basis for further investigation would take the following form: 

rj,t = 
∑ pj.

nj,t

i=1
vi,j.ei,j  

k
                                                        [1.11]     

Where: 

- k: reduction factor that considers the degree of compliance achieved for a 

requirement and the level of culture of an organization. This variable is expressed as 

follows:  

k = α1 + α2   + α3  + α4                                                [1.12] 

The higher k is, the lower the value of risk provided by Equation [1.11] is in the 

organization. 

- α1: Cybersecurity Compliance (degree of compliance with cybersecurity rules and 

regulations implemented within the organization). 
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- α2: Cybersecurity Culture (level of knowledge, awareness, conscientiousness, and 

sharing capabilities within an organization). 

- α3: Cybersecurity Ethics (level of commitment to ethics and ethical performance 

within an organization). 

- α4: Cybersecurity Technique (level of technical expertise and cybersecurity 

knowledge within an organization). 

Over the last few years, the cybersecurity industry has been advocating for a much more 

substantial level of attention and investment in cyber defenses. Focusing on improving the "k" 

variable might considerably aid businesses in attaining this objective and increasing collective 

cyber resilience efforts.  

CHAPTER 4: CONTRIBUTION TO THE FIELD  

This thesis aimed at researching the interplay between different dimensions of cybersecurity. 

The existing academic literature in the field of cybersecurity research does not seem to 

explicitly address this problem as it views cybersecurity in narrow terms. The majority of 

scholars consider cybersecurity as a problem of either specific domains (e.g., cybercrime, 

network security, cloud security, big data security, etc.) or technology in general (Shetty, 

Schwartz and Walrand, 2010; Demchenko et al., 2014; Elena and Johnson, 2015). This 

sectoral perception is often reflected in practical situations. Despite increasing attention to 

human aspects of cybersecurity, many professionals pay little or no attention to its broad 

implications. Cyber risks are still an IT concern in many organizations or are limited to specific 

departments. The research developed in this study tackled this issue and explored the 

applicability of an interdisciplinary approach to evaluate the strategic dimensions of 

cybersecurity (cyber insurance, culture, and compliance). In particular, these dimensions 

cover the capacity area required by a company to strengthen its cybersecurity posture: 

• Cyber insurance can help organizations recover much more quickly from cyber-attacks 

by bringing in professional services as soon as a cyber occurrence is discovered.  

• Cybersecurity culture can also play an essential strategic role in improving 

cybersecurity. For example, adopting a solid governance architecture may enable 

businesses to enhance individual security capabilities and prevent human factors from 

becoming cybersecurity failures.  

• Compliance may be a constructive force for transformation in a company. Compliance 

may help an organization maintain a high level of cyber operational maturity while also 

helping it become more resilient over time. 
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Considering this multidimensional perspective, the following section discusses a series of 

arguments on how this work contributes to the cybersecurity realm from a theoretical, 

methodological, and practical perspective. 

4.1 Theoretical contributions  

As an interdisciplinary industry, cybersecurity requires knowledge of technology, finance, 

human behavior, and regulation, as well as an understanding of the constantly mutating cyber 

threat landscape. Therefore, risk needs to reflect the same cross-cutting nature of this sector. 

To this extent, this study contributes to the literature in cyber risk management in the following 

ways: 

• Providing a new definition of cyber risk. The concept of risk has been largely 

discussed in subject areas, such as engineering, economics, and business 

management (Strupczewski, 2021). The term "cyber risk" first appeared in the early 

1990s (Dos Santos, Peffers and Mauer, 1993). However, its use started to increase in 

the literature in the early 2000s (Siegel, Sagalow and Serritella, 2002; Gordon, Loeb 

and Sohail, 2003). Since then, the literature on cyber risk management has presented 

several definitions and methodologies for analyzing and managing cyber risks; 

however, existing publications on the topic do not address a comprehensive and 

targeted evaluation of cyber risk. Instead, most refer to established risk approaches 

derived from other fields (e.g., safety and disaster management) and apply them to 

cybersecurity practices. Therefore, considering these conceptual complications, this 

study presented a new definition of cyber risk that goes beyond traditional risk factors. 

In particular, it built on the classical definition of risk as a function of probability and 

potential consequences (damage) and incorporated specific cybersecurity mitigation 

components. This novel conceptualization can contribute to a better theoretical 

understanding of the subject by differentiating cyber risk from other forms of risk. 

Furthermore, this concept can provide a more solid foundation for future cybersecurity 

research and policy recommendations. 

• Offering an innovative systematic approach to risk management. This work 

combines the simultaneous examination of three different cybersecurity dimensions 

and focuses on risk as a "joint" factor to maintain the highest level of balance in an 

organization. Figure 28 shows a visualization that exemplifies this concept. By 

measuring the level of the single components of the frameworks (cybersecurity culture, 

cybersecurity compliance, and cyber insurance), it is possible to compute risk in 

function of these components. Given the modular structure of the framework, each 

component can implement its functions efficiently and has the potential to be 

computationally autonomous. However, although each component's computation is 
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represented independently in the framework, it is important to note that the different 

components can influence one another. For example, culture and compliance have a 

direct correlation in an organization, which can also be reflected in their final 

computation (k). On the one hand, this interconnection can be an advantage; the extent 

to which risk reduction levels increase depends on the maximum synergy level 

between the components. For example, a robust cybersecurity culture can support and 

even promote effective compliance behaviors. Similarly, compliance may push a 

company to adopt appropriate cybersecurity practices, thus facilitating cultural growth. 

As a result, the more they are positively related, the higher their value (and the overall 

risk reduction level) is. However, on the other side, it may result in increased 

computational complexity, making it harder to generate an accurate risk estimation. 

Therefore, one critical tradeoff is to maintain the framework's modularity while also 

focusing on improving the level of each component. 

 
Figure 2: Example of risk measurement representation 

The three-dimensional nature of this work provides an approach for holistically addressing 

cybersecurity issues and constitutes a roadmap for managing cyber risk. Thus, from a 

theoretical perspective, the risk paradigm developed in this study effectively represents the 

actual level of knowledge needed to handle cyber risk dynamically. More specifically, each 

framework component is representative of an essential set of information that can be 

necessary to manage risk. For example, the compliance component can provide employees 

with the necessary guidelines to achieve an acceptable level of security for a given industry 

or field. The framework's multidimensional structure can thus help improve knowledge transfer 

by enabling the exchange of specific information (e.g., assets, instructions, and risk 
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management practices) between the various components. Therefore, each component may 

use the information provided by the other components to enrich the overall knowledge of risk 

in a company. 

4.2 Methodological contributions 

One of the primary objectives of this thesis was to demonstrate how prior project findings may 

be leveraged to identify methodological and conceptual ties between the three areas of 

cybersecurity. The first step in achieving this goal was to analyze qualitative data to identify 

concepts and patterns relevant to this purpose. To this end, several qualitative approaches 

have been considered. For example, one possible approach was Grounded Theory (GT), 

which involves the application of specific rules for deriving a theory from data (Starks and 

Trinidad, 2007). However, it was not appropriate in this case as there were already theories 

that informed the phenomena studied in the projects.  

For this reason, it was necessary to employ a method that could use data from previous 

studies to uncover latent connections (not new theories). One methodology that was found to 

be suitable for achieving this result was data mining56. More specifically, given the textual 

nature57 of the projects’ outputs, text mining was considered to be effective in teasing out a 

set of key themes from different text extracts. As a result, text mining enabled the 

implementation of systematic Thematic Analysis (TA), although some challenges remained. 

For example, a particular difficulty with applying traditional TA methods was extracting data 

from projects with the same paradigmatic structure and style (e.g., papers with the same case 

study design and literature configuration)58. To compensate for this disadvantage, the method 

employed in this thesis used a modified version of TA to process structured data in the form 

of digital text. 

Therefore, the originality of this work also lies in its novel methodology, which provides the 

following contributions:  

• Discovering accurate themes using a built-in interpretation feature. The 

combination of the frequency and word proximity rules in the TA conferred accuracy to 

the analysis and enhanced the research’s whole meaning. Additionally, by 

progressively parsing, stemming, and removing words, the method enabled the 

 
56 Data mining is a process used to extract usable information from a large set of data (Fan and Bifet, 
2013). 
57 Text mining is an advanced form of data mining that involves collecting and analyzing textual data 
(Witten, 2004).   
58 Traditional TA performs well with raw data (e.g., notes and interview transcripts) but may fail to 
analyze structured data (e.g., articles and reports). 
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discovery and collection of keywords and their associations. This process significantly 

reduced execution time and limited the number of unwanted results. 

• Producing meaningful and cohesive results. This method provided the opportunity 

to understand the significance degree of any word extracted from the text in a more 

widespread and efficient manner. Furthermore, given the potential of this unique 

approach as a method of inquiry, it could also help both novice and more experienced 

scholars analyze and interpret structured texts in a way that generates logical and 

reliable knowledge for the research community.  

Therefore, this method presents conceptual and contextual development capabilities that can 

contribute to establishing higher methodological standards in text-coding and enhance the 

methodological richness in the scientific field. 

4.3 Practical contributions 

Sometimes, companies are faced with a tough question, “How can we control risk?.” This is a 

fair question since the purpose of performing risk management is to have a plan for controlling 

risks. Unfortunately, this question is often difficult to answer in the cybersecurity practice due 

to the complex measurement of "unknown risks" (i.e., risks whose impact cannot accurately 

be quantified). In addition, the cybersecurity environment is dynamic and evolving; new threats 

emerge daily and cyberattacks are becoming more sophisticated. As a result, it becomes 

nearly impossible for companies to effectively control cyber risks, particularly when they fall 

beyond the radar of common threats.  

Therefore, the answer to the question is that it is impossible to precisely define a method to 

control risk; however, it is possible to control the efforts towards lowering the risk. This principle 

is one of the main strengths of the CYBER – CCI Framework, which provides the following 

practical contributions: 

• Minimizing the negative impact of a cyber threat. One of the main characteristics 

of the CYBER – CCI framework is that it establishes an objective benchmark of an 

organization's risk posture. In particular, by measuring the implementation of the 

cultural and compliance components of the framework (reduction factor k), it is possible 

to reduce the adverse impact of a threat. This attribute is a good way to ensure that 

cyber risk is quantifiable and, therefore, practically controllable. A critical advantage of 

this function is that it enables companies to measure the degree to which they can 

lower risk and at what cost. Knowing this information may also enable organizations to 

determine their risk profiles in relation to insurance and potentially increase the value 

of the k variable to lower rates (as shown in the Case study developed in this study – 

page 147). 
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• Enhancing synergies between security and business. Having control over 

mitigation factors provides both security and business with the same understanding 

(and perception) of risks. This advantage, combined with a solid alignment between 

cultural and cybersecurity strategy, allows companies to manage risks according to 

specific business objectives. Therefore, risk can be seen not only as an integral part 

of the business function but also as the central driver for the management of 

cybersecurity.  

Moreover, organizations need to be well informed about the nature and extent of the residual 

risk. For this purpose, one of the CYBER – CCI Framework’s goals is to increase awareness 

for the need to manage residual risk with regard to cybersecurity as part of the overall risk 

response efforts. 

CONCLUSION 

In conclusion, this thesis provided comprehensive coverage of the cybersecurity domain 

through the lens of a novel risk management approach. The initial focus of this study was on 

the examination of three different cybersecurity projects and their underlying connections. To 

achieve this goal, this work used Thematic Analysis (TA) to narrow down the scope of the 

investigation into the three projects and evaluate the significance of their findings in the context 

of risk management. In particular, this analysis provided a solid ground for determining which 

elements were most important for establishing an integrated risk management strategy. The 

resulting framework established a pragmatic balance between theory and practice that may 

be easily used in today's challenging cyber risk environment. As a result, this thesis revised 

the ways in which cyber risk has been conceptualized by concentrating on lowering the threat 

level through the adoption of actionable cybersecurity measures. 

The results of this research reveal two important lessons learned: 

• Firstly, this work presents qualitative and quantitative evidence that cybersecurity 

professionals need to reconsider traditional concepts of cyber risk in real-world 

practice. The primary gap in the current strategies for risk management is the absence 

of comprehensive risk reduction measures, which were found instead to be an effective 

strategy to strengthen cybersecurity practices. 

• Secondly, the dimension of cyber risk is increasingly more complex and 

multidimensional for organizations that need to align competing interests and 

expectations in terms of business and security. For this reason, the framework 

developed in this study offers a dynamic cybersecurity risk management model that 
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enables organizations to easily scale up their cybersecurity environments while 

managing cybersecurity risks in a more resilient and comprehensive manner.  

Finally, this research has the potential to trigger more investigations in the area of cyber risk. 

Firstly, additional testing and scenario analysis would be needed to provide a more rounded 

and empirical cyber risk methodology. To this extent, it would be helpful to capture the 

experiences and perspectives of companies that have undertaken transformational change 

efforts in the areas corresponding to the CYBER – CCI Framework components. This 

supplemental examination would be beneficial in determining whether and how the framework 

is aligned with real-life organizational settings and whether specific components might be 

improved. Secondly, further research might explore other cybersecurity areas that may 

contribute to reducing cyber risk. As highlighted in this thesis, ethics can be a field in which 

this type of evaluation could be particularly relevant. Even the most effective cybersecurity 

program may not ensure total security under certain situations. 

For this reason, it would need to be complemented with an ethical component that takes into 

account the hazards originating from cyber events, especially those affecting people. For 

example, healthcare is one of the primary industries where an extension of the CYBER – 

CCI Framework with an ethics component might be implemented. In addition to defending 

hospital networks and personal data from intrusions, cybersecurity experts operating in 

healthcare environments also play a crucial role in protecting patients. As a result, they are 

increasingly being required to apply ethics to think proactively about how their decisions are 

likely to affect human lives. Therefore, promoting and safeguarding human lives in an 

increasingly networked world demand a deeper understanding of the complexity of 

cybersecurity and a more nuanced response to their consequences. 
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Appendix 7: Case Study Metrics and Assessments 

The Case study described in this thesis relies on the following metrics59 to measure the 

variables used to estimate residual risk. 

• Probability of occurrence (P). The following table (Table 27) provides the metrics 

for estimating the probability of occurrence (P): 

Table 27: Assessment Scale – Likelihood of Threat Event Initiation (Adversarial) 

Qualitative 

Values 

Semi- 

Qualitative 

Values 

 

Description 

 
59 These metrics haver been adapted from the “NIST Special Publication 800-30 
Revision 1” (Détienne et al., 2006) and elaborated to make them suitable for the purpose of this Case 
Study.  
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[%] P 

Very High 96 - 100 10 
The threat event is almost certainly likely to occur; many 

similar instances have occurred in the past. 

High 80 - 95 8 
The threat event is highly likely to occur; several similar 

instances have occurred in the past. 

Moderate 21 - 79 6 
The threat event is moderately likely to occur; a few similar 

instances have occurred in the past. 

Low 5 - 20 4 
The threat event is unlikely to occur; similar instances have 

been rare in the past. 

Very Low 0 - 4 2 
The threat event is highly unlikely to occur; no similar 

instances have occurred in the past. 

• Vulnerability (V). The following table (Table 28) provides the metrics for measuring 

the vulnerability (V): 

Table 28: Assessment Scale – Vulnerability Severity 

Qualitative 

Values 

Semi- 

Qualitative 

Values 
Description 

[%] 

Very High 96 - 100 

The severity of the vulnerability is very critical (very highly 

exploitable). There are no cybersecurity controls or other 

corrective actions in place; or no cybersecurity measures can 

be applied to address the vulnerability. 

High 80 - 95 

The severity of the vulnerability is critical. 

Cybersecurity controls or other measures are planned but not 

executed; corrective measures are in place but are 

marginally effective. 

Moderate 21 - 79 

The severity of the vulnerability is moderate. Cybersecurity 

controls or other measures are only partially implemented; 

corrective measures are in place but only partially effective. 

Low 5 - 20 

The severity of the vulnerability is minor. Cybersecurity 

controls or other measures are completely implemented; 

corrective measures are in place and somewhat effective. 

Very Low 0 - 4 

The severity of the vulnerability is low. Cybersecurity controls 

or other measures are completely implemented; corrective 

measures are in place and highly effective. 
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• Exposure (E). The following table (Table 29) provides the metrics for measuring the 

exposure (E): 

Table 29: Assessment Scale - Exposure Values 

N 
Values 

[USD] 
Description 

1 161,000  Total value of the assets exposed to malware attacks 

2 109,000 Total value of the assets exposed to terrorist Attacks  

3 115,000 Total value of the assets exposed to fire in the local server 

• Damage (E). The following table (Table 30) provides the metrics for measuring the 

damage (E): 

Table 30: Assessment Scale – Impact of Threat Events 

Qualitative 

Values 

Semi- 

Qualitative 

Values 
Description 

[%] D 

Very High 96 - 100 10 

The threat event might have major negative or catastrophic 

impacts on the organization's assets, employees, or critical 

infrastructure. Therefore, critical efforts are required to 

remedy the impact of the event.  

High 80 - 95 8 

The threat event might have high impacts on the 

organization's assets, employees, or critical infrastructure. 

Therefore, significant efforts are required to remedy the 

impact of the event. 

Moderate 21 - 79 6 

The threat event might have moderate impacts on the 

organization's assets, employees, or critical infrastructure. 

Therefore, moderate efforts are required to remedy the 

impact of the event. 

Low 5 - 20 4 

The threat event might have limited negative impacts on 

the organization's assets, employees, or critical 

infrastructure. As a result, minimal efforts are required to 

remedy the impact of the event. 
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Very Low 0 - 4 2 

The threat event might have negligible negative impacts 

on the organization's assets, employees, or critical 

infrastructure. Therefore, no specific efforts are required 

to remedy the event's impact. 

 
• Risk level (Risk Matrix). The following table (Table 31) illustrates the risk matrix’s 

risk level classification. 

Table 31:  Risk Level (Risk Matrix) 

RISK LEVEL ACTIONS 

Extreme 

This type of risk can critically impact critical business processes; the 

organization's system cannot continue to operate. Therefore, the 

operational activity needs to be suspended to implement corrective 

measures that reduce the unacceptably high risk. 

High 

This type of risk can significantly impact critical business processes; the 

organization's system can continue to operate, but corrective actions 

must be implemented as soon as possible. 

 

Moderate 

This type of risk can cause severe damages to organizational operations 

without affecting the organization's business continuity; the system can 

continue to operate, but corrective measures must be taken within a 

reasonable time frame. 

Low 
This type of risk has no significant consequences; the organization can 

choose to mitigate the risk with corrective measures or accept it. 

• Compliance and Culture Values (α1 and α2). The value to be assigned to α1 and α2 

can be determined through Table 25 and Table 2660, respectively: 

Table 25: Assessment Scale – Compliance (α1) 

Qualitative 

Values 

Semi 

Quantitative 

Values 

Description 

Very High 0.9 < α1 ≤ 1 
The company has achieved the maximum level of 

compliance with regulations, standards, policies, or 

 
60 Table 25 and Table 26 have been initially defined in 3.2 (Interpretation of results) and included in 
Appendix 7: Case Study Metrics for completeness of information. 
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procedures by implementing the necessary measures. 

Therefore, no corrective action is required. 

High 0.8 < α1 ≤ 0.9 

The company is compliant with most of the requirements 

contained in regulations, standards, policies, or 

procedures. However, minor corrective actions must be 

included in the existing compliance program to reach a 

higher compliance level.  

Moderate 0.7 < α1 ≤ 0.8 

The company is partially compliant with regulations, 

standards, policies, or procedures. However, adequate 

corrective actions must be included in the existing 

compliance program to reach a higher compliance level. 

Low 0.6 < α1 ≤ 0.7 

The company is not sufficiently compliant with regulations, 

standards, policies, or procedures. Therefore, a thorough 

review of the existing compliance program is required. 

Very Low 0.5 ≤ α1 ≤ 0.6 

The company is poorly compliant with regulations, 

standards, policies, or procedures. Therefore, significant 

corrective actions must be adopted to develop a new 

tailored compliance program. 

 

Table 26: Assessment Scale – Culture (α2) 

Qualitative 

Values 

Semi 

Quantitative 

Values 

Description 

Very High 0.9 < α2 ≤ 1 

The company has achieved the maximum level of 

cybersecurity culture by implementing excellent behaviors, 

norms, and shared values that promote cybersecurity. As 

a result, no corrective action is required. 

High 0.8 < α2 ≤ 0.9 

The company has achieved a high level of cybersecurity 

culture by implementing appropriate behaviors, norms, 

and shared values that promote cybersecurity. However, 

minor corrective actions are required to improve the overall 

culture. 

Moderate 0.7 < α2 ≤ 0.8 

The company has achieved a medium level of 

cybersecurity culture by implementing good behaviors, 

norms, and shared values that promote cybersecurity. 
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However, further corrective improvement actions are 

required to promote cybersecurity culture. 

Low 0.6 < α2 ≤ 0.7 

The company has achieved a low level of cybersecurity 

culture. Therefore, several corrective actions are required 

to prioritize cultural activities and raise the level of security 

culture, using specific key indicators (e.g., awareness, 

consciousness, perception, and attitude) 

Very Low 0.5 ≤ α2 ≤ 0.6 

The company has achieved a poor level of cybersecurity 

culture. As a result, it is necessary to introduce significant 

corrective actions using specific key indicators (e.g., 

awareness, consciousness, perception, and attitude) and 

develop a new cultural transformation path within the 

organization. 

 

The Case study described in this thesis relies on the two following assessments to obtain 

the values of residual risk (rtot1 and rtot2): 

• Initial Risk Evaluation Results. The residual risk in the “Initial Risk Evaluation”  is 

calculated according to Equation [1.4] (rj,t =  pj . di,j). The result of this evaluation (rtot1 

= 6,852) is shown in Table 32, assuming a one-year time horizon (t = 1).  

Table 32: Initial Risk Assessment 

 

j 

j-th 
event 

Mitigation Measures 

i i-th scenario p
j
 

di,j rj,t = 
pj.di,j 

 
[USD] 

Prevention Measures 
Protection 
Measures 

v
i,j
 

ei,j 

[USD] 

 
 
 
 

1 

Malware 
Attacks 
 
 
 

- Keeping operating 
systems and browsers 
up to date 
- Verifying email 
authenticity 
- Blocking suspicious 
email attachments 
- Blocking unauthorized 
websites 
- Blocking the 
installation of 
unauthorized software 
- Backing up data in 
accordance with 
backup policies 
- Using password 
managers 
- Keeping protocols up 
to date 

- Setting up a 
specific anti-
malware software. 
- Using a firewall to 
block unauthorized 
access. 
- Installing effective 
and advanced 
antispam software. 

1 Loss of 
sensitive data 

0.06 0.8 15,000 720 

2 Operational 
disruption 

0.02 0.9 50,000 900 

3 Data Theft 0.04 0.5 6,000 120 

4 Loss of 
reputation 

0.02 0.7 90,000 1,260 

Residual risk for the first threat event (malware attacks) (r1) 
 

r1 = 
3,000 

 
 
 
 

Terrorist 
Attacks 

- Managing access 
control 
- Managing social 
media settings 

- Setting up a 
specific anti-
malware software. 

1 Dissemination 
of political or 
ideological 
materials 

0.02 0.8 7,000 112 
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2 - Implementing network 
segmentation 
- Nominating a security 
officer 

- Using a firewall to 
block unauthorized 
access. 
- Installing effective 
and advanced 
antispam software. 

2 Sabotage 0.02 0.8 10,000 160 

3 Denial of 
Service (DoS) 
(unavailability 
or disruption of 
services) 

0.02 0.8 85,000 1,360 

4 Web 
defacement 
(deletion or 
modification of 
the website's 
content to 
include 
negative or 
derogatory 
comments 
against 
governments, 
political parties, 
or religious 
organizations) 

0.04 0.9 7,000 252 

Residual risk for the second threat event (terrorist attacks) (r2) 
 

r2 = 
1,884 

 
 
 

3 

Fire in 
the local 
server 

- Installing a digital 
temperature/humidity 
measurement and 
automatic control 
system 
- Installing refrigeration 
and aeration systems 
- Installing a system for 
monitoring the state of 
electrical power supply 
and tension 
- Installing a fire and 
smoke alarm system 
- Managing server 
maintenance 
- Installing an 
emergency power 
generator system 

- Installing a manual 
fire extinguishing 
system 
- Installing an 
automatic fire 
extinguishing 
system 
implementing a 
redundant server 
strategy 
- Implementing a 
fire 
compartmentation 
strategy 

1 Malfunctions 0.04 0.3 9,000 108 

2 Data erasure 0.06 0.4 15,000 360 

3 Operational 
disruption 

0.06 0.4 10,000 240 

4 Loss of 
reputation 

0.02 0.7 90,000 1,260 

Residual risk for the third threat event (fire in the local server) (r3) r3 = 
1,968 

Total residual risk (rtot1 = r1 + r2 + r3) rtot1 =   
6,852 

• Final Risk Evaluation Results. The residual risk in the “Final Risk Evaluation”  is 

calculated according to Equation [1.5] (rj,t =  pj . di,j / k). The result of this evaluation 

(rtot2 = 4,722) is shown in Table 33, assuming a one-year time horizon (t = 1). 

Table 33: Final Risk Assessment 

j 
j-th 

event 

Mitigation Measures 
 
i 

i-th 
scenario 

p
j
 

di,j 

α1 α2 k = α1+α2 

rj,t = 
pj.di,j/k 

 

[USD] 
Prevention 
Measures 

Protection 
Measures 

v
i,j
 

ei,j 

[USD] 

 
 
 
 
1 

Malware 
Attacks 
 
 
 

- Keeping 
operating systems 
and browsers up 
to date 
- Verifying email 
authenticity 
- Blocking 
suspicious email 
attachments 
- Blocking 
unauthorized 
websites 

- Setting up 
a specific 
anti-
malware 
software. 
- Using a 
firewall to 
block 
unauthoriz
ed access. 
- 
Installing ef
fective and 

1 Loss of 
sensitive 
data 

0.06 0.8 15,000 0.7 0.6 1.3 554 

2 Operation
al 
disruption 

0.02 0.9 50,000 0.7 0.6 1.3 692 

3 Data 
Theft 

0.04 0.5 6,000 0.7 0.6 1.3 92 

4 Loss of 
reputation 

0.02 0.7 90,000 0.7 0.6 1.3 969 
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- Blocking the 
installation of 
unauthorized 
software 
- Backing up data 
in accordance 
with backup 
policies 
- Using password 
managers 
- Keeping 
protocols up to 
date 

advanced 
antispam 
software. 

Residual risk for the first threat event (malware attacks) (r1) 
 

r1 = 
2,307 

 
 
 
 
2 

Terrorist 
Attacks 

- Managing 
access control 
- Managing social 
media settings 
- Implementing 
network 
segmentation 
- Nominating a 
security officer 

- Setting up 
a specific 
anti-
malware 
software. 
- Using a 
firewall to 
block 
unauthoriz
ed access. 
- 
Installing ef
fective and 
advanced 
antispam 
software. 

1 Dissemin
ation of 
political or 
ideologica
l materials 

0.02 0.8 7,000 0.8 0.7 1.5 75 

2 Sabotage 0.02 0.8 10,000 0.8 0.7 1.5 107 

3 Denial of 
Service 
(DoS) 
(unavaila
bility or 
disruption 
of 
services) 

0.02 0.8 85,000 0.8 0.7 1.5 907 

4 Web 
defaceme
nt 
(deletion 
or 
modificati
on of the 
website's 
content to 
include 
negative 
or 
derogator
y 
comment
s against 
governme
nts, 
political 
parties, or 
religious 
organizati
ons) 

0.04 0.9 7,000 0.8 0.7 1.5 168 

Residual risk for the second threat event (terrorist attacks) (r2) 
 

r2 = 
1,257 

 
 
 
3 

Fire in 
the local 
server 

- Installing a 
digital 
temperature/humi
dity measurement 
and automatic 
control system 
- Installing 
refrigeration and 
aeration systems 
- Installing a 
system for 
monitoring the 
state of electrical 
power supply and 
tension 
- Installing a fire 
and smoke alarm 
system 
- Managing server 
maintenance 
- Installing an 
emergency power 
generator system 

- Installing 
a manual 
fire 
extinguishi
ng system 
- Installing 
an 
automatic 
fire 
extinguishi
ng system 
implementi
ng a 
redundant 
server 
strategy 
- 
Implementi
ng a fire 
compartme
ntation 
strategy 

1 Malfunctio
ns 

0.04 0.3 9,000 0.9 0.8 1.7 64 

2 Data 
erasure 

0.06 0.4 15,000 0.9 0.8 1.7 212 

3 Operation
al 
disruption 

0.06 0.4 10,000 0.9 0.8 1.7 141 

4 Loss of 
reputation 

0.02 0.7 90,000 0.9 0.8 1.7 741 
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Residual risk for the third threat event (fire in the local server) (r3) 
 

r3 = 
1,158 

Total residual risk (rtot2 = r1 + r2 + r3) rtot2 = 
4,722 

 

 


