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Summary 

Les dernières avancées en matière d'intelligence artificielle ont permis de produire, pour 

les consommateurs, des recommandations de produits en ligne de plus en plus personnalisées. 

Cependant, les modèles qui sous-tendent ces recommandations sont souvent perçus comme des 

"boîtes noires" et posent des problèmes éthiques. Dans la première partie de ce mémoire, après 

un brève introduction, une revue de la littérature a permis d’identifier que l’utilisation 

d'explications pouvait aider à résoudre ces problèmes éthiques et de compréhension. Cependant, 

à ce jour, très peu d'expérimentations ont été menées dans le domaine de l'explication des 

recommandations de produits en ligne. Pour combler cette lacune, une étude quantitative a été 

menée auprès de consommateurs belges. L’avant dernière partie de ce mémoire, consacrée à 

l’analyse des résultats, a permis d’identifier que certains types d’explications peuvent être 

exploités afin que les consommateurs aient confiance dans le système utilisant une intelligence 

artificielle et qu’ils acceptent davantage de recevoir des recommandations. 

 

The latest advances in artificial intelligence have produced increasingly personalized 

online product recommendations for consumers. However, the models underlying these 

recommendations are often perceived as "black boxes" and raise ethical issues. In the first part 

of this thesis, after a brief introduction, a review of the literature identified that the use of 

explanations could help solve these ethical and comprehension problems. However, to date, 

very few experiments have been conducted in the area of explanation of online product 

recommendations. To fill this gap, a quantitative study was conducted with Belgian consumers. 

At the end of this thesis, the analysis of the results has identified that certain types of 

explanations can be exploited so that consumers trust the system using artificial intelligence 

and accept to receive recommendations. 

  



      2 
 

Foreword 

This thesis was made possible thanks to the help of several people to whom I would 

like to show my appreciation. 

I would first like to express my gratitude to my thesis director, Prof. Dr. Wafa 

HAMMEDI, whose expertise was invaluable in the formulation of the research question and 

the hypotheses. I would also like to thank her for her time, her availability and above all her 

precious advice, which contributed to my reflection. 

I would also like to thank the UNamur professors, who gave me the necessary tools to 

succeed in my academic studies. I would like to thank Prof. Nadia STEILS, whose teaching of 

market study methodology was of major help in the process of my research. Prof. Isabelle 

LINDEN and Prof. Bertrand VERLAINE encouraged me to be rigorous in authoring scientific 

papers, their learning helped me throughout this work, and I would like to thank them. 

Finally, I would like to express my gratitude to my brother Guillaume and my friend 

Gilles for reviewing my thesis, and my parents, for their support and encouragement. 

  



      3 
 

Table of contents 

1 Chapter 1: Introduction .......................................................................................... 5 

2 Chapter 2: Literature Review ............................................................................... 11 

2.1 Artificial Intelligence ................................................................................... 11 

2.1.1 Origin and definitions of Artificial Intelligence ...................................... 11 

2.1.2 Types of Artificial Intelligence ................................................................ 13 

2.2 Explainable Artificial Intelligence ............................................................... 18 

2.2.1 Why are explanations needed? ................................................................. 18 

2.2.2 XAI terminology ...................................................................................... 19 

2.2.3 How to make AI explainable?.................................................................. 23 

2.2.4 Benefits and practical applications .......................................................... 30 

2.3 Hypotheses and model development ........................................................... 32 

3 Chapter 3: Research Design ................................................................................. 34 

3.1 Scenario and context .................................................................................... 34 

3.2 Scales and variables ..................................................................................... 36 

3.3 Participants and distribution ........................................................................ 38 

3.4 Analysis method........................................................................................... 39 

4 Chapter 4: Results and Discussion ....................................................................... 41 

4.1 Descriptive analysis ..................................................................................... 41 

4.1.1 Description of the sample ........................................................................ 41 

4.1.2 Curiosity analysis ..................................................................................... 41 

4.2 Factor analysis and scale reliability ............................................................. 43 

4.3 Hypotheses testing ....................................................................................... 47 



      4 
 

4.3.1 Hypothesis 1: Trust in AI recommendation improves the user’s 

acceptance of AI recommendation ................................................................................... 47 

4.3.2 Hypothesis 2: An explanation perceived as of good quality improves 

user’s trust in AI recommendation ................................................................................... 48 

4.3.3 Hypotheses 3 ............................................................................................ 49 

4.4 Discussion .................................................................................................... 53 

5 Chapter 5: Conclusion.......................................................................................... 55 

5.1 Contributions................................................................................................ 56 

5.2 Limitations and future research ................................................................... 57 

References .................................................................................................................... 59 

Appendices ................................................................................................................... 68 

Appendix A – The four explanatory scenarios ........................................................ 68 

Appendix B – Quantitative Research Questionnaire ............................................... 70 

Appendix C - Descriptive statistics of socio-demographic data .............................. 72 

Appendix D – Factor analysis: Explanation perceived quality ................................ 75 

Appendix E - Factor analysis: Recommendation perceived trust ............................ 76 

Appendix F – Factor analysis: Recommendation acceptance .................................. 77 

Appendix G – Simple linear regression H1 ............................................................. 78 

Appendix H – Simple linear regression H2 ............................................................. 80 

Appendix I – Levene’s Tests ................................................................................... 82 

Appendix J – Explanation Satisfaction: Variance ................................................... 83 

Appendix K – Recommendation Accuracy: Frequencies ........................................ 84 

 

  



      5 
 

1 Chapter 1: Introduction  

The term artificial intelligence (AI) is becoming increasingly popular in the marketing 

world. However, being able to give a clear definition and understand what is behind this 

concept can be a challenging task. At the beginning of the research on artificial intelligence, 

during a conference in 1955, John McCarty, mathematician and computer scientist, proposed 

a project consisting in simulating human cognitive abilities by a machine (McCarthy et al., 

1955a). This constituted one of the first initiatives involving artificial intelligence. Nowadays, 

this concept has evolved, and has become more complex with concepts such as machine 

learning (ML) and deep learning (DL), which will be described in the coming pages. Its 

evolution also has the effect of diversifying its fields of application.  

In a report from the European Commission, it is pointed that “in 2020, 7% of enterprises 

in the EU with at least 10 employees used AI applications” (Artificial intelligence in EU 

enterprises, 2021). In the figure 1-1, four main categories of artificial intelligence are 

identified: chat services (chatbot or virtual agent) responding to customers, machine learning 

AIs used to analyse Big Data internally, natural language (processing, generation, and 

recognition) for Big Data analysis as well, and finally service robots with diverse levels of 

autonomy.  

 
Figure 1-1: Bar chart of AI types used in EU companies in 2020 (taken from Artificial intelligence in 

EU enterprises, 2021) 
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Among these distinct types of AI, several solutions are applicable to the marketing field. 

Chatbots to answer customers' questions on websites, in-store robots to advise customers or 

generate original shopping experiences, machine learning tools to predict customers' buying 

behaviours and thus, adapt communication tools, and a wide range of other applications are 

conceivable. Recent progress in the field of artificial intelligence is due notably, according to 

a report published by the European Commission, to an “increased availability of processing 

power, improvements in algorithms and the exponential growth in the volume and variety of 

digital data, and increased funding” (Craglia & Europäische Gemeinschaften, 2018a, p. 16). 

These changes over the last ten years have turned AI into a more accessible tool for marketing, 

creating both opportunities and challenges. 

Opportunities exist for example in the retail sector, where the use of AI is growing. In 

an article summarising the "Gondola Day 2018", a conference organized by the Belgian 

business magazine Gondola, Nikolaos Loutas, director of technology consulting at PwC, 

presents a number of concrete applications of AI in the retail sector such as: "dynamic pricing, 

customer feedback and interaction via social media, predictive stock management, customer 

recommendations..."(Gondola Day 2018, 2018). Artificial intelligence is also one of the “9 key 

trends” expected for retail in 2022, according to an article published in Gondola. In this article, 

a hypothetical scenario suggests that algorithms will be responsible for handling "non-

emotional" purchases so that humans have the time to focus on the purchases that give them 

feelings (Retail en 2022, 2017).  This article suggests other trends may also involve the use of 

artificial intelligence. As an example, some AI technologies could enable direct communication 

with customers, in order to have an impact on loyalty which will tend to be measured as 

"experience per square foot" (Retail en 2022, 2017). The mentioned trend of smart living also 

invites retailers to ask themselves the question "what place are we going to take in our 
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customers’ homes?” (Retail en 2022, 2017). So, there are many interesting opportunities for 

marketers to undertake, particularly in the retail sector. 

However, the existence of these opportunities also implies challenges. On the one hand, 

there are ethical issues whose concern may vary from one person to another, but on the other 

hand there are also some regulated by law. In its report "Artificial intelligence, a European 

perspective", the European Commission highlights the issues of personal data protection 

(covered by the GDPR), transparency and explainability of algorithms, as well as questions of 

responsibility of AIs (Craglia & Europäische Gemeinschaften, 2018a, pp. 63–64). A good 

example of a failure in this field is the intelligent recruitment tool used by Amazon, which had 

to be stopped because it was biased and the stakeholders did not have sufficient control over 

its functioning (Pritam Kanti, 2021). This illustrates a profound need for partners to keep an 

eye on how AI works. The explainability of AI outputs is also “a major lever in ensuring 

compliance with public expectations and in fostering trust to accelerate adoption” (Burkhardt 

et al., 2019). 

The increasing importance of AI is impacting the way marketing is approached in 

current business. But marketing itself has also experienced many changes in recent years. First, 

there is an ever increasing trend towards direct marketing (Sterne, 2017, p. 184,219). From 

shopping websites, to streaming platforms, or even dating services, personalised 

recommendations are part of consumers' daily lives. Moreover, the diversity of data available 

today allows to apply a "customer culture strategy" (Rust et al., 2010, p. 3). Instead of only 

gathering data on age, gender and previous purchases of consumers, now more complex 

information is available. In his book on AI applications in marketing, Jim Sterne cites, for 

example, the various interactions between a customer and the company's website such as clicks 

or swipes, interactions between a customer and his phone, his real-time location, the weather 

and other information commonly referred to as "Big Data" (Sterne, 2017, pp. 66–67). Secondly, 
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the emergence of e-commerce has fundamentally impacted marketing. This has brought 

various challenges, including the fact that in-store visits can be linked to prior website visits 

(Gondola Day 2018, 2018), making website design critical. Finally, key marketing concepts 

have also evolved. For instance, the concept of loyalty is becoming more and more experience-

based and is built through personalization (Retail en 2022, 2017).  

Problem statement 

As just seen, the cross-over between artificial intelligence and marketing produces a 

wide spectrum of opportunities to address challenges of topical interest. At the beginning of 

this chapter, it was mentioned that there is a growing interest in AI. However, it is still a subject 

that may seem difficult to concretise for marketers. This can be explained by the complexity 

of the topic, which often works as a black box (Craglia & Europäische Gemeinschaften, 2018a, 

p. 23) and which requires extensive knowledge in computer science. Given this complexity and 

to meet ethical expectations of the public while also respecting the European legal framework, 

there is an emerging need to better understand how AI works. The question then arises, from a 

marketing perspective, whether a better understanding of AI can have an influence on 

consumers who receive increasingly personalised recommendations produced by AI. This 

thesis will therefore seek to address the following question: 

How the explainability of recommendations made by an Artificial Intelligence 

(XAI) influence the users’ acceptance of AI recommendations? 

To answer this general research question, it is first necessary to explore subsidiary questions to 

fully understand the different concerned topics, such as:  

- What exactly constitutes AI? 

- How and what to explain about an AI? 

- What is a well explainable AI versus a poorly explainable AI? 

- Is the explainability of AI linked to concepts of ethics, transparency, and others? 

These issues will be addressed in the section reviewing the literature. 
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Contributions 

What managers and marketers may require is a framework to apply an AI solution 

without having to search for information from scratch. The aim of this thesis is to provide 

insights into the potential value of explaining artificial intelligence to consumers. The ambition 

is to provide a better understanding of what these explanations are and how to implement them. 

Indeed, the use of artificial intelligence in Europe is closely linked to the respect of regulations 

aimed at ensuring a certain ethical standard (Craglia & Europäische Gemeinschaften, 2018a, 

Chapter 6). Therefore, the topic of this thesis is expected to be of great interest to managers 

wishing to implement artificial intelligence solutions. 

From an academic point of view, there is a need for explainable AI applications that 

include evaluations performed by end-users (rather than AI or data experts), and more 

specifically in the field of retailing, which is not a hot topic in the implementation of XAI. 

Indeed, the current application domains of XAI are often medical recommendation systems, 

recruitment tools, self-driving cars, …(Hu et al., 2021, p. 5; Wiegand et al., 2019). In addition, 

this thesis proposes a novel approach by looking at the acceptance of recommendations. 

Approach 

In the next part of this thesis, a review of the existing literature on artificial intelligence 

and explainable artificial intelligence is proposed to better understand the key concepts of this 

field and to establish the research already conducted as well as their potential limitations. These 

concepts include artificial intelligence, its origin, and diverse ways of classification, as well as 

explainable artificial intelligence, its terminology, implementation, and evaluation. At the end 

of chapter 2, the hypotheses that were revealed by the literature review are described and 

summarised in a model. Then the chapter 3 describes the methodology used to conduct the 

research that is designed to evaluate the assumptions. It includes the context of application, the 

sampling and data collection methods and the measurements employed. The next chapter first 
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describes the results obtained regarding the sample characteristics. Then the selected analysis 

strategies are presented and applied to give the results of the statistical tests. Finally, the 

findings are discussed and related to the theoretical concepts previously mentioned. In the last 

part of this thesis, a conclusion summarises the results and their managerial and academic 

implications. The limitations of this work are also outlined to make suggestions for future 

research.   
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2 Chapter 2: Literature Review 

2.1 Artificial Intelligence 

2.1.1 Origin and definitions of Artificial Intelligence 

There is a fairly straightforward consensus that artificial intelligence consists of 

machines demonstrating intelligence (De Bruyn et al., 2020, p. 92). However, according to 

Professor Wang, in his contribution to the definition of artificial intelligence, what is 

complicated in the interpretation of “AI” is not the “A” but the “I” (Wang, 2019, p. 4). Indeed, 

one of the reasons why there is no widely recognized definition of artificial intelligence is that 

there are different approaches to the notion of intelligence. A few years before the term artificial 

intelligence appeared, Alan Turing was already wondering "can machines think?" (Turing, 

1950). To answer this question, he offered the now well-known "Turing Test" which suggests 

that if a respondent cannot distinguish a message written by a human from one written by a 

machine, the machine can be characterized as intelligent (Haenlein & Kaplan, 2019, p. 3).  

The concept of artificial intelligence was introduced in 1955 by John McCarthy and 

Marvin L. Minsky in a research project proposal for the 1956 Dartmouth Conference (Wang, 

2019, p. 7). This innovative topic was motivated by the assumption that "every aspect of 

learning or any other characteristic of intelligence can in principle be described with such 

precision that a machine can be made to simulate it"(McCarthy et al., 1955b, p. 12). This 

illustrates the initial purpose of simulating human cognitive capacities. In the 1960s, this notion 

of human intelligence was restated by Minsky, for whom AI consisted in “making machines 

do things that would require intelligence if done by men” (Minsky, 1968 as cited in; Kaplan & 

Haenlein, 2019, p. 17).  

Subsequently, other key concepts come to flesh out the definition of AI, which had been 

vague until then. An AI should therefore have the ability to adapt to a context (Newel & Simon, 

1976) or an environment (Craglia & Europäische Gemeinschaften, 2018b; Wang, 1995), and 
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operate under certain limits of resources, speed, and complexity (Newel & Simon, 1976; Wang, 

1995) to achieve some goals (Haenlein & Kaplan, 2019; McCarthy, 1988). These 

characteristics are indeed shared by some of the definitions from the modern literature listed in 

Table 2-1.  

Artificial Intelligence Definitions Sources 
It is the science and engineering of making intelligent machines, 
especially intelligent computer programs. It is related to the 
similar task of using computers to understand human intelligence, 
but AI does not have to confine itself to methods that are 
biologically observable. 

McCarthy, 1956  
(as cited in Deb et al., 
2018) 

Artificial intelligence is the science of making machines do things 
that would require intelligence if done by men. 

(Minsky, 1968 as cited 
in, Kaplan & Haenlein, 
2019, p. 17) 

By ‘general intelligent action’ we wish to indicate the same scope 
of intelligence as we see in human action: that in any real situation 
behaviour appropriate to the ends of the system and adaptive to 
the demands of the environment can occur, within some limits of 
speed and complexity. 

(Newel & Simon, 1976, 
p. 116) 

AI is concerned with methods of achieving goals in situations in 
which the information available has a certain complex character. 
The methods that have to be used are related to the problem 
presented by the situation and are similar whether the problem 
solver is human, a Martian, or a computer program. 

(McCarthy, 1988 as 
cited in; Wang, 2019, p. 
7) 

Intelligence is the capacity of an information-processing system 
to adapt to its environment while operating with insufficient 
knowledge and resources. 

(Wang, 1995 as cited in, 
2019, p. 17) 

AI is a generic term that refers to any machine or algorithm that 
is capable of observing its environment, learning, and based on 
the knowledge and experience gained, taking intelligent action, or 
proposing decisions.  

(Craglia & Europäische 
Gemeinschaften, 2018b, 
p. 18) 

We define AI as a system’s ability to interpret external data 
correctly, to learn from such data, and to use those learnings  to 
achieve specific goals and tasks through flexible adaptation. 

(Haenlein & Kaplan, 
2019, p. 1) 

AI is the ability of a machine to display human-like capabilities 
such as reasoning, learning, planning and creativity. 

(European Parliament, 
2020) 

Machines that mimic human intelligence in tasks such as learning, 
planning, and problem-solving through higher-level, autonomous 
knowledge creation. 

(De Bruyn et al., 2020, 
p. 93) 

Table 2-1: List of definitions related to artificial intelligence 

As time goes by and technology improves, notions of learning, problem-solving and 

autonomy increase what is expected from an artificial intelligence (Craglia & Europäische 

Gemeinschaften, 2018b; De Bruyn et al., 2020; European Parliament, 2020; Haenlein & 
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Kaplan, 2019). Although new methods such as machine learning or deep learning have deeply 

impacted the field of application of AI, reducing artificial intelligence to a set of methods would 

be distancing from the starting point aiming at mimicking human cognitive abilities by 

machines (Linden, 2021). 

2.1.2 Types of Artificial Intelligence  

As previously discussed, there are many definitions of AI, due to the interpretation of 

the notion of intelligence and the numerous techniques used to implement such an intelligence. 

These techniques can be used to establish a classification of the diverse types of AI. However, 

once again, the classification of this topic varies from one author to another.  

2.1.2.1 Artificial Intelligence classification based on techniques and approaches 

The Regulation of the European Parliament and of the Council laying down harmonized 

rules on artificial intelligence proposes in its annexes a classification in three categories of AI 

techniques and approaches. These approaches include machine learning methods, logic and 

knowledge-based approaches, and statistical techniques. First, ML approaches include both 

supervised, unsupervised, and reinforcement learning which can use different methods such as 

deep learning, (European Commission, 2021). These concepts related to ML are described in 

table 2-2. The second category includes various approaches of symbolic artificial intelligence 

designed to mimic human logic. Among these approaches based on symbolic representations, 

we find for example the feature model or SoaML (Service Oriented Architecture Modelling 

Language). Finally, the third category of AI approaches includes statistical techniques, inspired 

notably by biology (e.g., foraging algorithms) (Linden, 2021). 

Deep learning 

Deep Learning is a subset of ML that can cope with noisier data by 
increasing significantly the number of neural layers and neurons and the 
amount of data used for training. (Craglia & Europäische Gemeinschaften, 
2018b, p. 21) 

Supervised 
learning 

Supervised learning is the machine learning task of learning a function that 
maps an input to an output based on example input-output pairs. It infers 
a function from labelled training data consisting of a set of training 
examples. (Mahesh, 2019) 
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In a supervised learning paradigm, a neural network learns from a set of 
examples (training data) where both inputs (predictors) and outputs (target 
variables) are known to the analyst, such as the model learns to minimize 
a loss function (e.g., entropy). (De Bruyn et al., 2020, p. 94) 

Unsupervised 
learning 

Unsupervised learning helps find patterns in data without pre-existing 
labels. (De Bruyn et al., 2020, p. 95) 

Reinforcement 
learning 

Reinforcement learning is another set of algorithms that focus on 
experience-driven sequential decision-making, i.e. they make software 
agents take action to maximise some notion of cumulative reward. 
(Mahesh, 2019) 

Table 2-2: Glossary of ML concepts 

2.1.2.2 Strong vs. weak AI  

The theory of strong AI was introduced by the American philosopher Searle in 1980 in 

an experiment called the Chinese room (Cole, 2020). The experiment starts by placing an 

English-speaking person who does not speak Chinese in a room with a book and a Chinese 

person outside the room. The two people exchange messages through the door, the English one 

follows the instructions of the book which tells him what to answer according to the symbols 

he receives from the Chinese speaker. Together, they hold a conversation, which proceeds in 

perfect Chinese. However, at the end of the experiment the English-speaking person still does 

not understand Chinese.  

This aims to demonstrate that an intelligent system (represented by the English speaker) 

can "give the impression that it understands the language, but does not really understand it" 

(Cole, 2020).  The Chinese room contradicts Alan Turing's definition of an intelligent computer 

since a machine can pass the Turing Test without being considered as intelligent because the 

machine is not able to understand the meaning of what it writes (Cole, 2020).  

The goal of strong AI is “to develop Artificial Intelligence to the top point where 

machine’s intellectual capability is functionally equal to a human’s”(Strong AI, n.d.). Existing 

AIs to date fall into the category of weak (or narrow) AIs since they are intended to respond to 

relatively specific tasks for which they only simulate human capabilities without understanding 

them (Cole, 2020; Sterne, 2017, p. 71). However, referring back to the basic principle of AI 
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that “any cognitive activity can be learned”, De Bruyn et al. (2020) suggest that machines might, 

one day, learn to understand.  

2.1.2.3 Artificial Narrow, General, and Super Intelligence  

One approach that comes close to the strong vs. weak AI view is a categorization of 

three generations of AI. Indeed, it is common to speak of Artificial Narrow Intelligence (ANI) 

if the scope of application is restricted to specific tasks; this corresponds to the first generation 

of AI (Kaplan & Haenlein, 2019, p. 16).  This type of AI is identical to the weak AI, discussed 

above, however the term narrow may seem more appropriate as it can consist in " some very 

robust applications, such as Apple's Siri, Amazon's Alexa, IBM Watson, and autonomous 

vehicles" (IBM Cloud Education, 2020). As explained previously, even the most powerful AIs 

currently available fall into this ANI category “in the sense that they operate strictly within the 

confine of the scenarios for which they are programmed” (Miailhe & Hodes, 2017, p. 9). The 

second and third generation of AI relate more to strong AI; there is the Artificial General 

Intelligence (AGI) and the Artificial Super Intelligence (ASI) (IBM Cloud Education, 2020). 

The former kind of AI can "solve problems autonomously for tasks they were never even 

designed for" (Kaplan & Haenlein, 2019, p. 16). The latter type of AI exceeds human cognitive 

abilities (IBM Cloud Education, 2020). The figure 2-1 below summarizes the three types of 

artificial intelligence according to Kaplan and Haenlein (2019). 

 
Figure 2-1: Stages of AI from (Kaplan & Haenlein, 2019) 
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2.1.2.4 AI classification based on skills 

In the management literature, artificial intelligence may also be classified according to 

three skills: cognitive intelligence, emotional intelligence, and social intelligence. The skill of 

cognitive intelligence is related to "pattern recognition and systematic thinking" (Kaplan & 

Haenlein, 2019, p. 17). Emotional intelligence, a concept introduced by Peter Salovey and John 

D. Mayer in the 1990s, refers to "the ability to perceive, understand and manage emotions in 

the self and others" (Mayer et al., 1997). Social intelligence is, as its name suggests, the ability 

to interact with the social environment with qualities such as "empathy, team work, and 

leadership" (Kaplan & Haenlein, 2019, p. 18). According to Boyatzis (2008) findings, the 

acquisition of such competencies enables a higher efficiency in the professional environment.  

Kaplan and Haenlein (2019) suggest to transpose this theory from humans to AI. For 

this purpose, they distinguish three categories of AI systems that demonstrate characteristics 

of one or a combination of the above-mentioned skills. First, analytical AI only borrows 

features from cognitive intelligence, which is the case for most artificial intelligences 

implemented nowadays. Then comes the human-inspired AI, which is characterized by 

cognitive intelligence but also emotional intelligence allowing the recognition of emotions to 

take decisions. Finally, humanized AI, which remains a future project, possesses all three types 

of skills and would be able to "be self-conscious and self-aware in their interactions with others” 

(Kaplan & Haenlein, 2019, p. 19). Miao et al. also refer to humanised AI as cognitive and social 

intelligences that can “establish ties with humans over the long term” (Miao et al., 2018, p. 1). 

2.1.2.5 AI as an ecosystem of capabilities 

In an article addressing the interrelationships between AI and consumers, Puntoni et al. 

(2021, p. 2) provide a view of AI as an ecosystem of three fundamental elements associated 

with four capabilities. The three core elements of this ecosystem are: the data collection and 

storage, the statistical and computational techniques, and the output system. The authors 
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associate these elements with capabilities such as listening, predicting, producing, and 

communicating. In the remainder of this article, the authors focus on the experiences that 

consumers have with these three key elements and their associated capabilities. These 

experiences are in turn organized into four chronological categories. The data capture 

experience corresponds to the AI's “endowment with personal data.” The classification 

experience addresses personalized predictions provided by an AI, which is interesting in the 

context of this thesis. Then there is the delegation experience in which consumers let an AI 

perform tasks for them. And finally, consumers can have a social experience by communicating 

with an AI.  

Each of these experiences can be perceived differently by the user. For example, 

sometimes the access to data is accepted; in a study proposed by Gogus and Saygin (2019), it 

was found that students do not actually perceive photos, friends list, and other information 

shared on social media like Facebook as personal data. But users' data can also be collected 

and used without consent with considerable impact, as in the case of the Cambridge Analytica 

scandal, a company accused of stealing personal data in the context of the Trump campaign in 

2016 (Audureau, 2018). 
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2.2 Explainable Artificial Intelligence 

2.2.1 Why are explanations needed? 

As already discussed, artificial intelligence has greatly improved over the last few years, 

in particular thanks to new techniques and approaches such as machine learning (Gunning & 

Aha, 2019, p. 45). This has also raised questions about the ethical aspect of these progresses. 

Indeed, ML models are becoming more and more a part of the daily life of people, but these 

models, despite being very efficient, have their own disadvantages (Mohseni et al., 2020, p. 3).  

These include the risk of discrimination and unfair decisions, as AIs have the unfortunate 

propensity to replicate human biases and exploit deceptive correlations (De Bruyn et al., 2020, 

p. 99; Mohseni et al., 2020, p. 3). There are also concerns about the accountability of decisions 

provided by AIs, as well as the transparency of processes (Haenlein & Kaplan, 2019, p. 7). 

What brings these various risks together is the problem of opacity (Gunning & Aha, 2019, p. 

45). Machine learning models work as black boxes, where we have information about the 

inputs and outputs but not about what happens in between. These complex models perform 

well and provide accurate results, however there is a trade-off between interpretability 

performance and these models become less and less interpretable as their complexity1 increases 

(Mohseni et al., 2020, p. 9). According to Arrieta et al. (2019), the inability to explain how ML 

algorithms work also relates to the gap between researchers and the business sector. Since ML 

models are increasingly being used for decision making, “there is an emerging need for 

understanding how such decisions are furnished by AI methods” (Arrieta et al., 2019, p. 2). 

Furthermore, in Europe, the General Data Protection Regulation has established a legal right 

to an explanation for a decision taken involving the evaluation of certain personal data 

(Hoffman et al., 2018, p. 2; Mohseni et al., 2020, p. 2; Radley-Gardner et al., 2016). 

 
 

1 By making its structure more complex, a model can become more performant. 
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2.2.2 XAI terminology  

To address the previously mentioned issues, a solution could be the auditing of 

algorithms. It consists of “a mechanism for investigating algorithms’ functionality to detect 

bias and other unwanted algorithm behaviours without the need to know about its specific 

design details” (Mohseni et al., 2020, p. 3). This is an interesting process for error detection, 

but it is far from solving the problem of understanding models considered as black box.  

A new field, known as explainable artificial intelligence (XAI), trying to address these 

concerns of transparency, accountability, fair decision making, and other challenges towards a 

more ethical AI, is now emerging (De Bruyn et al., 2020, p. 99). In May 2017, the Defense 

Advanced Research Projects Agency (DARPA) launched its XAI program in the United States 

in collaboration with universities across the country. The definition of an explainable AI, 

according to the DARPA, is the following: “AI systems that can explain their rationale to a 

human user, characterize their strengths and weaknesses, and convey an understanding of how 

they will behave in the future” (Gunning & Aha, 2019, p. 44). The figure 2-2 from the DARPA, 

represents their view of XAI concept. 

 
Figure 2-2: XAI Concept (Turek, 2016) 
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However, as in the case of artificial intelligence, the definitions vary from one author 

to another, particularly regarding the beneficiaries of these explanations. In the opinion of  the 

DARPA (2019, p. 45), the target of  XAI are end-users impacted by the recommendations 

produced by an AI. De Bruyn et al. (2020, p. 99) rather consider that the target of explanations 

are human experts. Arrieta et al. suggest that the definition of  XAI should go further and 

include the notion of audience: “given an audience, an explainable Artificial Intelligence is one 

that produces details or reasons to make its functioning clear or easy to understand” (Arrieta et 

al., 2019, p. 6). Hoffman et al. (2018, p. 3) also support this view, arguing that explanations 

depend mainly on what users need to know, their current knowledge and their goals. 

Under this logic, the goals of explainable AI design are linked to the audience. In this 

thesis, the focus is on XAI from a user-oriented point of view. Therefore, the objectives related 

to this audience are identified here.  

Arrieta et al. (2019, p. 8) identify five main objectives for users of a model affected by 

its decisions: trustworthiness, accessibility, fairness, interactivity and privacy awareness. The 

authors define trustworthiness as the certainty that a model will function as expected when 

confronted with a given problem and they specify that it is a property which is not easy to 

quantify. The accessibility and interactivity objectives are quite evident, as explanations of how 

an AI works allow users to become more involved in the process of ML model design. With 

regard to fairness, the authors argue that explainability should be seen as "a bridge to avoid 

unfair or unethical use of the algorithm's outputs" by controlling the relations that affect the 

results of the algorithm (Arrieta et al., 2019, p. 9). Finally, understanding how a model works, 

even a complex one, allows a certain control to be maintained so that confidentiality and 

privacy can be respected (Arrieta et al., 2019, p. 10).  

Mohseni et al. (2020), who draw a distinction between AI novices, data experts and AI 

experts, identifies as goals for AI novices: algorithm transparency, trust and reliance, error 
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mitigation and privacy awareness. Similarities between the two views are observable, with trust 

and privacy forming recurrent elements of XAI goals. The authors further note that 

transparency constitute an "immediate goal to help the end-user to understand how the 

intelligent system works" and the importance of insight into the details of the process to detect 

and remove bias (Mohseni et al., 2020, p. 14). In section 2.2.3.2, we will see how the goals of 

XAI need to be measured in order to assess the quality of the explanations,  and that the design 

goals and evaluation methods are strongly interdependent (Mohseni et al., 2020, p. 23).  

Regarding the other parts of the definition of XAI, the several authors agree that it 

involves various techniques and approaches to improve the explainability of AI models, in 

terms that are understandable to humans, while maintaining a high level of performance 

(Arrieta et al., 2019; De Bruyn et al., 2020; Gunning & Aha, 2019). A distinction remains to 

be made between an XAI and an XAI system, which consists of an intelligent, self-explanatory 

system that will meet the requirements of an XAI (Mohseni et al., 2020, p. 2). 

Before looking in the next section at the various approaches to XAI, it is worth noting 

the elements that need to be explained and the challenges involved. De Bruyn et al. (2020, p. 

99) describe three main areas which need to be explained: the intention behind the use of AI, 

the data collected for this purpose and how the inputs and outputs of the AI are connected.  

Mohseni et al. (2020) identify six types of explanations answering the question "what to 

explain?". These include: 

- The "how" explanations that attempt to explain how the AI model works.  

- The “why" explanations that communicate the logic behind the use of inputs to make 

recommendations. 

- The "why not" explanations address the potential divergence between an output and the 

one expected by the user. 
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- The "what if" explanations are about how manipulations in the inputs can impact the 

outputs. 

- The "how to" explanations are intended to enable the user to adjust the inputs to achieve 

a targeted output. 

- And finally, the "what else" explanations are a kind of “explaining by example” to show 

how similar inputs can generate the same kind of outputs. 

Reach satisfying type of explanation requires: the production of more explainable 

models, the design and testing of user-friendly explanation interfaces, and an understanding 

of what is required to provide a quality explanation that meets the expectations of users 

(Gunning & Aha, 2019, p. 45). These different challenges, identified by Gunning and Aha 

(2019) in the context of the DARPA XAI program, have the characteristic of being user-

oriented.  

Finally, to conclude this section on XAI terminology, it is of paramount to review the 

concepts that are closely related to XAI. Arrieta et al. (2019) define very clearly these 

concepts listed in the table 2-3.  

Understandability  
= Intelligibility 

Characteristic of a model to make a human understand its function 
(how it works, not internal design explanation). 

Comprehensibility Ability of a learning algorithm to represent its learned knowledge in a 
human understandable fashion. 

Interpretability Ability to explain or to provide the meaning in understandable terms 
to a human. 

Explainability Notion of explanation as an interface between humans and a decision 
maker. 

Transparency A model is transparent if by itself is understandable. 

Table 2-3: Concepts related to XAI (Arrieta et al., 2019, p. 5) 

According to Arrieta et al. (2019), the most closely related concept is that of 

understandability, which is linked to transparency. Indeed, the transparency of a model consists 

in being understandable by itself, but the understandability will measure the degree to which a 

human understands the model and so in a way it helps to assess the quality of the explanation. 
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The authors insist on the difference between, on the one hand, interpretability and transparency, 

which are rather passive characteristics of a model, and, on the other hand, explainability, 

which is a much more active characteristic, since it involves the techniques deployed to 

improve the understanding of the model's functions (Arrieta et al., 2019, p. 4-5). In terms of 

ethics, explainability is actually part of the properties of an ethical AI as well as fairness, 

robustness, transparency and privacy.(IBM, 2021b).  

2.2.3 How to make AI explainable?  

2.2.3.1 How to Explain? 

Several classifications of XAI implementation techniques exist (IBM, 2021; Mohseni 

et al., 2020; Towards Data Science, 2021).  

2.2.3.1.1 Explanations for transparent and black-box models 

The classification of XAI approaches proposed by Arrieta et al. (2019) in their article 

on XAI concepts, opportunities and challenges is based on the distinction between transparent 

models and post-hoc explainability models. The former are interpretable by design, while the 

latter require techniques to clarify the models (Arrieta et al., 2019, p. 10). This can be compared 

to solving problems of understanding either transparent-box or black-box models (Guidotti et 

al., 2019). In the table 2-4 is a listing of the different ML models divided into transparent 

models and those that require post-hoc explainability. 

Transparent ML models Non transparent ML models 
Linear/ Logistic regression 
Decision Trees 
K-Nearest Neighbours 
Rule Based Learners 
General Additive Models 
Bayesian Models 

Trees Ensembles 
Support Vector Machines 
Multi-layer Neural Network  
Convolutional Neural Network 
Recurrent Neural Network  
 

Table 2-4 : Classification of ML models (Arrieta et al., 2019) 
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Transparent models 

Models considered to be transparent may have a varying degree of interpretability and 

are classified in terms of the “domain in which they are interpretable”(Arrieta et al., 2019, p. 

10). This includes the simulatability, decomposability, and transparency of algorithm and each 

of these areas contains its predecessors. Indeed, a simulatable model, i.e., one that can be 

designed by a human, is both decomposable and algorithmically transparent. First, it is 

important to note that by simulatable the authors mean a model that may be complex but whose 

data processing is humanly manageable. Then a model is considered decomposable under the 

authors' criterion if each of its components, namely the inputs, the parameters, and the 

calculation, can be understood and explained by a human. Finally, algorithmic transparency 

refers to models in which the mathematical process of mapping inputs and outputs is 

understandable to the user.  

Post-hoc explainability 

Concerning models which require an "interpretability layer" (Towards Data Science, 

2021) to be understood by end-users, Arrieta et al. (2019)  identify six explainability techniques 

detailed below.  

- Text explanation  

The results and functioning of a ML model can be detailed by means of textual 

explanations. These can take the form of properly constructed sentences but also of semantic 

mappings including symbols (see figure 2-3). 

- Visual explanation 

Visual explanations are intended to explain visually the behaviour of the model by 

means of one or more techniques such as dimensionality reduction. However, by offering 

simple and human-friendly visualisations, the explanations may need to be reinforced with 

additional information, for example through written material. 
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Figure 2-3: Semantic map of the business operation system from (Siau & Tan, 2005) 

- Local explanation 

These explanations are close to the domain of transparent decomposable models. 

Indeed, the focus is on the explanation of the model by segmentation, to deal with less complex 

processes.  

- Explanation by example 

This type of explanation consists of extracting examples of outcomes to explain how 

the model works. However, these type of explanations “only make sense if we can represent 

an instance of the data in a humanly understandable way […]. This works for images […]. It 

is more challenging to represent tabular data in a meaningful way” (Molnar, 2021). 

- Explanation by simplification 

This category of explanation covers the different methods by which a new, simpler 

model with similar performance can be created. The aim is to explain a less complex model, 

but as seen above, there is a trade-off between interpretability and performance, therefore 

attention must be paid to keeping an acceptable level of performance.  

- Feature Relevance Explanation 

Feature relevance methods, considered as indirect explainability techniques by the 

authors, establish the contribution of variables to the generation of an outcome.  
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2.2.3.1.2  Explanation format and reference 

Another classification of explanations that comes up regularly is the distinction 

between the format of the explanation ("how it is expressed") and the reference of the 

explanation ("what it is about") (Mueller et al., 2019, p. 84).   

The format of explanation 

A basic differentiation can be made between two major types of explanation format, 

textual explanations and visual explanations (Hu et al., 2021, p. 4).  

According to Hu et al. (2021, p. 4), “people usually give each other explanations 

verbally”. According to Kouki et al. (2019), in their survey involving an online music 

recommender, textual explanations are perceived as more persuasive than visual explanations. 

In addition, Hohman et al. (2019) note that textual explanations may be easier to understand 

than visualisations, especially if the textual explanations are short. However, according to Hu 

et al. (2021), visual explanations provide also a meaningful insight into the AI's reasoning. By 

testing the explanations of their credit scoring model Demajo et al. (2021) found that the 

majority of experts preferred a visual explanation (in the form of a decision tree) rather than a 

textual (rule-based) explanation. This raises the question of whether this result is specific to an 

expert audience or whether it would be transferrable to an end-user audience. In their study 

applied to the explanation of music recommendations, Millecamp et al. (2019) raise that one 

point to consider with visual explanation is the "visualisation literacy" which is characterised 

by the ability to interpret information presented in a visual format (image, graph,...). The 

visualisation literacy could indeed be linked to the audience type of the explanations. 

The reference of explanation 

The reference, i.e., the focus of the explanation, can relate to examples, features ranking, 

strategies and goals, cause-effect relationships, ... Actually, as the reference of an explanation 

corresponds to "what to explain", it can be linked to the six types of explanations (how/ why/ 
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why not/ what if/ how to/ what else) outlined by Mohseni et al. (2020, pp. 9–10). For instance, 

explanations with an example-based reference correspond to "what else" explanations since 

"What-else explanations pick samples from the model’s training dataset that are similar to the 

original input in the model representation space" (Mohseni et al., 2020, p. 10). 

2.2.3.1.3 Explanation style for recommender system 

A final classification that is very interesting when it comes to explaining 

recommendations made by an AI to a user is the one based on the "style" of explanation 

(Papadimitriou et al., 2012). In their article on the taxonomy of explanation styles, 

Papadimitriou et al. (2012) propose three individual styles of explanation and many 'hybrid' 

styles. However, by reviewing the literature three main styles of recommendation explanations 

can be distinguished There are content-based explanations, those based on collaborative 

filtering and finally there are also "hybrid" explanations (Naveed et al., 2020).  

Content-based explanations, also called "item-based" explanations, consist in 

explaining how a recommended item is relevant according to its characteristics directly related 

to the user's profile (Naveed et al., 2020, p. 2). Collaborative filtering is used to explain a 

recommendation based on collaborative information gathered by multiple similar users, 

through explicit or implicit feedback (Naveed et al., 2020; Pfaff, 2021, p. 3). This style of 

explanation is more user-oriented than content-oriented. Finally, a hybrid explanation involves 

both styles of explanation.  

In a study evaluating user perceptions of explanations of a music recommendation 

system, Kouki et al. (2019) identified that users preferred recommendations based on content 

rather than on other users' preferences. But Herlocker et al. (2000), in an experimental test of 

movie recommendations, identified that explanations based on feedback from other users were 

perceived as useful.  Another study also identified that users who receive explanations based 

on similar consumers ( versus content-based explanations) perceive additional information 
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which makes the recommendation more accurate (Gai & Klesse, 2019). It remains particularly 

important to point out that the style of explanation must be distinguished from the 

recommendation process itself. 

To briefly summarise, Mohseni et al. (2020) and Mueller et al. (2019) share the same 

view by making the distinction between "what to explain" and "how to explain". Arrieta et al. 

(2019) do not make this distinction but focus on the explainability techniques applied to 

transparent models and black box models, which are different. Finally, a classification of 

explanation style can help to differentiate between user-oriented and content-oriented 

explanations. 

2.2.3.2 Measures for evaluation 

One of the challenges of  XAI research and development is the strong need for common 

measures to assess the validity of explanations (Arrieta et al., 2019; Hoffman et al., 2018; 

Mohseni et al., 2020). Explainable AI is a truly interdisciplinary field. It involves data science, 

engineering, human-computer relations, and psychology, and its applications extend into many 

domains (Mohseni et al., 2020). Therefore, although there is no clear consensus, some 

proposals for evaluation measures from different domains can be found in the literature. 

As previously mentioned, the goals of XAI are linked to the audience. Similarly, the 

evaluation measures verify the validity of the explanations in relation to their purpose (Mohseni 

et al., 2020, p. 16).  Mohseni et al. (2020) suggest the evaluation of the model understanding, 

the user perceived -usefulness, -satisfaction and -trust, and the performance of the human-AI 

task. In terms of comprehension of the model, the authors use what is called in psychology the 

mental model. This is basically a "representation of how users understand a system" (Mohseni 

et al., 2020, p. 16). In their paper, the authors do not provide a way to assess these measures 

properly but refer the reader to questionnaires and interviews used in practical cases of the 

literature. 
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An other paper, entirely focused on XAI metrics, is proposed by Hoffman et al. (2018)  

In this paper, the authors propose to evaluate the goodness of the explanation, the user's 

satisfaction, the user's mental model, the influence of curiosity on the search for an explanation, 

the user's trust in the AI and the performance of the human-XAI system.  

A checklist for assessing the goodness of explanations is provided in the appendix of 

their paper with close-ended questions (i.e. the answer can only be yes or no) such as: "the 

explanation helps me understand how the [software, algorithm, tool] works?", “the 

explanation of the [software, algorithm, tool] sufficiently detailed?”, or “the explanation is 

actionable, that is, it helps me know how to use the [software, algorithm, tool]?” (Hoffman et 

al., 2018, p. 35). The authors argue that this evaluation should be conducted a priori to the 

deployment of the explanations, while satisfaction should be measured a posteriori.  

Once again, to assess satisfaction, the authors submit a questionnaire in the appendix, 

but this time the answers are on a Likert scale. As previously suggested, the authors evaluate 

the understanding of the system with a mental model.  

Twelve methods are identified to obtain such a mental model, for instance by asking a 

user to solve a problem aloud, or to sort cards according to the semantic similarities between 

the concepts of the system. The different methods are taken from the literature (from the field 

of psychology, according to experts in knowledge acquisition) and are associated with 

reference articles.  

Concerning curiosity, it is the subject of a short checklist, reproduced in the table 2-5, 

to understand what the users' real expectations for explanations are. The aim is to respond to 

the need in the best conceivable way and to avoid overwhelming someone who is not curious 

with information.  

Finally, the performance of the XAI system is evaluated as a function of the benefits 

perceived by the user, whether it concerns satisfaction, perceived trust, or other qualities such 
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as the completeness of the explanations. In practice, as performance can vary from one goal to 

another and from one user to another, the authors do not propose an evaluation questionnaire. 

Instead, they suggest that "the most powerful and direct way of evaluating the performance of 

a work system that includes an XAI is to evaluate how easy or difficult it is to get prospective 

users (stakeholders) to adopt the XAI system" (Hoffman et al., 2018, p. 23). 

Why have you asked for an explanation? Check all that apply. 
 I want to know what the AI just did. 
 I want to know that I understand this AI system correctly. 
 I want to understand what the AI will do next. 
 I want to know why the AI did not make some other decision. 
 I want to know what the AI would have done if something had been different. 
 I was surprised by the AI’s actions and want to know what I missed. 

Table 2-5: Curiosity checklist (Hoffman et al., 2018) 

2.2.4 Benefits and practical applications  

2.2.4.1 Benefits 

The benefits of making AI explainable are numerous. First of all, from an AI design 

point of view, it is very valuable to have a complete understanding of how the system works in 

order to detect possible errors, to ensure that the system only uses meaningful variables, and to 

improve robustness by identifying potential perturbations (Arrieta et al., 2019; Mohseni et al., 

2020). Performance may not be so incompatible with the interpretability of the system (Arrieta 

et al., 2019, p. 2). Secondly, from the end-user's perspective, it meets an urgent need for 

comprehension and trust (Shin, 2021). It also ensures that the decisions made by an AI are fair, 

impartial and secure (Arrieta et al., 2019; Mohseni et al., 2020). Finally, it allows to comply 

with the right to an explanation as regulated by the GDPR in Europe. 

2.2.4.2 Practical applications 

Although the subject is quite recent, there are already many applications of AI 

explanations. For example, Coppers et al. (2018) carried out a study to evaluate the effects of 

a translation aid that provides details of how suggestions are made, particularly in relation in 
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the context of the text. The study conducted with professional translators showed that this 

additional information did not necessarily improve the user experience but that translators 

preferred to have explanations when it improved the quality of the translation.  

On another topic, Rader et al. (2018) conducted a study on the influence that 

explanations on how Facebook news feed algorithms work can have on user awareness, 

accuracy of recommendations, and accountability. They found that user awareness was 

significantly impacted but that the explanations were not sufficient to help users assess the 

correctness of the algorithm's output. In addition, the explanations create a negative feeling 

among users towards Facebook with the feeling that the feed algorithm is unfair.  

The measurement of justice perception is also proposed by Binns et al. (2018), in an 

experiment with different types of explanations for different types of scenarios (applying for 

financial loan, promotion at work, car insurance,...), with the aim of assessing the perceived 

justice of the algorithms. The results of their research show that in general people are overly 

concerned about the fairness of decisions made by both humans and machines, but that the 

automatic nature of intelligent system, even with additional explanation, reinforces the feeling 

of unfairness.  

Holliday et al. (2016) conducted a quantitative and qualitative study to assess user trust 

in a qualitative data coding support system. They found that when explanations were provided, 

trust in the system first increased and then returned to its basic state, whereas without an 

explanation, trust in the system only decreased.  

A large number of other papers on the evaluation of XAI measures can be found , 

Mohseni et al. draw up a non-exhaustive list in their paper (Mohseni et al., 2020, p. 13). 

However, articles interested in applications in the retail sector are quite rare, the recurrent 

themes are rather: loan rates (Binns et al., 2018), self-driving cars (Wiegand et al., 2019) and 

the health sector (Tjoa & Guan, 2020).  
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2.3 Hypotheses and model development 

This literature review has highlighted several needs for explanations of AI models. As 

previously noted, these needs are related to the audience receiving the explanations, which has 

its own objectives in terms of understanding AI models. This section has also detailed several 

ways of assessing the quality and impact of an explanation. This thesis focuses on end users, 

novices in AI, receiving explanations. It was discussed in the introduction that recent 

developments in marketing and artificial intelligence have led to the emergence of many highly 

personalised recommendations towards consumers (Sterne, 2017).  

The need for consumers to trust AI models was outlined by several authors (Arrieta et 

al., 2019; Burkhardt et al., 2019; Holliday et al., 2016; Mohseni et al., 2020). Therefore, a first 

assumption is made that trust in an AI recommendation increases the user's acceptance of that 

AI recommendation. 

H1: Trust in AI recommendation improves the user’s acceptance of AI recommendation.  

Secondly, reviewing the literature has shown that trust in a AI recommendation can be 

improved by explaining how the AI works (Burkhardt et al., 2019; Holliday et al., 2016; Shin, 

2021). This information leads to a second hypothesis that an explanation that is perceived as 

of superior quality by the user increases the user's trust in the AI recommendation. 

H2: An explanation perceived as of superior quality improves user’s trust in AI 

recommendation.  

Finally, the users' perceived quality of the explanation can be assessed using a scale 

proposed by Hoffman et al. (2018) based on several criteria such as understanding, satisfaction, 

usefulness, level of detail of the explanation. Two formats (visual and textual) and styles 

(content-oriented and user-oriented) of explanations were proposed in this section. Previous 

studies allow to suggest that these differences it the way of explaining a model may have an 

impact on the users' perception of explanation quality. Indeed, explanations presented in a 
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textual format are easier to understand (Hohman et al., 2019; Kouki et al., 2019). While visual 

explanations, in order to be easily understood, are no longer complete enough (Arrieta et al., 

2019). Regarding the "style" of the explanation, Kouki et al. (2019) identified that users were 

more satisfied with content-oriented explanations. Regarding explanations based on similar 

users, they provide the perception that the recommendation is more accurate, which is one of 

the criteria for evaluating a good explanation (Gai & Klesse, 2019; Hoffman et al., 2018). 

Therefore, the following assumptions are made. 

H3A: Textual explanations improve the user’s perceived understanding of the recommendation. 

H3B: Visual explanations decrease the user’s perception of sufficient detail in the explanation.  

H3C: Content-oriented explanations increase the user's perceived satisfaction of the 

explanation. 

H3D: User-oriented explanations improve the user's perception that the recommendation is 

accurate. 

Figure 2-4 summarises the model, assessed in this thesis, of the influence of 

explanations of IA recommendation on users' acceptance of that recommendation. 

 

Figure 2-4: Explainable Artificial Intelligence - conceptual model 
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3 Chapter 3: Research Design  

To test the hypotheses described in section 2.3, causal research is conducted. Indeed, this 

type of research focuses on assessing the cause and effect relationships between variables 

(Malhorta et al., 2014, p. 66). The research is punctual, and not longitudinal, because the 

interest of this work is in the influence of explanations on the acceptance of recommendations 

at a given time and not in the factors that could change this acceptance over time. For this 

purpose, an online questionnaire is used to collect quantitative data.  

3.1 Scenario and context 

This research takes place in the context of recommendation systems using artificial 

intelligence to generate personalised recommendations on online shopping websites. More 

specifically, the focus is on supermarket websites. These companies collect some data on 

consumer behaviour, both online and in stored through loyalty cards, which allow them to offer 

highly personalised recommendations. This research is conducted in this specific context 

because, as previously noted, there is a lack of experimentation in this area.  

The causal research is based on individual evaluations of a given scenario. Participants 

in this experiment are asked to imagine themselves in a situation and are given a product 

recommendation with a plausible explanation for this recommendation. As explained in the 

model of the previous section, four types of explanations are developed:  

- a visual content-oriented explanation, 

- a textual content-oriented explanation, 

- a visual user-oriented explanation, and  

- a textual user-oriented explanation. 

The visual content-oriented explanation consists of a horizontal bar chart showing the 

main personal characteristics of the consumer that explain why the product is recommended. 

The visual user-oriented explanation represents a five-star rating given by consumers with a 
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similar profile to the one receiving the recommendation. Textual explanations describe, in the 

form of a short text with key elements highlighted, why the product is recommended. In the 

case of the content-oriented explanation, the information is based on the respondent's own 

characteristics. Whereas for the user-oriented explanation, the text illustrates the behaviour of 

a similar consumer.  

These explanations were developed based on data collected by the Belgian shop Delhaize 

from their consumers (Delhaize Le Lion SCA, 2020), as well as existing interfaces from the 

literature (Binns et al., 2018, p. 5; Herlocker et al., 2000, p. 6; Ramon, Vermeire, Toubia, et al., 

2021, p. 12). The interfaces to these four explanations are available in appendix A.  

It is important to note that a true recommendation system based on respondents' 

characteristics is not used because the data are not available as for supermarket companies. 

Therefore, all this research is based on the idea that participants should imagine themselves in 

a scenario where the information would be personalised.  

Each scenario corresponds to a type of explanation and each respondent assesses only 

one scenario, but the questionnaire is the same for all four scenarios. The choice was made not 

to expose each respondent to the four explanations, as this would make the questionnaire long 

to fill in (about 15-20 minutes), so it would risk increasing the number of drop-outs from the 

questionnaire and decreasing the quality of the answers (less concentration after a certain time) 

(Malhorta, 2006, p. 31; Žmuk, 2017, p. 51).  
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3.2 Scales and variables  

The questionnaire is built in three parts (see appendix B for full questionnaire). The 25 

questions are listed following a funnel sequence (Steils, 2018). First, a series of socio-

demographic questions are asked to obtain more information about the respondents (i.e., their 

age, gender, education level, and employment status). Then, after receiving a description of the 

scenario, participants answer a series of questions in relation to the product recommendation 

and its associated explanation. Finally, a multiple-choice question aims to establish the 

consumer's expectations in terms of a recommendation's explanation in general. For this 

purpose, the curiosity checklist proposed by Hoffman et al (2018), already mentioned, is used. 

The second part or the questionnaire was designed by adapting existing multi-item scales 

from the literature. To evaluate the model developed in this thesis, questions are asked about 

three constructs: the perceived quality of explanations, the trust in recommendations, and the 

acceptance of these recommendations. The details of these constructs and their items are shown 

in table 3-1. Each of the questions (one per item) are evaluated by the participants on a 5-points 

Likert scale indicating their degree of agreement or disagreement. Besides the fact that the 

authors providing these questions use a Likert scale format for the responses, Likert scales have 

the benefit to be easily understood by the respondents (Malhorta et al., 2014, p. 214). 
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CONSTRUCT QUESTION CODE SOURCE 

Explanation 
Perceived Quality 

From the explanation, I understand how the recommender system works. EPQ1 

(Hoffman et al., 
2018, p. 39)  

This explanation of how the recommender system (AI) works is 
satisfying. 

EPQ2 

This explanation of how the recommender system (AI) works has 
sufficient detail. 

EPQ3 

This explanation of how the recommender system (AI) works seems 
complete. 

EPQ4 

This explanation of how the recommender system (AI) works is useful to 
my goals. 

EPQ5 

This explanation of the recommender system shows me how accurate the 
recommender is. 

EPQ6 

This explanation lets me judge when I should trust and not trust the 
recommender system (AI). 

EPQ7 

Recommendation 
Perceived Trust 

I am confident in the recommender system (AI). I feel that it works well. RPT1 

(Hoffman et al., 
2018, p. 49) 

The outputs of the recommender system (AI) are very predictable. RPT2 
The recommender system (AI) is very reliable. I can count on it to be 
correct all the time. 

RPT3 

I feel safe that when I rely on the recommender system (AI) I will get the 
right recommendations. 

RPT4 

I am wary of the recommender system (AI). RPT5 
The recommender system (AI) can perform the task better than a novice 
human user. 

RPT6 

I like using the recommender system (AI) for decision making. RPT7 

Recommendation 
Acceptance 

I intend to use the recommendation system (AI) in the future. RA1 
(Sohn & Kwon, 

2020, p. 7) 
I intend to use the recommendation system (AI) frequently. RA2 
I intend to recommend that other people use the recommendation system 
(AI). 

RA3 

I am willing to use this recommendation system (AI) as an aid with my 
decision about which product to buy. 

RA4 
(Komiak & 

Benbasat, 2006, 
p. 11) 

I am willing to let this recommendation system (AI) assist me in deciding 
which product to buy. 

RA5 

I am willing to use this recommendation system (AI) as a tool that 
suggests to me a number of products from which I can choose. 

RA6 

Table 3-1:Items and their source 
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3.3 Participants and distribution 

The target population is broad as it is any consumer likely to receive a product 

recommendation online. The study aims to assess the model in Belgium and the scenario 

interfaces are inspired by what could be found on the website of a Belgian shop, Delhaize. 

Therefore, the main selection criterion for this survey is to live in Belgium. Another restriction 

is that respondents must be at least 18 years old, which is in any case a criterion for joining the 

panel website used in this survey. Regarding the respondent's level of education and 

employment status, there is no restriction, to have responses from various profiles.  

The survey method is an online questionnaire. This choice is due to its ease of design, 

the speed with which responses are obtained, but also because it is perfectly adapted to the 

context of recommendations given online. The questionnaire is designed on Sphinx Declic. A 

pre-test is conducted with a small sample to assess understanding of the scenarios and questions. 

Following some minor modifications, the questionnaire is distributed on Prolific, a data 

collection service. 

The sampling technique is stratified. Among all respondents in the Prolific database, 

adults who reside in Belgium are selected. This represents about 900 participants out of the 

227,000 available on Prolific. Then, a male-female parity is selected to improve 

representativeness. Finally, the participants are selected randomly from each of the two 

stratifications (men living in Belgium and women living in Belgium).  

There are four studies, each evaluating a different scenario, 90 respondents per study, 

360 in total. The determination of sample size is complex task. It is a question of having enough 

respondents to test hypotheses while limiting the cost of using a paid panel. Since this study is 

being conducted as part of a master thesis, the impact of the study's findings is limited. In the 

context of a company wishing to evaluate the same hypotheses for future managerial decisions, 

it would be preferable to increase the sample size. 
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3.4 Analysis method  

Data collection and cleaning 

As soon as 90 people have completed the questionnaire, the study on Prolific stops. 

Responses can be accepted or rejected. For example, when the questionnaire is completed in a 

few seconds instead of 3 minutes (the average time), the answer is deleted. A questionnaire 

response that includes missing values would also be deleted, however this is not possible due 

to the mandatory nature of each question. Once the 90 responses are accepted, the survey is 

closed, and the respondents are paid. This process is repeated for each of the four surveys. 

After this data cleaning, the responses are extracted from Sphinx and analysed on the 

SPSS software. The data are first coded. For example, for the Likert scale, each answer 

corresponds to a code: from 1 for "I disagree strongly" to 5 for "I agree strongly". The purpose 

of this coding is mainly to facilitate data processing.  

Once the data has been coded, a descriptive analysis of the sample and the 'curiosity' 

(expectations of explanations) is performed, and then the hypotheses are evaluated following 

the selected analysis strategy described below. 

Analysis strategy  

The selection of analysis strategies depends on “the characteristics of the data as well as 

the properties of the statistical techniques” (Malhorta et al., 2014, p. 351).  

Firstly, since the variables involved in the hypotheses H1 and H2 are some constructs 

assessed by a series of items, a factor analysis must be performed to reduce these different 

items into a single variable. The steps of this analysis are described in section 4.2. 

In hypotheses H1 and H2, the relationships between an independent variable and a 

dependent variable are investigated. Indeed, the intention is to assess whether trust in a 

recommendation increases acceptance of that recommendation (H1), and whether the perceived 

quality of a recommendation explanation increases trust in that recommendation (H2). 
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Therefore, the use of bivariate statistical techniques is appropriate. Furthermore, given that the 

independent variable is unique, a simple regression can be performed.  

Hypotheses H3A H3B H3C and H3D, each assess a dependant variable2 respectively: 

understanding of the recommendation system, level of detail of the explanation, satisfaction of 

the explanation and accuracy of the recommendation system. For each of these variables, the 

intention is to find out whether their mean varies when the explanation of the recommendation 

changes. To do so, the sample is divided into two independent samples for each hypothesis, 

comparing either visual and textual explanations, or content and user-oriented explanations3. 

To evaluate these hypotheses, it is therefore appropriate to employ univariate statistical 

techniques. Since the dependent variable is metric (interval) and the independent variable non-

metric (nominal), the choice is to use a test of variance comparison (Levene’s test) and then a 

test of means comparison (Anova if the variances are equal and Welch if the variances are 

unequal). 

In summary, hypotheses 1 and 2 are used to assess the relationships between "perceived 

quality of explanation" and "recommendation perceived trust", and between "recommendation 

perceived trust" and "recommendation acceptance". These relationships are tested by means of 

simple linear regressions.  Hypotheses 3 are used to assess whether the mean of certain items 

measuring the quality of an explanation vary according to the style or format of the explanation. 

This is achieved by means of a comparison of means test, which requires a comparison of 

variances test beforehand. 

 

  

 
 

2 Each of these variables are items that constitute the construct "quality of an explanation". In 
hypotheses H3A,B,C and D these items are assessed separately. 

3 The format/style of the explanation is the independent variable.  



      41 
 

4 Chapter 4: Results and Discussion  

4.1 Descriptive analysis  

4.1.1 Description of the sample 

In this section, socio-demographic data are analysed for the aggregate sample. However, 

the four separate samples (one per scenario) are also analysed to identify variations.  

The aggregate sample size is 360 elements, respecting the requirement of being resident 

in Belgium and at least 18 years old. Of this sample, 48.49% are women, 50.83% are men and 

0.28% are of other gender (see appendix C, figure 1).  

Regarding the age of the participants in the overall sample, 43.6% are between 18 and 

24 years old, 32.8% between 25 and 34 years old, 17.2% between 35 and 44 years old, 4.7% 

between 45 and 54 years old and 1.7% are over 54 years old. This age distribution varies 

slightly in the samples from one scenario to another (see appendix C, figures 2 and 3).  

Most participants have at least a secondary school education. Indeed, in the overall 

sample, the highest level of education of the participants corresponds for 1.1% to primary 

school, for 25.6% to secondary school, for 38.1% to a bachelor's degree, for 32.2% to a master's 

degree and for 3.1% to a PhD. Again, this distribution varies a little from the sample of one 

scenario to another (see appendix C, figures 4 and 5). 

Finally, concerning the employment status of the participants, most of them are 

employees (46.94%) or students (36.94%), but there are also 4.44% self-employed, 5.56% 

workers, 5.56% unemployed, and less than 1% retired or disabled (see appendix C figure 6). 

4.1.2 Curiosity analysis  

Another remarkably interesting point, although it was not part of the hypotheses tested, 

is the question of consumer curiosity. The literature review showed that the evaluation of an 

explanation is closely linked to the expectations of the person receiving it (Hoffman et al., 

2018). Respondents were therefore asked about their expectations in the form of a multiple-
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choice question. The top three or expectations are: knowing what the AI just did (in 71.4% of 

responses), making sure to understand the system well (in 53.9% of responses) and knowing 

why another decision was not made (in 40% of responses). Then slightly more than a third of 

respondents want to know what the AI would have recommended if things had been different 

and what it will recommend next. In only 15% of cases, participants say they are surprised by 

the AI's action and want to know what they missed (see details in figure 4-1).  

However, it should be noted that this question was mandatory. Therefore, we can ask 

the question if the participants answered by being constrained or if they are really interested in 

receiving information about artificial intelligence.  

 

Figure 4-1: Curiosity frequencies  
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4.2 Factor analysis and scale reliability 

In this section, a factor analysis is conducted for the following three constructs: the 

perceived quality of explanations (EPQ), the perceived trust in recommendations (RPT), and 

the acceptance of these recommendations (RA). Indeed, "factor analysis is a method of data 

summarisation, which reduces a large number of items into a smaller number of variables that 

measure the same dimension", thus allowing the computation of a single score per construct 

(Steils, 2018, p. 92). This confirmatory4 factor analysis is carried out in several steps.  

First, the sample size must be at least four to five times larger than the number of items. 

This condition is met because there are a maximum of 7 items per construct and the sample 

size is 360 (Steils, 2018, p. 93).  

Secondly, it is necessary to verify the relevance of the factor analysis, i.e., to check that 

the items are highly correlated with each other. To do this, two tests can be used: Bartlett's 

sphericity test and the Kaiser-Meyer-Olkin (KMO) test. A Bartlett test explores the matrix of 

correlations between items, a significant test (p-value<0.05) rejects the null hypothesis that the 

items are not correlated. The KMO index varies between 0 and 1 and increases the higher the 

inter-item relations, a value above 0.8 is considered very good (Steils, 2018, p. 94).  

Thirdly, following a principal component analysis, factors with an eigenvalue greater 

than 1 and which explain at least 50% of the initial information are selected. In the case of 

items with a communality of less than 0.5, they are removed, and the analysis must be rerun.  

Then, the reliability (internal consistency) of the scale is measured with Cronbach's 

alpha, for which a value greater than 0.6 is recommended. The closer the alpha value is to 1, 

the more homogeneous the set of items is.  

 
 

4 The factors linking the items are known a priori. 
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Finally, based on the mean of the items retained in the factor analysis and in the 

reliability evaluation, a new single variable is created. 

EPQ – Explanation perceived quality 

To assess this variable, 7 items are considered. The KMO and Bartlett tests are 

performed with SPSS. The KMO index has a value greater than 0.8 and the Bartlett test is 

significant (details in figure 4-2). The items are therefore significantly correlated. Then, in 

figure 4-3, we can see that all the communalities are greater than 0.5, thus the 7 items are 

retained. Then, only one factor is retained, and this factor explains more than 50% (64.828%) 

of the variance (see appendix D). Finally for the analysis of the scale's internal consistency, 

Cronbach's alpha value is 0.909 (see appendix D), which means that the score of the new unique 

variable "EPQ" can be calculated from the mean of the 7 items. 

 
Figure 4-2: KMO and Bartlett's test for EPQ 

 
Figure 4-3: Communalities for EPQ 

RPT – Recommendation perceived trust 

To assess this variable, 7 items are also considered. The KMO index has a value of 

0.855 and the Bartlett test is significant because the p-value is <0.001. The items are therefore 

significantly correlated. However, not all communalities are above 0.50 (see figure 4-4). These 
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items are therefore removed, and the analysis is rerun. The new KMO is above 0.8 and the 

Bartlett test is significant (see figure 4-5). This time, the communalities are all above 0.5 (see 

figure 4-6). Only one factor is retained, and this factor explains more than 50% (70.655%) of 

the variance (see appendix E). The Cronbach's alpha value is 0.859 (see appendix E). This 

means that the score of the new unique variable "RPT" can be computed from the mean of the 

7 items. 

 
Figure 4-4: Communalities for RPT 

 
Figure 4-5: New KMO and Bartlett's test for RPT 

 
Figure 4-6: New Communalities for RPT 

RA – Recommendation acceptance  

To assess this variable, 6 items are considered. The KMO index has a value greater than 

0.8 and the Bartlett test is significant (details in figure 4-7). All communalities are above 0.5 
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(see figure 4-8). Only one factor is retained, and this factor explains more than 50% (71.505%) 

of the variance (see appendix F). The Cronbach's alpha value is 0.920 (see appendix F), which 

means that the score of the new unique variable "RA" can be calculated from the mean of the 

6 items. 

 
Figure 4-7: KMO and Bartlett's test for RA 

 
Figure 4-8: Communalities for RA 
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4.3 Hypotheses testing 

4.3.1 Hypothesis 1: Trust in AI recommendation improves the user’s acceptance of AI 

recommendation 

To evaluate this first hypothesis, a simple regression is used. Four conditions must be 

met: linearity, homoscedasticity, independence of the error terms and normal distribution of 

the error terms (Steils, 2018).  

To assess linearity, a scatterplot is produced with the newly computed variables RPT 

and RA. The scatter plot shows that as the trust increases the acceptance of recommendation 

appears to increase, so we can assume that there is linearity (see appendix G, figure 1). 

Homoscedasticity is observed on the scatterplot between the standardised predicted values and 

the standardised residuals. No pattern (e.g., triangle) seems to emerge, for all values of RA, the 

variance of the residuals is therefore assumed to be homogeneous (see appendix G, figure 2). 

The independence of the error terms can be verified by the Durbin-Watson test. The 

independence of the error term is assumed when the test statistic, which can vary between 0 

and 4, is close to 2, which is the case here as it is 1.933 (see appendix G, figure 3). The 

normality of the distribution of the error term is also validated as looking at the Gaussian plot 

of the residuals, we can see that most of the points are close to the diagonal (see appendix G, 

figure 4). 

Since the conditions are met, we can look at the results of the simple regression. The 

model summary table gives the value of the Pearson correlation coefficient. The coefficient is 

significant because the p-value is smaller than 0.5, so the null hypothesis that there is no linear 

relationship between the two variables is rejected. A consumer's acceptance of 

recommendations is significantly correlated with his or her trust in the recommendation. 

Person's coefficient is positive, meaning that the two variables tend to increase together and 
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decrease together. Moreover, the absolute value of the coefficient is close to 1 (more than 0), 

so the linear relationship between RA and RPT is strong (details in figure 4-9). 

 
Figure 4-9: Simple Regression - Model Summary 

In the analysis of variance table (Anova), the significance level is less than 0.5 (details 

in appendix G, figure 5). It can be concluded that the independent variable (RPT) explains the 

dependent variable (RA) and it is possible to predict the value of recommendation acceptance 

based on the value of trust in the recommendation. However, in this case predicting an exact 

value is of no great interest since the variables are initially evaluated based on several items 

and on a Likert scale. What is interesting is to understand the relationship between these two 

variables and the related managerial implications.  

4.3.2 Hypothesis 2: An explanation perceived as of good quality improves user’s trust 

in AI recommendation 

For this second hypothesis, the same steps of simple linear regression are followed. 

This time, the purpose is to analyse the relationship between the independent variable 

"perceived quality of the explanation" (EPQ) and the dependent variable " trust in the 

recommendation " (RPT).  

To assess linearity, a new scatterplot is produced with EPQ and RPT. The scatter plot 

shows that EPQ and RPT increase together, so we can assume that there is linearity (see 

appendix H, figure 1). No pattern seems to emerge from the scatterplot between the 

standardised predicted values and the standardised residuals, homoscedasticity is therefore 

verified (see appendix H, figure 2). The independence of the error terms is supported by a 

Durbin-Watson value of 2.041 (see appendix H, figure 3). The normality of the distribution of 
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the error term is also validated as looking at the Gaussian plot of the residuals, we can see that 

most of the points are close to the diagonal (see appendix H, figure 4).  

The Person coefficient is analysed. It is significant (p value < 0.05), and its value is 

high (see figure 4-10). The relationship between RPT and EPQ is therefore positively 

correlated and quite strong.  

 
Figure 4-10: Simple Regression - Model Summary 

The analysis of variance, which is significant because the p-value is less than 0.001 

(and therefore <0.05), leads to the conclusion that the independent variable "perceived quality 

of the explanation" predicts the dependent variable " trust in the recommendation" (details in 

appendix H, figure 5). 

4.3.3 Hypotheses 3 

To assess the four hypotheses 3, the overall sample is split into two independent 

samples. For hypotheses 3A and 3B, one sample consists of respondents who evaluated a visual 

explanation, and the other consists of respondents who evaluated a textual explanation. For 

hypotheses 3C and 3D, one sample consists of respondents who evaluated a content-oriented 

explanation, and the other consists of respondents who evaluated a user-oriented explanation. 

To establish whether there is a significant difference in the mean of the dependant variable 

from one sample to the other, a comparison of means is performed. 

This is conducted in two steps. Step 1: the equality of variances must be verified using 

a Levene's test. The hypotheses evaluated are the following: 

H0: There is no difference in the variance of the dependent variable between the two samples. 

H1: There is a significant difference in the variance of the dependent variable between the two 

samples. 
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Step 2: A means comparison test is performed. The hypotheses evaluated are the following: 

H0: There is no difference between the means of the two samples. If a difference is observed, 

it is random. 

H1: There is a significant difference between the means of the two samples (one is higher/lower 

than the other). 

4.3.3.1 Hypothesis 3A: Textual explanations improve the user’s perceived understanding 

of the recommendation 

To assess whether the understanding of the recommendation varies from one 

explanation format to another (textual vs. visual), the sample is divided in two (180 respondents 

per sample). Levene's test is conducted and of significance as it has a p-value<0.05, thus the 

variances are significantly different (see details in appendix I). Therefore an Anova test for 

comparison of means cannot be used, instead the Welch's F test must be applied (Datanovia, 

2018; Steils, 2018). The null hypothesis and alternative hypothesis of this means comparison 

test remain the same as for an Anova test. This test is significant (details in figure 4-11), leading 

to the conclusion that the average understanding varies between the two samples. In Figure 4-

12, we can see that the mean understanding of the recommendation is higher for textual 

explanations. 

 
Figure 4-11: Welch Test - Explanation understanding 

 
Figure 4-12: Mean score of explanation understanding 
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4.3.3.2 Hypothesis 3B: Visual explanations decrease the user’s perception of sufficient 

detail in the explanation 

To assess whether the explanation's level of detail perceived varies from one 

explanation format to another (textual vs. visual), the sample is divided in two. The Levene's 

test is conducted and of significance as it has a p-value<0.05, the variances are therefore not 

homogeneous (see details in appendix I). The Welch’s F test is conducted and of significance 

(details in figure 4-13). It can therefore be concluded that the average level of detail perceived 

by users varies according to the format of the explanation. In Figure 4-14, we can see that the 

mean is higher for textual explanations. 

 
Figure 4-13: Welch Test - Details of the explanation 

 
Figure 4-14: Mean score of explanation details 

4.3.3.3 Hypothesis 3C: Content-oriented explanations increase the user's perceived 

satisfaction of the explanation 

To assess whether the perceived satisfaction of the explanation varies from one 

explanation style to another (content-oriented vs user-oriented), the sample is divided in two. 

Levene's test is conducted and of significance as it has a p-value<0.05, the variances are 

therefore not homogeneous (see details in appendix I). The Welch’s F test is conducted and of 

significance (details in figure 4-15). We can conclude that the perceived satisfaction of the 

explanation varies according to the style of explanation. In Figure 4-16, we can see that the 

average satisfaction of explanation is higher for content-oriented explanations. 
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Figure 4-15: Welch Test - Explanation satisfaction 

 
Figure 4-16: Mean score of explanation satisfaction 

4.3.3.4 Hypothesis 4D: User-oriented explanations improve the user's perception that the 

recommendation is accurate 

To assess whether the perceived accuracy of the recommendation changes from one 

explanation style to another, the sample is divided in two. Levene's test is performed and of 

significance as it has a p-value<0.05, the variances are therefore significantly different (see 

details in appendix I). The Welch’s F test is conducted and of significance (details in figure 4-

17). We can conclude that the recommendation accuracy perceived by users varies according 

to the style of the explanation. In Figure 4-18, we can see that the mean is higher for content-

oriented explanations. 

 
Figure 4-17: Welch Test - Explanation accuracy 

 
Figure 4-18: Mean score of explanation accuracy 
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4.4 Discussion  

In this section, the results of this study are discussed in relation to the research question 

and assumptions made. As a reminder, the research question investigates the influence of AI-

generated recommendation explanations on consumers' acceptance of these recommendations. 

This question, based on a literature review, was decomposed into a model suggesting: 

1. that consumers who trust a recommendation will be more likely to accept it, 

2. that this trust can be increased by a good quality explanation, 

3. and that the quality of the explanation will vary according to its format and style. 

First, hypotheses H1 and H2 demonstrated a relationship between trust and acceptance 

of a recommendation, as well as a relationship between a good-quality explanation and trust in 

the explained recommendation. In concrete terms, this implies that explanations can be used as 

a tool to leverage users' trust in recommendations and thus enable greater acceptance of such 

recommendations in consumers' daily lives. The findings of these hypotheses therefore confirm 

the concepts found in the existing literature. For example, it was noted that trust and the 

existence of an explanation were "keys to promoting technology acceptance" (Shin, 2021). The 

research conducted in this thesis confirms that acceptance of a recommendation increases when 

the recommendation is perceived as trustworthy. Holliday et al (2016) identified that, in their 

study, participants who received explanations trusted the intelligent system more. The 

hypothesis tests of H2 also concluded that trust in a recommendation was strongly correlated 

with receiving a good explanation of how the recommendation works. However, it is also 

necessary to be aware that an inadequate explanation, which does not satisfy consumers and is 

not perceived as trustworthy, may make the recommendations no longer acceptable.  

Secondly, the research focused on the impact of a change in the style or format of the 

explanation on the items that can be used to establish the quality of the explanation (Hoffman 

et al., 2018).  
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The first three hypotheses, H3A, H3B, and H3C were confirmed. Indeed, the textual 

explanations showed better results in the users' understanding of the recommendation. This 

first hypothesis seems to be linked to the second, which revealed that visual explanations were 

perceived as less detailed than the textual ones. These two hypotheses therefore support the 

idea identified in the literature that visual explanations are perceived as incomplete and that 

textual explanations allow for a better level of understanding (Arrieta et al., 2019; Kouki et al., 

2019).  The 3C hypothesis was also confirmed. Content-oriented explanations satisfy more 

than user-oriented explanations. Although the means are quite close (3.94 and 3.06), the 

variances are quite different. Content-oriented explanations received positive evaluations while 

user-oriented explanations received more distributed evaluations (see appendix J). It can be 

concluded from this assumption that, in general, it is preferable to explain a recommendation 

based on content (product characteristics) rather than based on a match with consumers with 

similar profiles. 

The only assumption that did not give the expected result was the H3D. Indeed, the 

hypothesis tests showed that there was a difference in the mean of the perceived accuracy of 

the recommendations, but contrary to what was expected, it is the content-based 

recommendations that are perceived as more accurate. If we look in more detail at the 

frequencies of recommendation accuracy, but this time at the scenario level, we observe that 

the user-based visual explanation was rated as particularly inaccurate (see appendix K). This 

may be related to the lack of detail. The amount of detail should not be too high so as not to 

make the explanation too complex, but it should be high enough to prove that the 

recommendation is not due to " randomness ". Looking at the literature, it has been stated that 

consumers "prefer a medium rather than a low level of complexity" (Ramon, Vermeire, 

Martens, et al., 2021, p. 10). This could explain why the user-based visual explanation, which 

is quite simple, has been very negatively evaluated in a global way.  
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5 Chapter 5: Conclusion 

Artificial intelligences allow to generate highly personalised product recommendations, 

which is especially useful for the current direct marketing trends. However, these 

recommendations are generated by models acting as black boxes and requiring the collection 

of a vast amount of personal data. To gain insight into the functioning of intelligent systems 

and to meet ethical needs, explainable artificial intelligences (XAI) are emerging.  

A review of the existing literature identified the methods of implementing such a 

solution by detailing what can be explained by an AI and how it can be explained according to 

the audience and its needs. This information led to the development of five hypotheses for 

addressing the research question: “how the explainability of recommendations made by an 

Artificial Intelligence (XAI) influence the users’ acceptance of AI recommendations?”. It was 

assumed that a recommendation that is perceived as trustworthy is more likely to be accepted 

by consumers, and that this trust can be increased by explaining how the recommendation 

system works. Several types of explanation were presented and a classification was suggested 

with two formats (visual or textual) and two styles (content-based or user-based) explanations. 

It was noted that these formats and styles of explanation could have an impact on the items 

used to measure the perceived quality of the explanation. 

To assess these hypotheses, quantitative research was conducted. Four scenarios were 

created, one for each pair of different format and style of explanation. For each of the four 

scenarios evaluated, participants of this survey received a product recommendation with an 

explanation of how this recommendation is generated. They were then asked to answer a series 

of questions, the results were collected and analysed. 

First, the analyses showed that the consumer’s trust in a recommendation and the 

acceptance of that recommendation were strongly correlated. The validation of this hypothesis 
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reinforces the experimental framework of the literature, as the study was conducted in a 

different area (retail sector in Belgium) than those tested in general for XAIs. 

Secondly, the relationship between the trustworthiness of a recommendation and the 

perceived quality of that recommendation was also supported. This implies that XAI, with an 

appropriate explanation, can really be a lever to generate recommendation acceptance. XAI is 

therefore a tool that managers should integrate when they are planning recommendations 

involving artificial intelligence. 

Then, the analysis of the results showed that textual explanations were better 

understood and seen as more detailed than visual explanations. The motivations of this thesis, 

from a managerial point of view, was to provide insights for the development of explainable 

artificial intelligence solutions. The results of this hypothesis allow to advise managers to 

prefer textual explanations when it comes to explaining the functioning of an intelligent 

recommendation system.  

Finally, the last hypotheses also revealed that consumers are more satisfied with 

content-oriented explanations and see them as more accurate than explanations involving the 

behaviour of similar consumers. Managers should then provide explanations based on the 

content of the recommendation rather than explanations based on implicit or explicit feedback 

from similar consumers. This type of explanation, found on many shopping websites in the 

form of "consumers rated this product X stars" or "consumers who bought this item also bought 

that one", should be replaced by explanations that describe how the product's features match 

the user's needs and thus justify the recommendation.  

5.1 Contributions 

From a theoretical research point of view, this thesis had the ambition to answer the 

need for explainable artificial intelligence evaluations by end-users, as the literature was mainly 

built on assessments made by experts and in recurrent domains (medicine, self-driving cars, 
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recruitment tools, ...). This thesis therefore provides an experiment in a new domain, 

explanations of product recommendations to consumers.  In addition, this thesis simultaneously 

investigates the implication of the trust generated by explanations on recommendation 

acceptance and the impact of explanation style and format on the perceived quality of the 

explanation, this new approach also contributes to XAI research. 

From a managerial perspective, this thesis contributes to a better understanding of what 

explainable artificial intelligence is and how it can be implemented in a concrete case. The 

research part allows managers to understand the challenge of developing explanations in line 

with consumer expectations. Furthermore, the analysis of the results shows that XAI can 

improve trust and acceptance of recommendations. This thesis is therefore evidence that such 

explanations should be part of the managers' strategy when developing product 

recommendations that use artificial intelligence. 

5.2 Limitations and future research 

Although great care has been put into the methodology, this research is not without its 

limitations. 

Firstly, the study conducted for this thesis was published on a panel data collection 

website, four different studies were conducted rather than a long one which would have resulted 

in dropouts. However, it is possible that the same person may have responded to more than one 

questionnaire. Therefore, the use of independent sample tests may be questioned. In addition, 

the order in which participants completed the surveys may have had an impact on their 

perception of the explanations. 

Secondly, as seen in the literature, explanations must be adapted to the needs of the 

person receiving them. The results showed that the explanations were not at an equivalent level 

of detail and a complexity variable should have been included in the model. It would therefore 
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be interesting to reconduct this type of research but with a preliminary phase to determine the 

requirements of the recommendations and the expected level of complexity. 

Thirdly, Holliday et al. (2016) identified that explanations increase users' trust in 

intelligent systems for a while and then the trust level returns to its initial level (without 

explanations, trust only decreases). This study was conducted on a one-time basis, but it would 

be interesting to investigate longitudinally how trust and acceptance of recommendations with 

explanations change over time. 

Finally, this research cannot be seen as sufficient to develop explainable artificial 

intelligence from a managerial point of view. These are the first steps, but other issues need to 

be addressed. For example, the feasibility of such explanations and the way to integrate them 

into a website must be considered: the explanation can be visible for each recommendation, 

but it could also be accessible only on "demand". Furthermore, this study focuses on the 

acceptance of recommendations, but if we look at the acceptance models of technologies, we 

can see that other concepts are involved, such as consumer behaviour (Sohn & Kwon, 2020). 

Whether these explanations lead consumers to buy the recommended products is an interesting 

approach for future research. 
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Figure 1: Visual content-oriented explanation scenario 

 
Figure 2: Textual content-oriented explanation scenario 
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Figure 3: Visual user-oriented explanation scenario 

 
Figure 4: Textual user-oriented explanation scenario 
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Appendix C - Descriptive statistics of socio-demographic data 

 
Figure 1: Pie chart of the percentage of men and women in the overall sample 

 
Figure 2: Bar chart of the distribution (in %) of age groups of the overall sample 
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Figure 3: Bar chart of the distribution (in %) of age groups of the samples by scenario 

 
Figure 4: Bar chart of the distribution (in %) of education level of the overall sample 
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Figure 5: Bar chart of the distribution (in %) of education level of the samples by scenario 

 
 

 

Figure 6: Pie chart of the distribution of employment status of the overall sample 
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Appendix D – Factor analysis: Explanation perceived quality 

 

 

 

  



      76 
 

Appendix E - Factor analysis: Recommendation perceived trust 
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Appendix F – Factor analysis: Recommendation acceptance  
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Appendix G – Simple linear regression H1  

 
Figure 1: Recommendation acceptance vs. Recommendation perceived trust 

 
Figure 2: Regression standardized residuals vs. Regression standardized predicted value 

 

Figure 3: Durbin-Watson test 
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Figure 4: Gaussian plot of residuals  

 

Figure 5 : Simple regression – Analysis of variance Table 
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Appendix H – Simple linear regression H2 

 
Figure 1: Recommendation perceived trust vs. Explanation perceived quality 

 

Figure 2: Regression standardized residuals vs. Regression standardized predicted value 

 

Figure 3: Durbin-Watson test 
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Figure 4: Gaussian plot of residuals 

 

Figure 5 : Simple regression – Analysis of variance Table 
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Appendix I – Levene’s Tests 
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Appendix J – Explanation Satisfaction: Variance  
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Appendix K – Recommendation Accuracy: Frequencies 

 

 


