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Abstract 

 

It is expected that in the next decade a large number of flood inundation studies will be 

required in order to fulfil the European Flood Directive and similar statutory requirements 

introduced as a response to increased climate variability and rapid urbanisation.  These 

exercises will require many simulations to be produced in a timely manner. 

One way to approach this issue is to use simplified models.  In some cases this 

involves very coarse grids for a 2D model or a 1D model with representation of the urban 

floodplain through a network of large storage basins (Vasquez-Lara 2008).  In another 

approach Bates and de Roo (Bates and de Roo 2000) proposed the LISFLOOD-FP model 

which uses a simplification of the governing 2D shallow water equations.  In a test case in 

the City of Glasgow the latter approach was found to not work as well or as fast as solutions 

based on the 2D Shallow Water Equations (Hunter et al. 2008).  This has prompted the 

authors to investigate further the use of 2D Shallow Water equation models in urban areas.  

In this paper an approach that does not simplify the equations or mesh is adopted.  Instead 

use is made of a parallel computing environment to solve the equations more efficiently in 

order to address the significant computational demand, particularly when resolving buildings. 

The concept of parallelising an algorithm is relatively simple: the domain is divided 

into sub-domains which are allocated to different processors in the system.  However, there 

are a number of details that require careful attention (Hervouet 2000; Castro et al. 2006; Pau 

and Sanders 2006).  The code used here for parallelisation implements a robust scheme based 

on the finite volume discretisation of depth-averaged equations in two dimensions using the 

Roe approximate Riemann solver and improves it to allow faster calculations.  The domain 

of interest is split into different blocks or domains.  These are integrated explicitly in time 

which allows for easy over-laying between neighbours.  Equations in each block are solved 

by one assigned processor within a computer cluster.  The numerical engine uses the MPI 

libraries for parallelisation and works both on dedicated HPC grids and more affordable 

multi-core processor PCs. 

Test cases in Glasgow and Carlisle in the UK are presented. 

 

 

1. MODEL EQUATIONS AND SOLUTION ALGORITHM 

 

The present study considers flooding in urban areas and models this with the 

hydrodynamic equations of mass and momentum conservation over a given topography and 

therefore using the well-known shallow water approximation.  Given below are the one-

dimensional and two-dimensional versions: 

 

1D mass conservation 
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1D momentum conservation 
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where A is the wetted area, Q the discharge, I1 and I2, hydrostatic pressure terms, So 

the slope and Sf  the friction slope where the Manning formulation is used.  The term ql 

represents lateral outflow of volume per unit length (m
2
 s

-1
).  The hydrostatic pressure terms 

are given by 
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Where h is the water depth and σ is the channel width at a distance η above the bed. 

2D mass conservation: 

lQ
y

hv

x

hu

t

h
=

∂
∂

+
∂

∂
+

∂
∂

 (5) 

2D momentum conservation:  
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Where h is water depth, u the x component of velocity, v the y component of velocity, 

and Ql transfer of mass to a 2D cell, (discharge per unit area, m s
-1

). 

 

In the cases under consideration here, it is necessary to track transient features 

generated by irregular topography.  This requires an explicit shock-capturing scheme such as 

that based on the approximate Riemann solver of Roe.  Such methods have been reported by 

many authors and have been reviewed by Toro and García-Navarro (Toro and García-Navarro 

2007).  This approach has been adopted here.  The scheme implemented solves the explicit 

equations using a finite volume technique for Cartesian grids that is first order in time and 

space which allows an easy parallelisation in 2D as explained below. 

 

Both 1D and 2D versions of the TRENT (Total Riemann Explicit NoTtingham) code 

have been developed along with a combined 1D/2D model (Villanueva and Wright 2006).  

This has been validated in different scenarios and scales: for a rural case with a 2D grid of 

18m calibrated against ASAR images (Villanueva and Wright 2006); for a urban scenario 

with a 2D grid of 2m calibrated against other hydrodynamic and simplified schemes (Hunter 

et al. 2008) and for a massive inundation caused by a quaternary ice dam collapse involving a 



2D grid of 50m and extreme peaks of 10 million cubic meters per second, calibrated with 

sediment bars (Carling et al. 2008). 

 

2. ARCHITECTURE OF THE MODEL 

 

Implementing a fluid dynamics solver in parallel can be done by parallelising the 

matrix operations or it may be done by breaking the domain into sub-domains.  In this work 

the latter is adopted as it is readily done in a 2D domain.  The domain is divided into sub-

domains which are allocated to different processors in the system. However, there are a 

number of details that require careful attention, see the work of (Hervouet, 2000) for the finite 

element method formulation of the shallow water equations, and the works (Pau and Sanders, 

2006) and (Castro et al. 2006) for explicit shock-capturing finite volume schemes based on 

the approximate Riemann solver of Roe.  It should be noted that these three were tested in 

non-urban cases. 

 

2.1 Regular domain division 

 

The initial domain is divided into regular, adjacent sub-domains.  These clearly have 

interdependent solutions and thus communication between the sub-domains is necessary.  

This is implemented through the use of halo cells: each sub-domain has cells around its edges 

that duplicate cells in the adjacent sub-domains.  At every timestep values in these cells are 

communicated to the processors working on the adjacent sub-domains so that they can use the 

data in their calculations.  This process must be carefully implemented as bottlenecks in 

communication can affect parallel efficiency significantly.  

 

With a regular Cartesian domain decomposition halo cells are readily set up and 

standard MPI (Message Passage Interface) libraries are available (e.g MPICH2 at 

http://www.mcs.anl.gov/research/projects/mpich2) which provide dedicated communication 

subroutines and synchronisation calls (MacDonald et al. 2005). 

 

 

2.3 HPC versus specialised desktops 

 

High Performance Computing installations are expensive to maintain and require 

dedicated system administration that is not affordable for small research groups or 

consultancy groups.  On the other hand the GNU gcc C compiler (http://gcc.gnu.org) and 

MPICH2 libraries are easy to implement on GNU Linux SMP (symmetrical multi-processor) 

platforms which nowadays allow for several processors in a single, cheap box.  In the 

authors’ experience using more affordable desktop machines based on dual-core processors is 

advantageous.  Both hardware approaches are demonstrated here and comparisons made later 

in the paper. 

 

 

2.4 Time step and advanced multi-block domain division 

 

The main restriction of the explicit time discretisation is the limit on the time step Δt 

governed by the Courant-Friedrichs-Lewy criteria for a grid resolution of Δx: 
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Where c is the local celerity at every wet cell defined as: ghc =  (9) 

 

 

2.5 General Performance of the model 

 

Here we define the parallel efficiency by the equation: 
3
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Where T is the time taken, N is the number of processors used and Δx is the grid size 

for each of two model runs denoted by 1 and 2 – 2 is taken to be the finer resolution.  The 

ratio Δx1/ Δx2 is raised to the power of three to account for the different number of cells and 

the time step which is proportional to  Δx (Equation 8).  Optimal efficiency gives a value of 

1, but a value less than this is usually found due to messaging overheads and algorithmic 

factors. 

 

The sub-domains must be carefully defined in order to ensure a balance of the 

computation model across processors (the load-balancing problem).  With a flood inundation 

code this is just as straightforward as ensuring the same number of cells for each sub-domain 

as a predominantly dry sub-domain will require much less computation than for a completely 

wet sub-domain even if they have the same number of cells. Efficiency therefore decreases as 

the number of processors increases due to the effect of a higher number of dry processors 

which are difficult to synchronise with the rest of wet neighbour processors. Tables of 

efficiency are shown later. 

 

 

3. PRACTICAL PROBLEMS 

 

One practical advantage of the algorithm described here is that it allows the use of the 

very fine grids necessary for the complete 2D modelling of floodplains and channels.  This 

means that models can be constructed without topological 1D channels or branches as long as 

the bathymetry data is accurate enough to resolve embankments and main channels.  

However, in other research in the particular case of Carlisle (described later), initial tests by 

the authors (Neal et al. 2008) using multi-block grids of 1-5 m resolution indicates that use of 

a hybrid 1D-2D model is still required. Further practical problems related to hybrid-modelling 

or coupling 1D-2D models with topography and resolution scale are cited in other work 

(Villanueva 2007; Vojinovic and Tutulic 2008; Wright et al. 2008). 

 

 

4. CALIBRATION WITH OTHER NUMERICAL MODELS 

 

The first scenario for validation is an area of the City of Glasgow which has flooded in 

the recent past.  The modelled domain is 1.0km by 0.4km, with dense urban development on 

either side of two main streets and a network of minor roads.  A 1m resolution airborne laser 



altimetry (LiDAR) data was fused with Ordnance Survey (OS) Mastermap® digital map data 

which gave building locations, the road network and land use.  Figure 1 shows the road and 

building layout at this study site. 

 

 
 

Figure 1: Urban scenario in Glasgow, DTM shown as a grey scale overlain by water 

depths (h) from a typical model simulation as in Hunter et al., 2008. 

 

Flooding at this site is caused by a stream in the northeast corner of the domain which 

can exceed the capacity of a culvert in this location.  This stream is prone to flash floods.  

The test case is described more fully elsewhere (Hunter et al. 2008), and in that paper the 

authors observe that the domain complexity and the high velocity, low depth flow on steep 

slopes and depression ponding is typical of many urban flooding situations. 

 

The flow event simulated in this analysis is based on a real flood which occurred at 

this site on the 30th July 2002.  The flood event lasts less than 60 minutes, but the simulation 

was continued for 120 minutes to allow water to come to rest and pond in depressions. 

Different models with particular assumptions are compared showing a complete battery of 

graphs (Hunter et al. 2008).  The proposed model TRENT was in good agreement, 

particularly considering the computational cost using a single processor, which is usually 

considered the main restriction while using explicit shock-capturing schemes. 

 

An interesting validation more related to the interest of this paper was the comparison 

of the results using 2 different DTM resolutions: a 2 2m m×  single processor and a 

0.25 0.25m m×  multi-processor one.  The computational cost time of the latter is 

theoretically 512 times the cost of the former, which is reduced using the regular domain 

division with multi-processors, but with a decreasing efficiency as the number of processors 

increases as can be seen in Table 1.  Figure 2 shows a comparison of water elevations at the 

gauge number 3. 

 

From Figure 2, it can be seen that there are slight differences in arrival times and peak 

values (less than 5 cm) due to the differences of slopes and fine details like kerbs and other 

overtopping heights that each DTM considers particularly. 

 



 
 

 

Figure 2: Computed water stage elevation against time using TRENT, for two 

different resolutions at gauge number 3, red colour is for the 2m resolution and green 

colour for the 0.25m. 

 

Table 1: Glasgow computational costs for a 2-hour long hydrograph, tested with a 2 m 

resolution grid against 6, 12, 18 processors at 0.25m resolution grids, the efficiency 

decreases with the number of processors. All the processors were at 2.2 GHz speed in 

a dedicated cluster. 

 

Grid size Processors Computational cost 

(HPC) 

Efficiency against 1 

processor 

2m (98 K cells) 1 1 h 37 m  

6 198 h 51 m 0.69 

12 141 h 9m 0.49 

 

0.25m (6.3 M cells) 

18 112 h 42 m 0.41 

 

 

5. CALIBRATION WITH REAL DATA: CARLISLE 

 

The city of Carlisle in the Northwest of England was flooded in an extreme event in 

January 2005.  The extent of the domain is shown in Figure 3. This encompasses a number of 

different land use types: both urban and rural.  Additionally there are three separate 

tributaries with the Rivers Peterill (bottom right) and Caldew (bottom left) flowing into the 

River Eden (top one, flowing from right to left). 

 

A detailed description of the scenario and calibration data has been first exposed in 

Neal et al., 2008. As a brief summary an airborne laser altimetry (LiDAR) survey undertaken 

by the Environment Agency of England and Wales (EA) in March 2002, and updated along 

the River Caldew in November 2005, was used to provide a 1m resolution digital surface 

model (DSM) of the study site. For the model simulations run here the DEM was re-sampled 

to 10m and 5m resolution raster grids. The differential GPS survey conducted soon after the 
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flooding event by the University of Bristol is very extensive both in terms of the number of 

data points and spatial coverage for an urban inundation event of this magnitude, which 

provides many validation points and tools.  

 

 

 

  
 

Figure 3: Carlisle DTM in grey with the maximum flooding extent outline (yellow) 

and available 1D cross sections for the main River Eden (blue points), monitoring 

gauges are displayed in red. The total area covered is approximately 5×3 km. 

 

The most accurate and feasible computed maximum flooding extent with TRENT 2D 

is displayed in Figure 4, for a 10 10m m×  grid size and uniform Manning coefficient of 0.015. 

There is a clear over estimation in the Caldew tributary (bottom left) which it is believed 

would be improved if a one-dimensional model with a proper bathymetry were coupled to the 

flood plain, as finer 2D results obtained with the original 1m grid did not reduce the flooding 

extent to the observed outline. 



  
  

Figure 4: Maximum flooding extent map calculated by TRENT for the 4 processors 

simulation at 10 10m m×  grid (blue) against observed outline (yellow).  

 

Table 2: Computation times for the Carlisle test case at 5m resolution. 

 

Grid size Number of cells Number of processors 

and speed 

CPU time Efficiency 

10m 24,000 4, 3.2GHz (desktop) 38h 46m 1 

6, 3.2 GHz (desktop) 493h 21m 0.38 5m 960,000 

24, 2.2 GHz (HPC) 181h 55m 0.37 

 

 

As many water marks are available for calibration, histograms of errors between 

measurements and simulations can be plotted, see Figure 5 which shows a standard over-

estimation (a more detailed analysis is offered in Neal et al. (Neal et al. 2008)). It is expected 

that the fit would be improved by coupling 1D channels and 2D flood plains by careful 

linking through embankment lines. 

 

The duration of the computation for Figures 4 and 5 was 38 hours and 46 minutes with 

4 processors at 3.2 GHz.  The resulting efficiencies for simulations at finer resolution are 

given in Table 2 and are slightly lower than those found in the Glasgow test case.  These are 

lower than might be desired due to the extensive wetting and drying in the system.  It is 

interesting to note that the HPC offers to significant efficiency gain over the desktop system. 

 



 
Figure 5: Histogram of errors (vertical axis) between simulations and 

measurements at 10 10m m×  for TRENT in f (horizontal axis). 

 

 

6. CONCLUSIONS 

 

A parallel version of a shallow water equation code based on the Godunov method has 

been implemented and successfully tested.  Good efficiency has been obtained inspite of the 

challenges for load-balancing presented by the wetting and drying phenomenon.  It has also 

been seen that using a standard PC with dual-core processors can deliver efficient results even 

in comparison to more powerful cluster-based machines. 

 

Further work will focus on more detailed validation and comparison with other 

methods and tools for describing practical rules for selection of feasible mesh sizes and 

coupling of models, depending on the available number of processors, expected accuracy for 

prediction in urban areas and uncertainty associated to validation data or DTM data 

processing.  Additional work with sub-domains of different resolution and possibly local 

timestepping (Crossley and Wright 2005) is underway. 
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