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Abstract

Precipitation extremes can trigger natural hazards with large impacts. The accurate quantifi-

cation of the probability and the prediction of the occurrence of heavy precipitation events is

crucial for the mitigation of precipitation-related hazards. This PhD thesis provides methods for

the assessment of precipitation extremes. The methods are applied to different gridded datasets.

The framework of extreme value theory, and more precisely the extended generalized Pareto

distribution (EGPD), is used to quantify precipitation distributions.

Chapter 2 compares ERA-5 precipitation dataset with observation-based datasets and identi-

fies the regions of low or high agreement of ERA-5 precipitation with observations. ERA-5 is

a reanalysis dataset, i.e. a reconstruction of the past weather obtained by combining past ob-

servations with weather forecast models. The strengths of reanalysis precipitation fields are the

regular spatio-temporal coverage and the consistence with the data on the atmosperic circulation

from the reanalysis. However, precipitation in ERA-5 stem from short-term forecasts and the

precipitation data calculation does not include observed precipitation. Therefore a comparison

with observational datasets is needed to assess the quality of the precipitation data. We compare

ERA-5 precipitation with two observation-based gridded datasets: EOBS (station-based) over

Europe and CMORPH (satellite-based) globally. Both intensity and occurrence of precipitation

extremes are compared.

We measure the co-occurrence of extremes between ERA-5 and the observational datasets with

a hit rate of binary extreme events. We find a decrease in the hit rate with increasing rarity

of events. Over Europe, the hit rate is rather homogeneous except near arid regions where it

has a larger variability. In the global comparison, the midlatitude oceans are the regions with

the largest agreement for the occurrence of extremes between the satellite observations and the

reanalysis dataset. The areas with the largest disagreement are the tropics, especially over Africa.

We compare the precipitation intensity extremes between ERA-5 and the observational datasets

using confidence intervals on the estimation of extreme quantiles and a test based on the Kullback-

Leibler divergence. Both the confidence intervals and the Kullback-Leibler divergence calculations

are based on the fitting of the precipitation distribution with the EGPD. The quantile comparison

indicates an overlap of the confidence intervals on extreme quantiles (with a probability of non-

exceedance of 0.9) for about 85% of the grid points over Europe and 72% globally. The regions

with non-overlapping confidence intervals between ERA-5 and EOBS correspond to regions where

the observation coverage is sparse and therefore where EOBS is more uncertain. The two datasets

have a good agreement over countries with dense observational coverage. ERA-5 and CMORPH

precipitation intensities agree well over the midlatitudes. The tropics are a region of disagreement:

ERA-5 underestimates quantiles for heavy precipitation compared to CMORPH.

In Chapter 3, we provide return levels of heavy precipitation events with regional fittings of the

EGPD. The goal of this chapter is to develop a regional fitting method being a good trade-off

between a robust estimation of the distribution and parsimony of the model, with a focus on

precipitation extremes. We apply the method to ERA-5 precipitation data over Europe. This

area of the dataset contains more than 20,000 grid points. A local fit of EGPD distributions for
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all grid points in Europe would therefore imply estimating a large number of parameters. To

reduce the number of estimated parameters, we identify homogeneous regions in terms of extreme

precipitation behaviors. Locations with a similar distribution of extremes (up to a normalizing

factor) are first clustered with a partitioning-around-medoid (PAM) procedure. The distance used

in the clustering procedure is based on a scale-invariant ratio of probability-weighted moments

focusing on the upper tail of the distribution. We then fit an EGPD with a constraint: only one

parameter (out of three) is allowed to vary within a homogeneous region.

The outputs of Chapter 3 are 1) a step-by-step blueprint that leverages a recently developed and

fast clustering algorithm to infer return level estimates over large spatial domains and 2) maps

of return levels over Europe for different return periods and seasons. The relatively parsimonious

model with only one spatially varying parameter can compete well against statistical models of

higher complexity.

The last part of this thesis (Chapter 4) evaluates the prediction skill of operational forecasts on a

subseasonal (S2S) time scale. Good forecasts of extreme precipitation are crucial for warnings and

subsequent mitigation of natural hazards impacts. The skill of extreme precipitation forecasts is

assessed over Europe in the S2S forecast model produced by the European Centre for Medium-

Range Weather Forecasts. ERA-5 precipitation is used as a reference.

Extreme events are defined as daily precipitation exceeding the 95th seasonal percentile. The

precipitation data is transformed into a binary dataset (threshold exceedance vs. no threshold

exceedance). The percentiles are calculated independently for the forecast and the reference

dataset: the direct comparison of dataset-specific quantiles removes potential biases in the data.

The Brier score is computed as a reference metric to quantify the skill of the forecast model.

In addition to the Brier score, a binary loss function is used to focus the verification on the

occurrence of the extreme, discarding the days when the daily precipitation is not extreme, in

both the forecast and the verification datasets. A daily and local verification of extremes is

conducted; the analysis is extended further by aggregating the data in space and time. Results

consistently show higher skill in winter compared to summer. Portugal, Norway and the South of

the Alps are the regions with the highest skill in general. The Mediterranean region also presents

a relatively good skill in winter. The spatial and temporal aggregation increases the skill.

Each part of this thesis provides methods to model and evaluate precipitation extremes. The

outcome of Chapter 2 is an evaluation of ERA-5 precipitation. Europe is found to be a region of

good performance in this dataset. ERA-5 is therefore used to apply the regionalized estimation

of return levels developed in Chapter 3. Furthermore, the reanalysis dataset is used as a reference

for the estimation of the S2S forecast skill for precipitation extremes, in Chapter 4.

The appendix contains the additional articles in which I was involved during my PhD project, as

a lead author or as a coauthor.
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CHAPTER

1

INTRODUCTION

1.1 Motivation

1.1.1 What are precipitation extremes?

Precipitation extremes are one of the most impactful natural hazards, triggering for example

floods with various ranges of spatial extents. Intense daily or sub-daily precipitation can result in

flash floods (Alfieri and Thielen, 2015) and can overwhelm sewer capacities in urban areas, such

as the extreme precipitation event that resulted in an urban flood in Lausanne (Switzerland) in

June 2018. On a temporal scale of days to weeks, large amounts of precipitation can result in

regional scale floods. One recent example in Europe is the flood of the River Ahr in the Rhineland-

Palatinate region in July 2021 (Ibebuchi, 2022; Munich Re, 2022). Heavy precipitation can also

trigger landslides (see Dikshit et al., 2020; Bevacqua et al., 2021, for the Himalayan Region and

Italy, respectively). Compound events of precipitation extremes together with other hazards

represent an additional risk, e.g. compound wildfires and intense rainfall increase the risk of

debris flows mudslides and flash floods in a region (Touma et al., 2022). Natural hazards caused

by precipitation extremes have large repercussions for our society, with casualties (Bocheva and

Pophristov, 2019; Zhang et al., 2021b; Munich Re, 2022), damage to infrastructure (Munich

Re, 2022), impact on the economy (Kotz et al., 2022) and on crops (Mahmood et al., 2012;

Rosenzweig et al., 2002). A good knowledge of natural hazards is a key step in the process of risk

assessment (see Box 1). Understanding the formation, quantifying the probability and predicting

the occurrence of extreme precipitation is therefore of crucial importance.

Climate change fostered by anthropogenic emissions brings further uncertainty to the estimation

of precipitation. Even if the Clausius Clapeyron law provides information about water content

in the air (approximately 7% per ◦C, Martinkova and Kysely, 2020), projecting changes in heavy

1
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precipitation is not straightforward (Kim et al., 2020). Many regions experience an increase in

drought frequency and intensity, linked to global warming exists for many regions. However,

uncertainty exists in the modification of precipitation occurrence (Cook et al., 2018; Dai et al.,

2018). The change in precipitation intensity depends on the location, the season and the intensity

itself (Kim et al., 2020; Donat et al., 2014; Liang and Zhang, 2021). Precipitation extremes have a

significant signal of intensification (Min et al., 2011; Westra et al., 2013; Gillett et al., 2022). The

development of methods for the assessment of precipitation datasets, with a focus on precipitation

extremes, is therefore essential.

Disaster
Risk

Weather and
climate
events

Vulnerability

Exposure

This schematic illustrates the concept of dis-

aster risk as defined by the Intergovernmen-

tal Panel on Climate Change (IPCC, 2012).

The risk is defined as the likelihood of se-

vere alterations in the normal functioning of a

society, due to hazardous physical events in-

teracting with vulnerability and exposure of

the given society. The risk can be measured

with the quantification of climate and weather

extremes, vulnerability and exposure. This

PhD dissertation focuses on the analysis of

one type of extreme weather event, the pre-

cipitation extremes (blue pin).

Box 1: Contextualisation of the analysis of precipitation extremes in the framework of dis-

aster risk, as defined in the report of the IPCC (2012).

It is even more critical to put effort into the analysis of precipitation extremes, because precip-

itation is a complex variable. Unlike other common atmospheric variables, like temperature or

pressure, characterized by only one continuous process, precipitation requires to be described by

two characteristics: 1. “Is it raining or not?” which is a binary process, 2. “if it is raining, what

is the intensity of precipitation?” which is a continuous process. The objects of study of this

thesis are both the occurrence and the intensity of precipitation extremes.

1.1.2 Rare events and extreme value theory

Since precipitation is characterized by its intensity and its occurrence, this PhD thesis investigates

two approaches for extreme precipitation analysis. The emphasis is on methods to quantify the

precipitation intensity and on methods to quantify the occurrence of precipitation events.

The probability density function is a tool that summarizes the information on precipitation inten-

sity: it associates a probability to every possible amount of positive precipitation (per rainy day,

in our case). For an analysis focused on heavy precipitation, the extreme value theory (EVT) is

a suitable framework to fit the precipitation distribution, i.e. to determine a functional notation
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of the probability density function. With the EVT methodology, distribution of extremes for

intensity ranges even beyond observation can be estimated. The two classical EVT methods

are the generalized extreme value (modelling block maxima, Jenkinson, 1955) and the general-

ized Pareto distribution (modelling exceedances over thresholds, Pickands III et al., 1975). The

extended generalized Pareto distribution (EGPD, Tencaliec et al., 2020) is an extension of the

generalized Pareto distribution to the whole distribution of precipitation intensity. The EGPD

is very flexible and avoids the problem of the threshold selection; we therefore use this approach

in this thesis to estimate the distribution of precipitation intensity. Figure 1.1 is an example

of a precipitation distribution fitting: the whole range of positive precipitation for a given sea-

son can be modeled and summarized by the EGPD. This distribution modelling is the basis for

the global assessment of ERA-5 precipitation (see Chapter 2) and the identification of coherent

regions over Europe to estimate high return levels (see Chapter 3). Previous studies identified

coherent regions in terms of extremes and performing regional fitting (e.g. Forestieri et al., 2018;

Evin et al., 2016; Darwish et al., 2021), but these studies are conducted at a spatial scale much

smaller than a continent. In Chapter 3, we perform a spatial clustering and a regional fitting of

the EGPD for precipitation over the entire European continent.

© 2022 IGN, planet observer
scale 1:12 834 029

Figure 1.1: Distribution of positive precipitation in Fall (September-October-November between

1979 and 2021, daily precipitation > 1mm/day). The histogram represents the empirical distri-

bution and the line represent the EGPD fit. Data: ERA-5, at the grid point containing Maringes

(France).

To characterize the binary occurrence of precipitation events, and more specifically extreme

precipitation events, two metrics are used: the hit rate and the binary loss function. The former

measures the event coincidences between ERA-5 and observation-based datasets, for moderate
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Name
(type)

Provided by Spatial resolution Temporal coverage More details in

ERA-5
(reanalysis)

ECMWF
0.25◦×0.25◦
0.5◦×0.5◦

global and Europe

1979–2018,
2001–2020

Chapters 2, 3 and 4
Hersbach et al. (2019)

EOBS
(station observations)

ECA&D
0.25◦×0.25◦
Europe lands

1979–2018
Chapter 2,

Haylock et al. (2008)

CMORPH
(satellite data)

NCAR
0.25◦×0.25◦

global
2003–2016

Chapter 2,
Joyce et al. (2004)

ECMWF S2S data
(hindcast)

ECMWF
0.5◦×0.5◦
Europe

2001–2020
Chapter 4,

Vitart (2020)

Table 1.1: Brief description of the gridded precipitation datasets used in this thesis. The dif-

ferent spatial resolutions and temporal coverage for ERA-5 depend on the dataset with which we

compare ERA-5, e.g. a 0.5◦×0.5◦ grid resolution to fit with the hindcast resolution (see more

details in the corresponding chapters).

and extreme events (Chapter 2); the latter evaluates the ability of the subseasonal-to-seasonal

forecast to capture extremes, penalizing false alarms and missed events (Chapter 4). Both metrics

are extended with spatial and temporal flexibility.

1.1.3 Gridded precipitation datasets

Precipitation refers to any kind of liquid or solid particles of water originating in the atmosphere

and falling to the earth’s surface (AMS, 2003). The main forms of precipitation include rain,

snow, ice pellets and hail (ECMWF, 2018b). For analysis purposes, precipitation can be measured

(with e.g. raingage, radar, satellite data, NASA and WorldBankGroup, 2022) or modelled (e.g.

reanalysis data, climate models, ECMWF, 2022; NASA, 2022)

In this thesis, we use gridded precipitation datasets, i.e. geo-spatial datasets summarizing the

precipitation occurring in squares of fixed size (fixed longitude width and latitude height). The

advantage of such datasets is the regular spatial resolution, facilitating statistical analysis. Table

1.1 summarizes the datasets used in the different chapters.

For the statistical analysis of present-day precipitation (here second half of the XXth century to

present), one can choose among different types of gridded datasets, with different characteristics.

As stated above, the precipitation data can be observation-based or model-based. Both types of

datasets have their uncertainties (Tapiador et al., 2012; Sun et al., 2018). These uncertainties

can stem from the spatial aggregation to a grid or from measurement errors (Herrera et al., 2019;

Yu et al., 2009) or from the model itself for model data (Sun et al., 2018). Reanalysis is a type

of model dataset combining past observations with current numerical weather models. Physical

and dynamical processes are computed to provide a consistent picture of the past weather, with

a regular spatio-temporal coverage (ECMWF, 2022). In this thesis, when analysing past precipi-

tation, we use ERA-5, the latest reanalysis dataset from the European Centre for Medium-Range

Weather Forecasts (ECMWF, Hersbach et al., 2019). Previous studies focused on the verifica-
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tion of ERA-5 precipitation, however these analyses are limited to a country or restricted region

(Hénin et al., 2018; Wang et al., 2018; Mahto and Mishra, 2019; Tarek et al., 2020; Amjad et al.,

2020; Jiang et al., 2021). To our knowledge, precipitation extremes have not been verified in

ERA-5 on a European or global scale. Chapter 2 provides a European and global comparison of

ERA-5 moderate and extreme precipitation with observational datasets.

Numerical weather forecasts predicting future precipitation are key for mitigation and adaptation

to extreme events. One can assess the quality of forecast data only once the event actually

happened, i.e. when the future is not the future anymore, but present or past. Hindcast data

consist of forecast models run on past data. Hindcasts are necessary to verify forecast models

over long time periods, against a past reference for “observation” (observation-based or reanalysis

data, for a consistent and regular picture of the past). Because a forecast is constrained only

by initial conditions, after several days, a simple deterministic forecast has limited skill. Indeed,

initial condition errors can grow uncontrollably (WCS, 2021). An ensemble forecast consists

of several forecast runs, so-called members: one member with the exact initial conditions, and

several other members, with slightly perturbed initial conditions (Wilks, 2011). The ensemble

members provide an estimation of the uncertainty of the forecast. The subseasonal-to-seasonal

(S2S) forecasting timescale refers to forecasting timescales from two weeks to a season. S2S

prediction aim to fill the gap between weather forecasts and monthly or seasonal outlooks (see

figure 1.2 and White et al., 2017), with a large range of applications (White et al., 2021, and see

the introduction to Chapter 4 for more details). Among the existing S2S precipitation hindcasts,

the one provided by ECMWF (Vitart, 2020) is one of the most skilful (de Andrade et al., 2019).

Existing studies on S2S extreme precipitation forecast are mainly focused on North America

(Zhang et al., 2021a; DeFlorio et al., 2019), Africa (Olaniyan et al., 2018) and Asia (Yan et al.,

2021; Li et al., 2019). Little is known about the performance of S2S models to predict heavy

precipitation over Europe. In Chapter 4, we provide a skill assessment of ECMWF S2S forecast

for precipitation extremes.
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Figure 1.2: S2S prediction aim to fill the gap between weather forecasts and monthly or seasonal

outlooks (inspired from White et al. (2017)).

1.2 Aims and outline of this thesis

The goal of this doctoral project is to provide a verification of precipitation extremes in the

ERA-5 reanalysis precipitation dataset and in the ECMWF S2S precipitation hindcast dataset.

This evaluation includes spatio-temporal considerations, with a regional estimation of ERA-5

extremes precipitation intensity and an assessment of temporally clustered extremes in the S2S

hindcast.

To evaluate precipitation extremes, we fit distributions, using extreme value theory locally and

regionally and we quantify the co-occurrence of events, with temporal and spatial flexibility. Ad-

ditionally, we estimate the uncertainty and significance of results with bootstraps and statistical

tests.

The developed methods provide a framework for the evaluation of precipitation and a quantifi-

cation of the performance of ERA-5 and ECMWF S2S forecasts, two widely used datasets. This

quantification includes the estimation of return levels, uncertainty, biases and ability to capture

extreme events.

This thesis is structured in three main parts (Chapters 2 to 4), followed by a conclusion and

appendices:

� In Chapter 2, we compare the reanalysis precipitation dataset ERA-5 with two observation-

based datasets (Rivoire et al., 2021b). The comparison against the satellite dataset CMORPH
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is global, and the comparison against the station-based dataset EOBS is conducted over the

European continent. This chapter answers the research question: What is the performance

of ERA-5 in modelling moderate and heavy precipitation compared to observation-based

datasets? The novelty of this analysis is the global assessment of ERA-5 and the application

of the EGPD fit to a European and a global level.

� Chapter 3 contains an estimation of high return levels of daily ERA-5 precipitation in Eu-

rope, using regionalized extreme value distributions. The goal is to answer the question:

How can we characterize regionally extreme precipitation in Europe? We first define homo-

geneous regions in ERA-5 European precipitation, gathering grid points consistent in terms

of extreme intensity behavior. Then we use this spatial clustering as a basis for a regional

fitting of the EGPD. The spatial clustering of ERA-5 according to the extreme behavior

and the estimation of high return levels with a regionalized EGPD fitting are the novelty

brought by this chapter.

� We assess precipitation extremes in S2S forecast data in Chapter 4. ECMWF hindcast

extreme events are verified against ERA-5 data. This chapter answers the question: What

is the skill of the ECMWF S2S forecast in capturing precipitation extremes over Europe?

We define extreme events as exceedances over thresholds, providing debiased binary data.

The novelties of this analysis are a) the application of the binary loss function, in addition

to the classic Brier score, with a temporal and spatial accumulation consideration and b)

the evaluation of the ECMWF S2S forecast over Europe with a focus on extremes.

� Chapter 5 draws the conclusions of this thesis and brings an outlook and some perspective

to this PhD project.

� The appendix collects three additional research articles in which I was involved during

my PhD. Chapter A corresponds to the article “Identifying meteorological drivers of ex-

treme impacts: an application to simulated crop yields” (Vogel et al., 2021), to which I

contributed as a lead author. The abstract of the article “A novel method to identify

sub-seasonal clustering episodes of extreme precipitation events and their contributions to

large accumulation periods” (Kopp et al., 2021) for which I was a co-author is included in

Chapter B. Chapter C contains the abstract of the article “Guidelines for Studying Diverse

Types of Compound Weather and Climate Events” (Bevacqua et al., 2021), to which I

contributed as a co-author.





CHAPTER

2

A COMPARISON OF MODERATE AND

EXTREME ERA-5 DAILY

PRECIPITATION WITH TWO

OBSERVATIONAL DATASETS

This chapter contains an article written together with Philippe Naveau and Olivia Martius.

It was published in 2021 with the title “A comparison of moderate and extreme ERA-5 daily

precipitation with two observational data sets” in the journal Earth and Space Science (Rivoire

et al., 2021b).

9
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Abstract

A comparison of moderate to extreme daily precipitation from the ERA-5 reanalysis by the Euro-

pean Centre for Medium-Range Weather Forecasts (ECMWF) against two observational gridded

datasets, EOBS and CMORPH, is presented. We assess the co-occurrence of precipitation days

and compare the full precipitation distributions. The co-occurrence is quantified by the hit rate.

An extended generalized Pareto distribution is fitted to the positive precipitation distribution at

every grid point and confidence intervals of quantiles compared. The Kullback-Leibler divergence

is used to quantify the distance between the entire extended generalized Pareto distributions ob-

tained from ERA-5 and the observations. For days exceeding the local 90th percentile, the mean

hit rate is 65% between ERA-5 and EOBS (over Europe) and 60% between ERA-5 and CMORPH

(globally). Generally, we find a decrease of the co-occurrence with increasing precipitation in-

tensity. The agreement between ERA-5 and EOBS is weaker over the southern Mediterranean

region and Iceland compared to the rest of Europe. Differences between ERA-5 and CMORPH

are smallest over the oceans. Differences are largest over North-West America, Central Asia

and land areas between 15◦S and 15◦N. The confidence intervals on quantiles are overlapping

between ERA-5 and the observational datasets for more than 80% of the grid points on aver-

age. The intensity comparisons indicate an excellent agreement between ERA-5 and EOBS over

Germany, Ireland, Sweden and Finland, and a disagreement over areas where EOBS uses sparse

input stations. ERA-5 and CMORPH precipitation intensity agree well over the mid-latitudes

and disagree over the tropics.
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2.1 Introduction

Natural hazards related to extreme precipitation (river floods, flash floods, landslides, debris

flows and avalanches) cause casualties, damages to infrastructures and buildings and have direct

and indirect economic impacts (MunichRE, 2018). For infrastructure planning and prevention

measures, information about rare events, e.g., events that occur on average only once in a hundred

years, is important. Such information can be obtained from precipitation data with statistical

tools. Assessing the accuracy in high quantiles depends on spatial domain sizes and temporal

availability. Different types of global precipitation datasets are available (Sun et al., 2018): global

precipitation datasets are based on ground observations, satellite observations, combinations

of ground observations and satellite observations and on short term weather model forecasts

in reanalyses datasets. Reanalyses combine past observations with weather forecast models to

reconstruct past weather. The main advantage of this type of precipitation dataset is its regular

spatial and temporal coverage. Reanalyses ensure consistency of the precipitation data with

the atmospheric conditions, which is important for weather and climate process studies. Here,

we focus on ERA-5 precipitation (C3S, 2017). ERA-5 is the latest reanalysis product from

the European Centre for Medium-Range Weather Forecasts (ECMWF). ERA-5 precipitation is

computed in short-term forecast started from reanalysis initial conditions (Hennermann, 2020).

The ERA-5 precipitation production process does not include precipitation observation inputs.

Hence comparison with observational data makes sense, keeping in mind that observation data

have (partly substantial) uncertainties as well (Sun et al., 2018; Kulie et al., 2010; Prein and

Gobiet, 2017). ERA-5 precipitation has already been widely used since its release in 2018, but

very few assessments of this dataset have been conducted over large regions. Only precipitation

over restricted areas and precipitation associated with specific type of events have been assessed

(Wang et al., 2018; Hénin et al., 2018; Mahto and Mishra, 2019; Tarek et al., 2020; Amjad et al.,

2020). The goal of this article is to assess daily precipitation in ERA-5 against observational

datasets over large regions: Europe, comparing with the station-based dataset EOBS (Haylock

et al., 2008), and the entire globe, comparing with the satellite-based dataset CMORPH (Joyce

et al., 2004). The verification of daily precipitation will focus on the intensity distribution and

on the temporal consistence, i.e., the co-occurrence of events. We use the extended generalized

Pareto distribution (Tencaliec et al., 2020) to evaluate the intensity distribution and we calculate

co-occurrence hit rates to assess the joint occurrence of precipitation events.

This paper is structured as follows. Section 2.2 describes the data used for this study. We

introduce methods used for the comparison of co-occurrence and intensity in section 2.3. The

results of our analysis are presented in section 2.4. Finally, the results are summarized and

discussed in section 2.5.
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2.2 Data

2.2.1 ERA-5 Precipitation

Reanalysis precipitation in this study are extracted from ERA-5 reanalysis dataset. ERA-5 is

the latest global reanalysis dataset provided by the European Center for Medium-Range Weather

Forecasts (C3S, 2017; Hersbach et al., 2020). In this dataset, precipitation stem from short-term

forecasts and are available at an hourly resolution that we aggregate to daily precipitation. The

precipitation data calculation does not rely on observed precipitation (ECMWF, 2018a). The

data is interpolated to a regular grid with 0.25◦ resolution.

2.2.2 Observation-based datasets

The two gridded observation-based precipitation datasets used in this study are EOBS (Haylock

et al., 2008) that is based on European station observations and CMORPH that is based on

satellite observations (Joyce et al., 2004).

The EOBS dataset is provided by the European Climate Assessment & Dataset and is a daily

gridded dataset based on spatially interpolated station data. The version used is 19.0e, with

a 0.25◦ by 0.25◦ grid. The interpolation to a 0.25◦ by 0.25◦ grid is a combination of monthly

precipitation totals and daily anomalies products. Figure 1a in Cornes et al. (2018) displays the

station coverage for version 16.0. This coverage is heterogeneous, with a very dense network in

Ireland, the Netherlands, Germany, Switzerland, and northern Italy, for example, and very few

stations in northern Africa, in the Middle East, in Iceland, in Norway, and in Sweden. The station

density strongly modulates the influence of the spatial interpolation procedure with the seasonal

climatology becoming more dominant in data-sparse regions. Cross-validation with station data

showed that EOBS exhibits the highest seasonal RMSE in summer and the absolute bias is

highest for the uppermost decile (Cornes et al., 2018). EOBS covers land precipitation only,

and the comparison with ERA-5 is conducted for the time period between January 1979 and

December 2018.

The second observational data, CMORPH, is provided by the National Center for Atmospheric

Research (NCAR) (Climate Prediction Center, National Centers for Environmental Prediction,

National Weather Service, NOAA, U.S. Department of Commerce, 2011). This gridded precipita-

tion product combines passive microwave satellite scans and geostationary satellite infrared data

and provides 3 hour accumulations that we aggregate in daily accumulation. CMORPH stands

for climate prediction center morphing method, the name of this combination technique. The

precipitation estimation algorithm of this dataset is not able to capture snow (Joyce et al., 2004).

A detailed evaluation of the CMORPH dataset can be found in Sun et al. (2018). CMORPH

tends to produce more light and fewer heavy rain events in East Asia due to the bilinear in-

terpolation routine (Yu et al., 2009). The spatial resolution of the gridbox is also 0.25◦. The

comparison with ERA-5 is conducted for the period 2003-2016, for latitudes between 60◦ S and

60◦ N.

The two observation-based datasets have the same grid resolution as ERA-5 but a shift of 0.125◦
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in latitude and longitude is present for the coordinates of the grid points compared to ERA-5.

2.2.3 Data Processing

The study evaluates seasonal precipitation for September, October, November (SON); December,

January, February (DJF); March, April, May (MAM); and June, July, August (JJA). Figure 2.6

in appendix displays the seasonal mean precipitation of the ERA-5 dataset. Separation between

seasons ensures stationarity of the time series. The intensity distribution analyses are based on

wet days, defined as days with precipitation accumulations exceeding 1 mm. The 1 mm threshold

corresponds to standard recommendations for station data (Hofstra et al., 2009) and eliminates

potential drizzle effect in reanalysis data (Maraun, 2013). The co-occurrence analysis is conducted

on the entire seasonal time series, including days with precipitation lower than 1 mm.

The precipitation time series are not de-trended in the present study as the response of precip-

itation to increasing atmospheric CO2 varies with the precipitation intensity (Pendergrass and

Hartmann, 2014) and trends depend on the length of time series (Scherrer et al., 2016). Moreover,

Donat et al. (2014) identified mostly small or insignificant trends for the past thirty years.

2.3 Methods

For the sake of simplicity, in the method section OBSER denotes the observation-based datasets.

OBSER can be either EOBS or CMORPH, as the comparison procedures between ERA-5 and

EOBS and between ERA-5 and CMORPH are identical.

2.3.1 Co-occurrence of Precipitation Events

Binary events are defined here as occurrences of daily precipitation above the P th seasonal per-

centile with P ∈ {75, 90, 95, 99}. Percentile values can be different between ERA-5 and OB-

SER. In Figure 2.1, the 95th precipitation percentiles in SON is displayed for: (a) ERA-5 over

the EOBS domain (1979-2018), (b) EOBS over its entire domain (1979-2018), (c) ERA-5 over

the CMORPH domain (2003-2016) and (d) CMORPH over the entire domain (2003-2016).

We define a co-occurrence between two datasets when two exceedances occur either at the same

grid point on the same day, at the same grid point with one day lag, or at one of the eight

surrounding grid points on the same day. During the spatial and temporal shift, a single event

is never used more than once when looking for co-occurrences. We allow for one day shift to

bypass uncertainties that arise having a fixed 24h time window (Haylock et al., 2008). The

extension to the eight grid points around the centre point addresses potential issues arising from

the precipitation interpolation to the different grids.

The hit rate is the ratio between the number of joint events and the total number of events

(Rhodes et al., 2015). The total number of events is the same if computed from ERA-5 or from

OBSER.
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Figure 2.1: 95th precipitation percentile (mm) for all days in SON for (a) ERA-5 over Europe

1979-2018 (b) EOBS 1979-2018 (c) ERA-5 globally 2003-2016 (d) CMORPH 2003-2016.

2.3.2 Intensity Assessment

Extreme value theory is often used in hydrology and climate sciences (e.g. Lamb and Kay, 2004;

Cooley et al., 2007; Tramblay et al., 2013; Kang and Song, 2017). This approach states that peaks

over high thresholds, i.e., amounts of rain exceeding a given threshold u, may be approximated by

a generalized Pareto distribution, provided the threshold and the number of observations are large

enough and some additional mild conditions are satisfied (see section 2.3.2 for generalized Pareto

distribution definition). However, the generalized Pareto distribution fitting has drawbacks.

First, it only captures the upper tail behavior. A distribution combining gamma behavior for

small and moderate precipitation amounts with generalized Pareto distribution behavior for high

amounts can be a solution. Second, a threshold has to be determined for every station or grid

point to separate the upper tail from the rest of the distribution (Dupuis, 1999). To overcome

these challenges, here we use the extended generalized Pareto distribution (EGPD) (Naveau et al.,

2016; Tencaliec et al., 2020).

To study wet day precipitation intensity distributions, this section presents a comparison of

quantiles and a homogeneity test based on the Kullback-Leibler divergence. Both parts rely on

our EGPD fit.

For the intensity comparison, we discard grid points where the number of wet days is smaller
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than 500 days for the comparison with EOBS and smaller than 200 days for the comparison with

CMORPH. Moreover, auto-correlation can be present in daily time series, for example when two

consecutive wet days are fostered by the same weather system (e.g. Lenggenhager et al., 2019a).

To address the auto-correlation in time, we consider that two precipitation events separated by

two days are independent (Barton et al., 2016; Lenggenhager and Martius, 2019b; Fukutome

et al., 2015). To ensure independence of the time series, the intensity assessment is conducted

on one-third of the data that is randomly drawn. This approach is a trade-off between keeping

enough data in the sub-samples to ensure robust fitting and best removing the auto-correlation

in the data.

2.3.2.1 Extended General Pareto Distribution

In extreme value theory, one way to model the extremal tail behavior is the so-called peak-over-

threshold approach (Pickands III et al., 1975) . Under this framework, rainfall exceedances above

a large threshold u are assumed to follow a Generalized Pareto distribution defined as

Hξ(z) =

{
1− (1 + ξz)

−1/ξ
+ if ξ ̸= 0,

1− e−z otherwise,
(2.1)

where the positive scalar σ represents a scale parameter and the real ξ drives the upper tail

behavior. A negative, null and positive ξ corresponds respectively to the “bounded”, “light” and

“heavy” tail case, i.e. an upper tail that is bounded for ξ < 0, with exponential decay for ξ = 0

or polynomial decay for ξ > 0. The selection of the threshold u is not trivial for large datasets,

as each grid point may need a different optimal threshold (e.g. Deidda, 2010). A large threshold

implies a small sample size of extremes and consequently, large uncertainties in the estimation

of σ and ξ. Conversely, a moderate threshold leads to a possible incorrect approximation by

a Generalized Pareto distribution, i.e. a large model error. To bypass this complex threshold

selection step, Naveau et al. (2016) proposed a simple scheme to smoothly transition between

the main body of the distribution and its upper tail, while keeping the constraint of modeling

extremes with a Generalized Pareto distribution. The proposed model can be written as

F (x) = G{Hξ(x/σ)}, for all x > 0, (2.2)

where G, the transition function, is a continuous cumulative distribution function (cdf) in the

unit interval. By imposing the two constraints, lim
u↓0

1−G(1−u)
u is finite and positive and lim

u↓0
G(u)
us is

finite and positive for some s > 0, the new cdf F (.) is bound to be in compliance with extreme

value theory for its lower and upper tails. This class of cdf is called extended generalized Pareto

distribution (EGPD) family. In this study, the cdf G(.) is estimated using a specific Bernstein

polynomial approximation, more information can be found in Tencaliec et al. (2020). The R code

is available upon request.
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2.3.2.2 Quantile Confidence Intervals

Confidence intervals for the quantiles of ERA-5 and OBSER precipitation are computed using a

semi-parametric bootstrap on EGPD fitting. For each grid point, the following bootstrap pro-

cedure is conducted. Two subsamples containing one-third of the time series each are randomly

drawn from the initial wet day time series. Each of these two subsamples is bootstrapped 100

times each, and each bootstrapped sample is fitted by a EGPD.

Having our disposal 200 bootstrapped estimates of G(.), σ and ξ, quantiles for any given non-

exceedance probability can be computed from Eq. (2.2). In particular, 95% confidence intervals

of the quantiles are obtained by calculating the empirical 2.5% and 97.5% quantiles of the 200

bootstrapped quantiles values. An important feature to assess the proximity of our different

datasets is to check if the confidence intervals from ERA-5 overlap (or not) with the observational

datasets.

2.3.2.3 Kullback-Leibler Divergence Test

The well-known Kullback-Leibler divergence used in various fields “measures” the distance be-

tween two probability density functions, say f1 and f2. It is given by equation

Ef1

[
log

{
f1(X)

f2(X)

}]
+ Ef2

[
log

{
f2(Y)

f1(Y)

}]
(2.3)

with X and Y being random variables following respectively the probability density functions f1

and f2.

Let XERA−5=(Xi)i=1,...,n and YOBSER=(Yj)j=1,...,m be the time series (after removing the auto-

correlation) of wet day precipitation in ERA-5 and OBSER. With f̂1 and f̂2 estimated by the

EGPD fitting, we obtain the empirical value of the Kullback-Leibler divergence with equation

1

n

n∑
i=1

log
f̂1(Xi)

f̂2(Xi)
+

1

m

m∑
j=1

log
f̂2(Yj)

f̂1(Yj)
. (2.4)

The null hypothesis of our test is “XERA−5 and YOBSER have the same distribution”, i.e. f̂1 = f̂2.

The alternative hypothesis is f̂1 ̸= f̂2.

The distribution of the Kullback-Leibler divergence under the null hypothesis is estimated us-

ing 300 values of the divergence between two vectors randomly drawn from a concatenation of

XERA−5 and YOBSER. The probability of “The Kullback-Leibler divergence between XERA−5

and YOBSER is greater than the Kullback-Leibler divergence under the null hypothesis” is the

p-value of the test. This p-value is empirically determined from the 300 values of the Kullback-

Leibler divergence under the null hypothesis. The null hypothesis is rejected with a confidence

level of 5% if the p-value is greater than 0.05.
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2.3.3 Difference in Number of Wet Days

The intensity comparison is based on the EGPD, which is fitted to wet days only. Discrepancies

in the number of wet days between ERA-5 and the observational datasets could have an impact

when comparing the EGPD fitted to ERA-5 and the observational datasets. To quantify these

discrepancies at a fixed grid point, we use two simple measures. The first measure is the ratio of

the seasonal number of wet days, defined by :

Nwd
ERA−5

Nwd
OBSER

(2.5)

where, for a fixed season, Nwd
ERA−5 and Nwd

OBSER are the number of wet days in ERA-5 and

OBSER, respectively.

The second measure is the absolute value of the difference in the number of wet days between

ERA-5 and OBSER, normalized by the time series length of OBSER, given by:

100×

∣∣∣∣∣Nwd
ERA−5 −Nwd

OBSER

Nwd
OBSER

∣∣∣∣∣ . (2.6)

Note that the absolute difference quantifies the distance between the ratio of the number of wet

days and 1.

2.4 Results

2.4.1 Number of Wet Days

Table 2.1 presents the mean absolute value of the difference in the number of wet days. The

differences are computed only over grid points retained for the intensity comparison, i.e. with

time series longer than 200 days for CMORPH and 500 days for EOBS.

Table 2.1: Mean absolute value of the difference in the number of wet days.

EOBS CMORPH

DJF MAM JJA SON DJF MAM JJA SON

14.5% 20.7% 18.5% 10.9% 66.1% 73.7% 75.2% 76.0%

Note: the mean absolute value of the difference in the number of wet days is defined in
equation 2.6, and is computed here for grid points with more than 500 wet days for ERA-5
vs EOBS and for grid points with more than 200 wet days for ERA-5 vs CMORPH.

Over Europe, the mean absolute difference is between 11% (SON) and 21% (MAM) of EOBS

number of wet days. In SON and DJF, the number of wet days is lower in ERA-5 than in EOBS

in northern Europe and higher in southern Europe. In MAM and JJA the number of wet days is

almost always higher in ERA-5 than in EOBS (see Figure 2.7a in the appendix for a map of the
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ratio of the number of wet days in SON). The difference in number of wet days between ERA-5

and EOBS can be considered as low and will not have impact on the EGPD fitting.

The global comparison with CMORPH reveals larger discrepancies in the seasonal number of wet

days than with EOBS. The mean difference in the number of wet days corresponds to between

66% (DJF) and 76% (SON) of the CMORPH number of wet days. This difference is mainly due

to the ERA-5 wet days being more numerous than in CMORPH. The number of wet days in

ERA-5 is twice as large as in CMORPH for 19% (DJF) to 25% (JJA) of grid points. Figure 2.7b

in appendix displays the map of the ratio of number of wet days in SON. This ratio is greater

than 2 over bands at fixed latitudes e.g. over bands close 60◦ S, 20◦ S, 20◦ N and 60◦ N.

2.4.2 Co-occurrence of Precipitation Events

In the comparison between ERA-5 and both observation-based datasets, the hit rate decreases

with increasing intensity of the events and is similar across the seasons (Table 2.2). Grid points

with a given percentile of less than 1 mm are not considered.

Table 2.2: Mean hit rate ERA-5 vs EOBS and ERA-5 vs CMORPH.

Percentile EOBS CMORPH

DJF MAM JJA SON DJF MAM JJA SON

75th 76% 75% 73% 77% 74% 73% 72% 73%

90th 66% 65% 61% 67% 62% 61% 60% 60%

95th 59% 58% 53% 60% 53% 52% 51% 52%

99th 44% 45% 39% 45% 37% 35% 35% 36%

Note: for a given percentile, the mean is computed over all grid points where the precipitation
percentile is larger than 1 mm. See section 2.3.1 for the definition of the hit rate.

Over Europe the average hit rate between ERA-5 and EOBS for the 75th percentile is between

73 % (in JJA) and 77 % (in SON), i.e. about three quarters of the events exceeding the 75th

percentiles coincide. For the 95th percentile, the mean hit rate is between 53% (JJA) and 60%

(SON).

For the 99th percentile, the hit rate varies between 39 % and 45 % depending on the season. The

global mean hit rate is of the same order of magnitude as for Europe. The mean hit rate between

ERA-5 and CMORPH for the 95th percentiles is above 50%. The mean hit rate associated with

the 99th percentile is between 35% and 37% depending on the season.

Maps of the hit rate for the 95th percentile can be found in the appendix (Figure 2.8 and Fig-

ure 2.9). The spatial pattern does not strongly depend on the season or the percentile. For

Europe, the hit rate has a large variability near arid regions (Maghreb and Turkey). The rest of

Europe is quite homogeneous. A lower hit rate is observed in Iceland and southern Italy. For

the global comparison, the best hit rate is reached over the oceans in the mid-latitudes. The hit

rate is substantially lower in Eastern China, along the equator, in South America and in tropical

Africa.
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2.4.3 Intensity Verification

2.4.3.1 Confidence Intervals on Quantiles

The confidence interval overlap between ERA-5 and EOBS is independent of the probability of

non-exceedance, i.e., the intensity of the events. Figure 2.2a shows the relative position of the

95% confidence intervals for quantiles associated with probability of non-exceedance 0.9 in SON,

between ERA-5 and EOBS. A grid point is displayed in yellow if the confidence intervals are

overlapping, in orange if the upper boundary of ERA-5 confidence interval is lower than the

lower boundary of the EOBS confidence interval, and in blue if the lower boundary of ERA-5

confidence interval is larger than the upper boundary of the EOBS confidence interval. Figure 2.3a

shows the number of seasons with a confidence intervals overlap for quantiles with non-exceedance

probability 0.9 between ERA-5 and EOBS. The confidence intervals overlap during all the seasons

for a major part of Europe. The exceptions are Iceland, Norway and Western Russia, Romania,

the Adriatic sea coast and some grid points in the Alps. Non-overlapping confidence intervals

correspond primarily to an underestimation of the quantiles by ERA-5 for low precipitation

intensities (not shown), and overestimation for large intensities (Figure 2.2a.). Quantiles with

probability of 0.3 have a larger number of grid points with disagreement in JJA. ERA-5 quantiles

for probability 0.3 during JJA are underestimated compared to EOBS quantiles for a major part

of Europe (not shown).

The global comparison of ERA-5 with CMORPH shows less overlap of the confidence intervals

with increasing precipitation intensity, as we will see in section 2.5. Figure 2.2b displays the

relative position of the 95% confidence intervals for quantiles associated with probability of non-

exceedance 0.9 in SON, between ERA-5 and CMORPH and Figure 2.3b shows the number of

seasons with an overlap of the confidence intervals for quantiles with non-exceedance probability

0.9 between ERA-5 and CMORPH. The confidence intervals for non-exceedance probabilities of

0.3 and 0.5 overlap for more than 85% of the grid points. For probabilities 0.75 to 0.95, in a

band along the equator the confidence intervals do not overlap for all the seasons for many grid

points, see e.g. Figure 2.2b. For all seasons and between 15◦ S and 15◦ N, ERA-5 quantiles

are smaller compared to CMORPH. Another disagreement that deserves to be highlighted is the

higher ERA-5 quantiles compared to CMORPH over the mountainous regions of the west coast of

North America, the south of Chile, in Papua New Guinea, the Himalayas and the Alps, regardless

of the non-exceedance probabilities and seasons.
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Figure 2.2: Relative position of the confidence intervals (CIs) for SON quantiles associated

with non-exceedance probability 0.9 between (a) ERA-5 and EOBS (1979-2018) and between (b)

ERA-5 and CMORPH (2003-2016). See section 2.3.2.2 for computational details. Grid points

with an insufficient number of wet days (see section 2.3.2) are discarded and displayed in white.
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Figure 2.3: Number of seasons with overlapping confidence intervals for quantiles associated

with non-exceedance probability 0.9 between (a) ERA-5 and EOBS (1979-2018) and between (b)

ERA-5 and CMORPH (2003-2016). See section 2.3.2.2 for computational details. Grid points

with an insufficient number of wet days (see section 2.3.2) are discarded and displayed in white.

2.4.3.2 Comparison of the Full Distributions Using the Kullback-Leibler Test

The Kullback-Leibler divergence of the full precipitation distribution points to regions of agree-

ment and disagreement independent of the seasons, for both the comparison between ERA-5 and

EOBS, and ERA-5 and CMORPH, see Figure 2.4. Figures 2.5a and 2.5b display the number

of seasons for which the p-value of the Kullback-Leibler test is greater than 0.05, i.e. where the

EGPD distributions fitted to ERA5 and to EOBS and CMORPH do not differ significantly.

ERA-5 and EOBS wet day precipitation intensities agree best over Germany, Ireland, Sweden

and Finland. Wet day precipitation intensity follows the same distribution in ERA-5 and EOBS

for most grid points in these countries. Regions with the least agreement, i.e. where the null

hypothesis is rejected for all the seasons, are Iceland, Norway, Hungary and the Balkans. The area

with at least one season where the null hypothesis is rejected is rather large. The Kullback-Leibler

test gives weight to differences in the entire distribution, thus the low intensity precipitation

disagreement in JJA mentioned previously in section 2.4.3.1 has an impact on the Kullback-

Leibler divergence (see Figure 2.4a and Figure 2.4c for the plots of the p-value in JJA and SON).

Note the pattern following the border between Norway and Sweden, and Finland and Russia: a

very good agreement is observed in Sweden and Finland, whereas the null hypothesis is rejected
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Figure 2.4: p-value of the Kullback-Leibler divergence test (as defined in section 2.3.2.3) be-

tween ERA-5 and EOBS (1979-2018) in JJA (a) and SON (b) and between ERA-5 and CMORPH

(2003-2016) in JJA (c) and SON (d). p-values ¡0.05 indicate that the distributions differ signifi-

cantly. Grid points with an insufficient number of wet days (see section 2.3.2) are discarded and

displayed in white.

for almost all seasons in Norway and Karelia.

The Kullback-Leibler test between ERA-5 and CMORPH has a clear signal of agreement in the

mid-latitudes and disagreement in the tropics, for all seasons. The summary over all seasons

mainly informs about intensity agreement over the oceans, because of the time series length

constrain removes most land grid points. Figures 2.4b and 2.4d present the p-value for JJA and

SON, and show over land the same general pattern of disagreement in the tropics and agreement

in the mid-latitudes. One exception to this pattern is the disagreement over mountainous regions

of the mid-latitudes (western North America, Himalayas, South Chile), in agreement with the

results in section 2.4.3.1.
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Figure 2.5: Number of seasons where the distributions are similar, i.e., without rejection of

the null hypothesis of the Kullback-Leibler test (as defined in section 2.3.2.3) (a) between ERA-5

and EOBS (1979-2018) and (b) between ERA-5 and CMORPH (2003-2016). Grid points with

an insufficient number of wet days (see section 2.3.2) are discarded and displayed in white.

2.5 Summary and Discussion

The analysis of precipitation event co-occurrence between ERA-5 and EOBS and ERA-5 and

CMORPH reveals a decreasing agreement with increasing intensity of events, independently of

the season.

Key results of the intensity comparison of ERA-5 with EOBS over Europe depend on the season

(Table 2.3). Quantiles in MAM and SON show a good agreement for all non-exceedance prob-

abilities p. Indeed, between 81% (for p = 0.3 in MAM and for p = 0.5 in DJF) and 90% (for

p = 0.5 in MAM and SON, and for p = 0.75 in SON) of the grid points have overlapping confi-

dence intervals. The percentages of grid points where the distributions agree (Kullback-Leibler

test) are highest for MAM (34%) and SON (39%). In DJF, the agreement between quantiles is

between 69% (p = 0.9) and 82% (p = 0.3). In JJA agreement is much better for high quantiles

(up to 94% for p = 0.95) than low ones, the confidence intervals for quantiles with probability

p = 0.3 overlap for only 39% of grid points. This discrepancy for low precipitation intensity

has an impact on the Kullback-Leibler test: the null-hypothesis could not be rejected for only

10% of grid points in JJA. The other seasons show a higher fraction of grid points for which the
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Table 2.3: Summary of the wet day precipitation distribution comparison of ERA-5 with the

observational datasets.

Precipitation EOBS CMORPH
intensity

DJF MAM JJA SON DJF MAM JJA SON

Low
82% 81% 39% 82% 94% 93% 92% 93%

p = 0.3

Median
81% 90% 72% 90% 90% 86% 87% 88%

p = 0.5

Moderate
72% 89% 93% 90% 79% 76% 76% 75%

p = 0.75

High
69% 85% 93% 87% 75% 72% 73% 70%

p = 0.9

Extreme
73% 87% 94% 87% 76% 73% 74% 71%

p = 0.95

whole distrib. 29% 34% 10% 39% 57% 55% 53% 52%

Note: for a given non-exceedance probability p, the percentage denotes the proportion of
grid points for which the confidence intervals are overlapping. For the whole distribution,
the percentage denotes the proportion of grid points where the null-hypothesis can not be
rejected, i.e. where the distributions are similar.

null-hypothesis was not rejected (between 29% in DJF and 39% in SON).

The study of the wet day precipitation distribution (Kullback-Leibler test) between ERA-5 and

EOBS over Europe reveals a robust agreement over regions where the station coverage of EOBS is

dense. Areas with the largest differences in the distribution are areas with thin station coverage,

e.g. in southern Europe and Russia. Cornes et al. (2018) highlighted that “station coverage

is the most important factor in determining the success of the gridded data”. In areas with

sparse station data, the precipitation is interpolated from distant stations (Hofstra et al., 2009).

Additionally, extreme precipitation is smoothed by the spatial interpolation (Hofstra et al., 2010),

which justifies our quantiles larger in ERA-5 than in EOBS for extreme precipitation. For all

seasons and a majority of non-exceedance probabilities, we find the same dry bias in south

Austria and wet bias in North Austria as in Sharifi et al. (2019). In southern Italy, we observe

an overestimation along the Tyrrhenian sea, as reported in Reder and Rianna (2021).

The intensity comparison between ERA5 and CMORPH indicates a decreasing agreement be-

tween the two datasets with increasing precipitation intensity (Table 2.3). The percentage of

grid points with confidence intervals overlapping is between 92% (JJA) and 94% for p = 0.3, and

between 70% (SON) and 75% (DJF) for p = 0.9. One exception is the slightly better agreement

of quantiles for extreme precipitation (non-exceedance probability p = 0.95) than for moderately

extreme precipitation (p = 0.9), with an overlap rate 1% higher, for all seasons. This can be

explained by confidence intervals becoming larger for larger quantiles, and there is thus a higher
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chance of overlap between ERA-5 and the observational dataset. This remark holds also for

the EOBS results. The Kullback-Leibler test presents little variation with season, like for the

quantile study. Between 52% (SON) and 57% (DJF) of the grid points studied did not reject the

null-hypothesis of the test.

The analysis of the entire precipitation distribution reveals proportionally more grid points agree-

ing between ERA-5 and CMORPH than between ERA-5 and EOBS (see last row of Table 2.3).

This can be due to the longer time series in EOBS leading to a stricter test. Another explanation

can be that there are proportionally more challenging regions for a model over Europe, with the

Alps for example, whereas globally the largest regions compared are oceans, where the agreement

is good in general.

The global comparison of the wet day precipitation distributions between ERA-5 and CMORPH

over the period 2003-2016 shows a rather good agreement in the mid-latitudes, and a strong

disagreement over the tropics. This result is robust over the seasons and does not depend on the

method used. The band along the equator where precipitation intensities are lower in ERA-5

compared to CMORPH corresponds to a region with a ratio of the number of wet days rather

close to 1 (see Figure 2.7). The number of wet days does not differ substantially in this region

and therefore does not play a role in the robust disagreement between ERA-5 and CMORPH

over the tropics. In this region, ERA-5 quantiles are lower than CMORPH ones, especially for

non-exceedance probabilities larger than 0.75. This feature has already been observed by Pfahl

and Wernli (2012) with ERA-interim, another reanalysis product from ECMWF. They computed

the empirical 99th percentiles of 6-hourly precipitation in ERA-interim and CMORPH for the

period 2003-2016 (Figure 2 in their article). The authors showed a strong underestimation of

ERA-interim precipitation over the tropics compared to CMORPH. They concluded that the deep

convection, a central process in tropical extreme precipitation, was not properly captured by the

reanalysis dataset. Even though Nogueira (2020) found an improvement of the precipitation

simulation over the tropics in ERA-5 compared to ERA-interim the previous reanalysis dataset

from ECMWF, we assume ERA-5 to still contain an underestimation of the tropical extreme

rainfall.

One limit of CMORPH that it is important to emphasize is the limitations of this dataset to

capture snow (Joyce et al., 2004) and low-intensity precipitation during winter in the mid-latitudes

(Sun et al., 2018; Tian et al., 2007). This property leads to smaller number of wet days in winter

(DJF or JJA depending on the hemisphere) as seen in section 2.4.1, hence the large areas where

our intensity analysis can not be conducted. Some regions at high latitudes (close to 60◦ S and

60◦ N) and some mountainous regions have a number of wet days large enough for the intensity

comparison to be conducted even if snow can be expected. However a substantial difference in the

number of wet days is observed. The higher ERA-5 precipitation compared to CMORPH over

mountainous regions might be related to snow. Timmermans et al. (2019) revealed a disagreement

between CMORPH and gauge-based product for extreme precipitation in mountainous regions

of western USA in DJF and interpreted it as a consequence of the post-processing performed in

CMORPH leading to lots of missing data in winter (Xie et al., 2017). The wet bias observed in

JJA and SON on the southern slope of central Himalaya is nevertheless confirmed by comparisons
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with gauge station data (Chen et al., 2021).

Hénin et al. (2018) assessed ERA-5 daily accumulated precipitation during extreme precipitation

events over the Iberian Peninsula for the period 2000-2008 against precipitation from a ground

based gridded dataset. They found an overestimation of daily sums for moderate extreme events

and and underestimation for the most extreme events. Our study of quantiles in ERA-5 and EOBS

for non-exceedance probabilities greater than 0.75 reveals a moderate signal of overestimation of

ERA-5 precipitation in the same region. One exception is the southern Basque Country where an

underestimation of ERA-5 quantiles for these probabilities in DJF. Our comparison of moderate

and large extremes over the period 1979-2018 is therefore only partially in agreement with their

study over the period 2000-2008.

For the period 2014-2018, Amjad et al. (2020) showed that ERA-5 overestimates the precipitation

observed over Turkey compared to ground based stations, independently of the wetness and slope

classes. Our comparison with EOBS indicates the same signal for high quantiles, but also a dry

bias for lower quantiles. This can be due to the fact that our study period is longer or that EOBS

has a poorer station coverage in this region.

In their study, Tarek et al. (2020) compared the mean seasonal precipitation in ERA-5 with station

observations over North America between 1979 and 2018. In JJA, they found an underestimation

of precipitation in ERA-5 over Florida, and an overestimation along the west coast of Canada,

which is in agreement with our comparison of quantiles between ERA-5 and CMORPH for this

season and for all probabilities of non-exceedance. In DJF, they showed an underestimation

precipitation in ERA-5 over the west coast of USA and Florida, and an overestimation over

the west coast of Canada. Our analysis highlighted that ERA-5 presents larger quantiles than

CMORPH over the west coast of North America for all non-exceedance probabilities. Our results

are thus in agreement for Canada but not for USA. This can be due to the fact that the time

periods studied are different and that CMORPH underestimates precipitation during the cold

months (Sun et al., 2018).

Mahto and Mishra (2019) assessed ERA-5 precipitation in India against observation comparing

precipitation sums during the monsoon season (June-September) between 1980 and 2018. They

found a wet bias over Indo-Gangetic Plain and foothills of Himalaya and a dry bias in semi arid

regions of western India. These results are in agreement with our quantile analysis in ERA-5 and

CMORPH in JJA for the period 2003-2016.

In Africa, the local overestimation of precipitation over Lake Victoria, Lake Tanganyika and the

Ethiopian highlands is in agreement with existing literature (Gleixner et al., 2020). Over the

Northern Great plains in North America in summer, we observe a slight dry bias as in Xu et al.

(2019), in the western part of the region. We do not observe the slight wet bias signal, likely

because of the resolution of CMORPH is coarser than the station data network used in their

study. In the central region of China, quantiles are overestimated in JJA and DJF, agreeing with

Jiang et al. (2021).
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2.6 Conclusion

We compare daily precipitation from the ERA-5 reanalysis dataset with daily precipitation from

two observation-based datasets, EOBS and CMORPH. The comparison addresses three aspects:

i) the temporal co-occurrence of moderate to high extreme events in two datasets, ii) the agree-

ment of return values for moderate to extreme non-exceedance probabilities derived from the

extended generalized Pareto distribution (EGPD), and iii) a comparison of the full precipita-

tion distribution captured by the EGPD using the Kullback-Leibler divergence. We quantify the

co-occurrence of precipitation events with the hit rate. We compare the EGPD distributions be-

tween ERA-5 and the observational datasets with confidence intervals for several non-exceedance

probabilities and with a test based on the Kullback-Leibler divergence.

Between ERA-5 and EOBS over Europe the hit rate is above 65% for moderate precipitation and

approximately 50% for extreme precipitation. Between ERA-5 and CMORPH globally the hit

rate is above 60% for moderate precipitation and around 40% for extreme precipitation. Over

Europe areas with the least agreement are the southern Mediterranean region and Iceland and

for the global comparison areas with the least agreement are land areas between 15◦S and 15◦N,

North-West America and Central Asia.

For a majority of grid points confidence intervals for non-exceedance probabilities of 0.3 to 0.95

overlap between ERA-5 and EOBS. We find a disagreement between ERA-5 and EOBS in areas

where EOBS uses fewer input stations. We therefore hypothesize that the reanalysis dataset

might better capture moderate to extreme precipitation in regions where the station coverage is

sparse. The analysis also showed that ERA-5 underestimates extreme precipitation compared to

CMORPH in the tropics. In general, the magnitudes of the non-exceedance probabilities agree

between ERA-5 and the observation-based datasets in the mid-latitudes.

The Kullback-Leibler test on the entire precipitation distributions over Europe shows an agree-

ment of the EGPD distributions in ERA-5 and EOBS over Germany, Ireland, Sweden and Fin-

land. The precipitation distributions differ significantly between in ERA-5 and EOBS in all four

seasons in Iceland, Norway, Karelia, Hungary and the Balkan. The Kullback-Leibler test between

ERA-5 and CMORPH shows that precipitation distributions are generally in agreement over the

mid-latitudes and differ significantly over the tropics for all seasons, confirming the results of the

quantile comparison. ERA-5 should only be used with great care to study extreme precipitation

over the tropics.

The strengths of ERA-5 daily precipitation data are the regular spatial and temporal resolution

and the consistency with the large-scale circulation and there is generally a good agreement

with observation-based datasets in the extra-tropics. The reanalysis dataset provides valuable

complementary information to observational data in regions where observational datasets are

sparse, e.g. in areas where the EOBS station coverage is poor or for CMORPH in regions and

seasons where snow is prevalent. In the tropics, an observational dataset should be preferred over

ERA-5.
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https://apps.ecmwf.int/data-catalogues/era5/?type=fc&class=ea&stream=oper&expver=1
https://apps.ecmwf.int/data-catalogues/era5/?type=fc&class=ea&stream=oper&expver=1
https://rda.ucar.edu/datasets/ds502.0/
https://rda.ucar.edu/
https://doi.org/10.5281/zenodo.4443804
https://doi.org/10.5281/zenodo.4443804
https://github.com/PauRiv/characterization_ERA-5_daily_precipitation
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2.7 Appendix

2.7.1 Mean precipitation per day

Figure 2.6: Mean precipitation per day in ERA-5 globally 1979-2018 in (a) SON (b) DJF (c)

MAM and (d) JJA.
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2.7.2 Number of Wet Days

Figure 2.7: Ratio of the number of wet days as defined with Eq. (2.5) in SON between (a)

ERA-5 and EOBS (1979-2018) and between (b) ERA-5 and CMORPH (2003-2016). Grid points

with an insufficient number of wet days (see section 2.3.2) are discarded and displayed in white.
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2.7.3 Hit Rate

Figure 2.8: Hit rate for events greater than the 95th percentile between ERA-5 and EOBS in

(a) SON, (b) DJF, (c) MAM and (d) JJA.
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Figure 2.9: Hit rate for events greater than the 95th percentile between ERA-5 and CMORPH

in (a) SON, (b) DJF, (c) MAM and (d) JJA. Grid points with an insufficient number of wet

days (see section 2.3.2) are discarded and displayed in white.
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Abstract

Accurate estimation of daily rainfall return levels associated with large return periods is needed

for a number of hydrological planning purposes, including protective infrastructure, dams, and

retention basins. This is especially relevant at small spatial scales. The ERA-5 reanalysis product

provides seasonal daily precipitation over Europe on a 0.25◦×0.25◦ grid (about 27 × 27 [km]).

This translates more than 20,000 land grid points and leads to models with a large number of pa-

rameters when estimating return levels. To bypass this abundance of parameters, we build on the

regional frequency analysis (RFA), a well-known strategy in statistical hydrology. This approach

consists in identifying homogeneous regions, by gathering locations with similar distributions of

extremes up to a normalizing factor and developing sparse regional models. In particular, we

propose a step-by-step blueprint that leverages a recently developed and fast clustering algorithm

to infer return level estimates over large spatial domains. This enables us to produce maps of

return level estimates of ERA-5 reanalysis daily precipitation over continental Europe for various

return periods and seasons. We discuss limitations and practical challenges and also provide a

git hub repository. We show that a relatively parsimonious model with only a spatially varying

scale parameter can compete well against statistical models of higher complexity.
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3.1 Introduction

Heavy rainfall can cause natural hazards such as landslides, avalanches and floods (e.g., see

Stocker et al., 2013; EEA, 2018). Such hazards can cause casualties and damages, with direct

and indirect economic impacts (MunichRE, 2018; Prahl et al., 2018). To design protective infras-

tructure, for instance, a dam, one needs to know the frequency of a given intensity of precipitation

(Madsen et al., 2014). The return-period of an event is the duration during which the event oc-

curs once, on average (see e.g. Cooley, 2013). Symmetrically, for a given duration, say 100 years,

the 100-year return level is defined as the level that is exceeded once every 100 years, on average.

Given a dataset (e.g. observation or reanalysis), time series are finite and observing an event

exactly once in 100 years does not make an event the 100-year return level. One therefore needs

a statistical model to predict the intensity of such events, and even unobserved events.

The aim of this paper is to provide return levels for large return periods over Europe. The

station coverage being quite heterogeneous over Europe (Cornes et al., 2018) therefore, the use

of gridded datasets is appropriate. Various types of gridded precipitation datasets are available

(e.g., see Sun et al., 2018, for an overview). Precipitation gridded data can be derived from

ground observations, satellite observations, combinations of ground observations and satellite ob-

servations and short-term numerical weather forecasts in reanalysis datasets. In reanalyses, past

observations are assimilated in numerical weather forecast models to reconstruct past weather.

The main advantage of this type of dataset is its regular spatial and temporal coverage. Reanal-

yses also ensure consistency of the precipitation data with the atmospheric conditions, which is

a valuable characteristic for weather and climate process studies. Precipitation in this study is

extracted from the ERA-5 reanalysis dataset (C3S, 2017; Hersbach et al., 2020). We study daily

precipitation over continental Europe. The region of interest covers more than 20,000 grid points

over European land.

Extreme value theory (EVT) provides an asymptotic framework to model the distribution of

extremes such as heavy precipitation. Two classical approaches for extreme modelling are the

generalized extreme value (GEV) and the generalized Pareto distribution (GPD). The GEV

(Jenkinson, 1955) aims at modelling maxima over large blocks (for instance, a year in Poschlod

et al., 2021). The GPD (see e.g. Pickands III et al., 1975, and Section 3.3.3) enables the

modeling of exceedances over a given threshold (for instance, the 98-th quantile in Carreau et al.,

2017). However, these two approaches only model extremes and our goal is to provide return

levels in the full rainfall intensity range. We therefore need a class of distribution that can model

the whole spectrum of precipitation intensities. Carreau and Bengio (2009), Papastathopoulos

and Tawn (2013), Naveau et al. (2016) and Stein (2020) introduced distributions that model

the whole spectrum of rainfall intensities. The methods model the upper tail with a Pareto

distribution. Various types of transfer functions then fit the bulk and lower tail distribution.

Tencaliec et al. (2020) defined a flexible version of the extended generalized Pareto distribution

(EGPD) and Rivoire et al. (2021b) used it to fit the positive daily precipitation of ERA-5. The

transfer function is estimated using Bernstein polynomials which bring flexibility to the transfer

function estimation but require a large number of parameters (for example 30 for each grid point
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in Rivoire et al., 2021b). In this paper, we simply use a monomial transfer function with a single

flexibility parameter, see Section 3.3.3 for more details.

Poschlod (2021) fitted GEV distributions at each grid point of ERA-5 in Bavaria (Germany)

to estimate 10-year precipitation return levels. However, extending this pointwise analysis of

precipitation across Europe is quite onerous. Fitting a GEV and computing return levels for

each grid point requires the estimation of more than 3× 20, 000 parameters (location, scale and

shape parameters). In addition, estimates of the shape parameter at a specific location are quite

sensitive to the length of the time series (e.g., see Zhang et al., 2012; Malekinezhad and Zare-

Garizi, 2014; Jalbert et al., 2017). Therefore reducing the dimensionality of the fitted parameters

is of great practical importance. In contrast to this local approach, Sang and Gelfand (2009) and

Naveau et al. (2014) assumed the shape parameter to be constant over the area of interest (Cape

Floristic Region in South Africa and Switzerland, respectively). However, Europe is much larger

than these areas, and the diverse climate and complex orography (Beck et al., 2018; Climate-

Change-Service, 2020; ECMWF, 2006) strongly influence the spatial distribution of precipitation

(e.g., see Evin et al., 2016; Marra et al., 2021). The method used for dimensionality reduction

should preserve the diverse spatial patterns of precipitation over Europe. In this paper, we

therefore consider an intermediate approach in which the shape parameter is common between

grid points within homogeneous regions.

The regional frequency analysis (RFA), a concept from hydrology, attempts to build these homo-

geneous regions which consist of grid points with similar precipitation distributions (Dalrymple,

1960; Hosking and Wallis, 2005). In a homogeneous region, distributions are all equal to a

common regional distribution up to a normalizing factor. In particular, their extreme behaviour

should be analogous. Clustering grid points in homogeneous regions reduces the dimensionality of

large precipitation datasets while preserving the spatial patterns. We use the definition of homo-

geneous distributions proposed by St-Hilaire et al. (2003) and Hosking and Wallis (2005): given

a region of interest, say R (here Europe), a homogeneous cluster (C) is defined as a sub-region

where all spatial points s, have the same marginal distribution up to normalization:

C = {s ∈ R : Qs = λ(s)× q } , (3.1)

where Qs is the quantile function at site s, the positive scalar λ(s) varies in space, and q represents

a positively-valued and dimensionless quantile function (common to every site in the cluster). As

a consequence rescaled quantiles within a homogeneous cluster do not depend on localization s.

Several methods allow regions to be delineated as in Eq. (3.1). They often require climate

and/or geographical covariates (see e.g. Fawad et al., 2018; Forestieri et al., 2018, for recent

work) and work in three steps: i) selecting explanatory covariates, ii) grouping sites with similar

covariates, and iii) testing the homogeneity of the groups obtained. Covariates are selected for

their ability to explain the precipitation distribution (Evin et al., 2016; Ouarda et al., 2008). For

instance, Darwish et al. (2021) selected explanatory covariates by applying a principal component

analysis to available geographical and climate data. They found that longitude, latitude, elevation

and seasonality of events explained most hourly precipitation in the UK. With these methods,

choosing covariates is an essential step that requires expert knowledge. Moreover, covariate
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data must be available and may be complicated to transfer across regions with different climate

characteristics. For example, the covariates that best describe precipitation may be different

between the UK and Italy. To check the homogeneity of covariate-based groups, Hosking and

Wallis (2005) proposed tests to examine the validity of the model corresponding to Eq. (3.1).

The tests rely on two components: the moments that characterize the precipitation distribution,

and the distributional assumption (Kappa-distributed, see e.g. Hosking, 1994). The tests consist

of measuring the dispersion of some estimated L-moments (for all sites in the region) around a

theoretical regional value of L-moments. To compute the theoretical value, Hosking and Wallis

(2005) assume that the precipitation follows a Kappa distribution. This distributional assumption

is not necessarily satisfied in practice. To bypass the selection of covariates, Saf (2009) and

Le Gall et al. (2021) proposed methodologies using precipitation data only. They started from

the hypothesis that the distributions are partially characterized by their probability weighted

moments (PWM, Greenwood et al., 1979).

Le Gall et al. (2021) recently proposed a PWM-based algorithm to identify homogeneous spatial

clusters of extreme precipitation and applied the algorithm to Swiss daily precipitation observa-

tions. The algorithm provided spatially coherent regions without using any geographical covari-

ate. In this paper, we apply the clustering algorithm from Le Gall et al. (2021) to ERA-5 daily

precipitation from all European land areas to group grid points with similar upper tails.

When clusters are delineated, information from all homogeneous grid points can be pooled to

accurately estimate the EVT distribution parameters. For the regional distribution, we use an

EGPD with three parameters see Section 3.3.3. Only the scale parameter can vary within a

homogeneous cluster. The flexibility and shape parameters are constant over the cluster. In a

nutshell, the regional approach allows us to go from a model with 3×20, 000 parameters to a model

with 2×nclusters+20, 000 parameters, nclusters being the number of clusters. We also compare the

performance of this regional approach to the performance of a more flexible distribution where

the flexibility parameter can vary between sites of the same homogeneous cluster.

This study is the first to provide ERA-5 return levels, which, to our knowledge, have never

been provided for the whole of Europe. Second, RFA is traditionally applied to smaller areas

such as countries (see e.g. Fowler and Kilsby, 2003; Evin et al., 2016, for RFA on the UK and

Switzerland).

Section 3.2 introduces the precipitation dataset and Section 3.3 describes the methods for the

non-parametric clustering algorithm, the regional fitting and its assessment. The homogeneous

regions, the assessment of the regional fitting and the corresponding 10, 50 and 100-year return

levels are presented in the results section, Section 3.4. We discuss our results and compare our

clusters to the regions obtained by national-scale studies in Section 3.5. We draw conclusions in

Section 3.6.

3.2 Data

We use ERA-5 daily precipitation with 0.25◦ spatial resolution. ERA-5 is the latest global reanal-

ysis dataset provided by the European Center for Medium-Range Weather Forecasts (C3S, 2017;
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Hersbach et al., 2020). Precipitation is provided with hourly resolution forecasts that we aggre-

gate to daily precipitation. We study ERA-5 precipitation for the period 1979–2018 in Europe

over land, which is a region in which the dataset performs well (Rivoire et al., 2021b). Because

practical applications are mainly restricted to the continent, we do not include precipitation data

over the oceans. We conduct a seasonal analysis to ensure the stationarity of the time series.

We consider the daily positive precipitation for each season. Days are considered as wet when

precipitation exceeds 1 mm (Maraun, 2013).

3.3 Methods

Here, we introduce the two stages of RFA: i) identify homogeneous regions (Sections 3.3.1 and

3.3.2) and ii) use data from all grid points in the same region to model rainfall intensities (Section

3.3.3). We also introduce the evaluation tools we used to assess the fitted distributions (Section

3.3.4).

3.3.1 A scale-invariant ratio of PWM

Following the notations of Le Gall et al. (2021), we denote αi(Z) the i-th PWM of the positive

F -distributed random variable Z

αi(Z) = E
[
ZF (Z)i

]
.

When self-evident, it is denoted simply as αi. The first three moments are used to compute the

scale-invariant ratio

ω =
3α2 − 2α1

2α1 − α0
. (3.2)

Le Gall et al. (2021) showed that ω can be seen as a ratio of two distances derived from norms.

Let i and j be two grid point locations, and Yj and Yj their two associated time series of seasonal

positive precipitation. To spatially cluster daily rainfall, we need to compute a dissimilarity

measure between two positive time series. Here, we use the ω-based distance defined by

d̂ij =
∣∣∣ω̂ (Yi)− ω̂ (Yj)

∣∣∣ , (3.3)

where ω̂ (Yi) is the estimate of ω(Yi). We use this distance for two reasons. First, because the

distance is based on PWM, it enables comparison of empirical distribution shapes, including

heavy-tailed ones, without fitting a parametric distribution. Second, the key property of ω is its

scale-invariance. For any precipitation variables Y1, Y2 in a homogeneous region, see Eq. (3.1),

ω(Y1) = ω(Y2).

The ratio ω can be interpreted as the heaviness of the tail within the mathematical framework

of EVT. In the block maxima or peak-over-threshold approaches, ω only depends on the shape

parameter. In the EGPD approach, ω depends on the shape and the flexibility parameter, see
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Section 3.3.3. The distance between two grid points with homogeneous distributions should be

close to zero. The clustering algorithm gather sites with similar ω estimates.

3.3.2 Clustering algorithm: partitioning around medoids (PAM)

Grouping close ω estimates is an unsupervised learning problem: we gather unclassified points

that have common characteristics (here, their ω value). The grouping of estimates into clusters

is based on geometric considerations: estimates are grouped if they are close to each other in the

space of variables (here the axis of reals).

Several clustering methods are available (Kaufman and Rousseeuw, 1990; Murty et al., 1999; Schu-

bert and Rousseeuw, 2021), most classic ones fall in two categories: partitioning or hierarchical

methods. The k-medoids, or partitioning around medoids (PAM), and k-means are iterative al-

gorithms that belong to the first group. They both require the final number of clusters k as input.

The PAM algorithm is preferred to the k-means because of its ease of interpretation. Indeed,

centres of the k-means clusters are barycentres and therefore virtual points whereas the centres

of the PAM clusters are actual points of the dataset (see e.g. Jain et al., 1999; Bernard et al.,

2013). For each of these methods, the choice of the dissimilarity measure is paramount. We work

with the absolute difference as a distance, also called the Manhattan distance, as recommended

in Bernard et al. (2013); Bador et al. (2015), see Eq. (3.3).

The centre of each cluster is the grid point with the smallest dissimilarity to all other grid points

in the cluster and is called the medoid. Each non-medoid point of the data-set is associated with

its closest medoid. Generally speaking, PAM converges to an ensemble of medoids and clusters

that is a local minimum of the total cost, see Eq. (9) in Le Gall et al. (2021).

To solve this optimization problem, PAM starts by selecting k initial medoids, here in a deter-

ministic way. The first medoid is the medoid of the partition for one cluster: the most centrally

located point. The set of k medoids is then completed by adding the medoids of partitions with

an increasing number of clusters one by one until k is reached.

The second step consists of testing every swap possible between a medoid and any point non-

medoid in the whole dataset. If the total cost function (see e.g. Le Gall et al., 2021) decreases,

then the point is kept as medoid. Clusters are then updated with respect to their new medoids.

The algorithm stops when no swap decreases the total cost.

The computational cost of these two steps increases with the size of the dataset and the number

of clusters. Because ERA-5 provides data for about 20,000 grid points in European lands, we use

a faster version (Reynolds et al., 2006; Schubert and Rousseeuw, 2021) of the original algorithm.

This variation removes some redundant computations in the swap step.

To measure the strength of the link between a point and its cluster, Rousseeuw (1987) introduced

the silhouette score. The silhouette score for grid point i that belongs to the cluster k is defined

as

1−
(

dik
δi,−k

)
(3.4)

where dik is the average intra-cluster dissimilarity between grid point i and all other grid points

in cluster k, and δi,−k the smallest of the k− 1 average distance between site i and all other sites



3.3. Methods 40

associated with a cluster different from k. When a grid point i is well classified, the intra-cluster

average distance is significantly smaller than the distance between clusters. Its silhouette score

is then close to 1. By contrast, a silhouette score close to -1 indicates a poorly classified grid

point that should be in another cluster. Eventually, a grid point that is not significantly closer

to points in the cluster than to other points has a silhouette score close to 0. In other words, it

is not strongly linked to any cluster.

Finding the optimal number of clusters in a dataset is a tricky task (Sugar and James, 2003;

Pansera et al., 2013). Numerous criteria that aim at identifying tight and well-separated clusters

exist (Halkidi et al., 2002; Desgraupes, 2013). We compute five of them (silhouette, Dunn,

Davies Bouldin, Xie Beni, S Dbw, see e.g. Halkidi et al., 2002; Desgraupes, 2013) to determine

the optimal number of clusters, between two and ten. These criteria are based on different

distances and provide a different optimal number of clusters. We therefore choose the number

of clusters subjectively. We visually compare the maps of the partitions for numbers of clusters.

We compromise between a large number of clusters and a partition that is not fragmented.

3.3.3 Regional fitting

To model the entire precipitation distribution, Naveau et al. (2016) and Tencaliec et al. (2020)

proposed a simple scheme to build a flexible distribution by writing

F (z) = G(Hσ,ξ(z))

where the flexibility function G can be any cumulative distribution function such that there exists

κ > 0 such that G(u)
uκ and 1−G(1−u)

u have finite limits when u goes to zero. These constraints

ensure that F follows EVT for very low and high precipitation accumulations. Here, we use

Gκ(u) = uκ, κ > 0, as flexibility function. Although simple, G is sufficiently flexible to model

daily rainfall distributions while maintaining parsimony in the model (Evin et al., 2016).

We fit the parameters to different levels of regionalization, from σ, ξ and κ computed individually

at every grid point to σ computed individually and κ and ξ being common between grid points

in a homogeneous region (see Table 3.1).
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Models Flexibility function G ξ σ

Local Bernstein Gi = Bernstein polynomials, site specific site specific site specific

Local Gi(u) = uκi , κi > 0 site-specific site-specific site-specific

Semiregional Gi(u) = uκi , κi > 0 site-specific constant on each cluster site-specific

Regional Gi(u) = uκ, κ > 0 constant on each cluster constant on each cluster site-specific

Table 3.1: Description of the four EGPD models, with various complexity compared in Section

3.43.4.2. The Bernstein EGPD is presented in Tencaliec et al. (2020). The local EGPD is intro-

duced in Naveau et al. (2016) and its regional version in Le Gall et al. (2021). The comparison

is mainly conducted between the local, the semiregional and the regional fitting (in bold).

PWM can quickly be estimated non-parametrically and used for estimation of EGPD parameters

(see Appendix of Naveau et al., 2016). Estimates of local parameters are taken as initial values

for the iterative estimation of regional or semiregional parameters, see Algorithm (1).

Algorithm 1 Regional fit of the EGPD in cluster C, see last row of Table 3.1.

1: cond = TRUE, eps = .001, and u = 1(mm)
2: procedure Input(Rainfall Matrix for cluster C)
3: Remove dry days by only taking {Y (s)|Y (s) > u}
4: Fit local Model at each location s ∈ C
5: Denote κ0 and ξ0 the cluster means of κ and ξ from Step 4
6: Compute m(s) the sample mean at each s ∈ C
7: while cond = TRUE do
8: Compute

σnew(s) =
ξ0 m(s)

κ0

F̄ (u)
IB

(
Hξ0

(
u
σ0

)
, 1, κ0, 1− ξ0

)
− 1

where IB(., ., .) is the incomplete Beta function
9: if |σnew − σ0| < eps then

10: cond = FALSE
11: end if
12: σ0 ← σnew

13: end while
14: Return (κ0, σ0, ξ0)

T

15: end procedure

The quantile with probability p can be computed using the explicit formula

yp = F−1(p) =
σ

ξ

[{
1−G−1(p)

}
− 1

]
, if ξ > 0, (3.5)

0 < p < 1. The return level associated with return period of T years is yp for p = 1
T×nwds

, where

nwds is the number of wet days per season. We use the mean of the number of wet days per

season during the period under study as an approximation for nwds.
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For every grid point, we assume that the random variable modelling daily positive precipitation

is independent and identically distributed. However, precipitation events can last for several

consecutive days (Buriticá et al., 2021). To ensure independence in a time series of wet days, we

extract one wet day out of three to fit the EGPD models. Despite the climate change, Donat

et al. (2014) did not detect any clear trend in the whole precipitation distribution over the period

of interest. The absence of a trend and the seasonal analysis are necessary to ensure identical

distribution.

3.3.4 Assessment of the fitting

We evaluate the goodness-of-fit with standard statistical tools focusing on accuracy, flexibility of

estimation, and rewarding of the parsimony (smaller number of parameters).

First, quantile-quantile plots (QQ-plots) provide visual information on the proximity between two

distributions. For selected grid points, we present QQ-plots, contrasting the empirical quantiles

with the quantiles parametrically estimated with the local, semiregional and regional fits, and

EGPD with Bernstein flexibility function (see Table 3.1).

We assess the agreement between the fitting and the empirical distribution with the Anderson-

Darling test (see e.g. Anderson and Darling, 1952; Scholz and Stephens, 1987). To ensure inde-

pendence between the empirical and fitted distribution at a given grid point, we use a third of

the positive precipitation time series that was not used in the fitting process as empirical data.

Table 3.2 summarizes the results of the Anderson–Darling test over Europe for the regional, the

semiregional, and the local fittings. To ensure spatial independence, we perform the tests for

1/8th of the grid points, randomly chosen. This way we avoid repetition of information between

neighbouring grid points.

Model SON DJF MAM JJA

local 91% 89% 90% 87%
semiregional 89% 87% 88% 83%
regional 88% 88% 88% 84%

Table 3.2: Anderson–Darling test at a risk level of 5%: Percentages of grid points for which the

hypothesis of equality between the empirical distribution and the fitted distribution is not rejected.

Distributions are fitted locally semiregionally and regionally; see second, third and last row of

Table 3.1.

To evaluate the goodness-of-fit, we compute the Akaike information criterion (AIC) (Akaike,

1987) for the local, the semiregional, and the regional models. This criterion combines a measure

of the goodness of fit (log-likelihood) with the parsimony andsparsity of the model. The AIC

has to be minimized. A smaller number of fitted parameters is a bonus for the model because

this reduces the risk of overfitting. For example, the local model requires the estimation of

about 3 × 20, 000 parameters, whereas the regional model only needs the estimation of about

20, 000 + (number of clusters)× 2 parameters.
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3.4 Results

3.4.1 Partition of ERA-5 over Europe

We apply the clustering algorithm introduced in Section 3.3.2 to ERA-5 positive daily precipita-

tion for each season independently.

The optimal number of clusters is three for September-October-November (SON), December-

January-February (DJF), and March-April-May (MAM), and five for June-July-August (JJA,

see Section 3.5 for a discussion about this number). Figure 3.1 shows these partitions. The

shade of colour indicates the silhouette coefficient of the grid points; light colours indicate low

silhouette coefficients and therefore a weak association with the cluster. There are very few

isolated grid points. For all the seasons, the borders between clusters follow the orography, for

example in the Alps, the Carpathians, and the UK. This orographic link is present in all seasons.

Hence, the ratio ω captures spatial structures associated with physical features such as orography

without requiring additional covariates such as longitude, latitude, or elevation. Silhouette scores

are lowest at the borders between clusters, and downward-pointing triangles, which indicate grid

points with low and minimum silhouette coefficients, are often located in transition zones between

clusters (Fig. 3.1).

Figure 3.1: Partition with the PAM algorithm applied on ERA-5 daily positive precipitation

over Europe for all seasons. Each cluster is identified by a colour. The shades of colour indicate

the silhouette coefficient at every grid point. Intense hues indicate a strong association with the

cluster. The black lines are 500 [m] altitude isolines of the surface topography in ERA-5. Within

a cluster, the circle indicates the location of the medoid, and the triangle pointing up (resp. down)

indicates the grid point with the highest (resp. lowest) silhouette coefficient.
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3.4.2 Assessment of the fitting

The fitting models are assessed with the Anderson–Darling test, the AIC criterion and QQ-plots.

The Anderson–Darling test indicates similar performance for the fitting of the regional and local

EGPD models; see Table 3.1. The null hypothesis is that the fitted and the empirical distribution

are the same. Table 3.2 displays the non-rejection rates of the null hypothesis for the Anderson–

Darling test for each season and model across the entire domain. The null hypothesis is not

rejected for 87% of the grid points in JJA and 91% in SON for the local fit. For the regional

fit, it is not rejected for 84% of grid points in JJA and 88% in SON, DJF, and MAM. The

non-rejection rate for the semiregional fitting is very similar to that the regional fitting. The

percentage is lower for the local fit than for the regional fit in all seasons. Nonetheless, the

difference between local and regional is smaller than 3% in all seasons. For all seasons and all

fittings, the non-rejection rate indicates good performance of the model, the perfect non-rejection

rate being 95% on a test with a confidence level of 5%.

The variability of meteorological processes tends to increase with the altitudinal gradient. Around

complex topography, local-scale variations in precipitation may occur. Precipitation distributions

might differ substantially between grid points, even within a homogeneous region, and the quality

of the regional fit might decrease. We therefore distinguished the rejection rate of Anderson–

Darling test between grid points below and above 1000 meters above sea level. We did not

find any significant difference in the rejection rate of the Anderson–Darling test between grid

points at low and high altitudes (not shown). Moreover, the goodness of the classification in the

clustering procedure might impact the accuracy of the fit. At a grid point with a poor connection

to its cluster, the regional value of ξ (and κ) might not be accurate and the distribution fitted

regionally might be significantly different from the empirical distribution. We distinguished the

Anderson–Darling test between grid points with a silhouette greater or lower than 0.2. Here too,

we observe no significant difference between grid points with low and high silhouettes, for either

the local or regional fits (not shown). Even if the local model is the most adaptable, the regional

model seems to be sufficiently flexible to (i) take into account the local-scale variations caused by

complex topography and (ii) compensate for the regionalization of two parameters out of three.

The AIC criterion summarizes the information contained in the likelihood and penalizes the

number of parameters. It should be as low as possible. The AIC is much lower for the regional

model than for the semiregional and local models independent of the season (see Table 3.3).

AIC values across all grid points vary between −115, 106 in JJA and −107, 250 in DJF for the

regional fitting, between −79, 400 in JJA and −67, 614 in DJF for the semiregional fitting and

between −43, 704 in JJA and −27, 984 in SON for the local fitting. These AIC values highlight

the trade-off between parsimony and goodness of fit of the regional fitting. Having only one EGP

parameter varying within one cluster in the regional model substantially reduces the AIC.

Figure 3.2 displays the QQ plots for cluster medoid, cluster minimum, and cluster maximum

silhouette coefficient in each cluster in SON (see partition in Fig. 3.1(a)). For the most centrally

located grid point, the medoid, all the fittings perform similarly well. One exception is the upper

tail in the northern and southern clusters, which is slightly overestimated with the regional

fitting compared to the local one. For the grid point with a minimum silhouette, the regional
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Model SON DJF MAM JJA

local -30,888 -27,984 -30,016 -43,704
semiregional -69,792 -67,614 -69,138 -79,400
regional -108,702 -107,250 -108,266 -115,106

Table 3.3: Akaike information criterion over Europe for each model and season.

and semiregional fit have a similar performance to the local one or even outperform them in the

southern cluster. In the intermediate and southern clusters, for the semiregional and regional

fittings only the most extreme precipitation is overestimated compared to the local fit. For the

grid point with the maximum silhouette, the regional and semiregional fits outperform the local

fit for the whole distribution. Extremes are well captured with the regional method, except in

the northern cluster, where the highest precipitation is overestimated for all the fittings. The

semiregional and regional fittings seem to significantly improve the quality of estimation for the

best-classified points. The semiregional and regional fittings have similar performances. We

also compared with the local Bernstein fitting; see Table 3.1. Its performance is similar to the

semiregional and regional fittings except in the southern cluster.

3.4.3 Return levels

The estimate of the return levels is spatially smooth despite the regionalization of two out of

three parameters in the EGPD. Figures 3.3, 3.4 and 3.5 show the 10-, 50-, and 100-year return

levels for all seasons. Even though the shape and flexibility parameters ξ and κ are constant

across each cluster, the variability of scale parameter σ (estimated locally) accounts for the high

level of spatial detail of the fit. Regions with high return levels are shown in deep blue and purple

colours on the map. Specific regions known to experience heavy precipitation are highlighted,

such as the Cévennes, South of France (with Cévenols episodes, see e.g. Ducrocq et al., 2008;

Vautard et al., 2015) in SON and the Canton of Ticino in southern Switzerland (Isotta et al.,

2014; Barton et al., 2016; Panziera et al., 2018) in SON, MAM, and JJA.
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Figure 3.2: Example QQ plots of the regional, semiregional, local, and local Bernstein (local

BB) fittings, for the medoid point (left) and the grid points with minimum (middle) and maximum

(right) silhouettes in the northern (top row), intermediate (middle row), and southern (bottom

row) clusters in SON (blue cluster in Figure 3.1).

Figure 3.3: 10-year return levels computed with the regional fitting, see Table 3.1.
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Figure 3.4: 50-year return levels computed with the regional fitting, see Table 3.1.
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Figure 3.5: 100-year return levels computed with the regional fitting, see Table 3.1.

Finally, we compare the return levels obtained with the local fit and the regional fit. Figure 3.6

displays the relative difference between the 50-year return levels for regional and local fittings.

The return levels differ by less than 10% for about 60% of the grid points in SON and for up to

80% of the grid points in DJF. The mean value of the absolute difference lies between 7% (DJF)

and 10% (SON). Areas with the highest relative differences are generally located in the cluster

with the highest shape parameters: those with more frequent extremes. The same maps for the

10- and 100-year return levels can be found in appendix (Fig. 3.7 and 3.8).

Figure 3.6: Relative difference between the 50-year return levels computed with the regional

fitting and the local fitting.
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3.5 Discussion

We conduct a PAM clustering procedure based on the PWM ratio ω. We find that the optimal

number of clusters is three in SON, DJF and MAM, and five in JJA. The higher number of

clusters in JJA might be explained by a larger spatial variability of precipitation extremes in

Europe in summer (see e.g Cortesi et al., 2014, in Spain). The same analysis was conducted for

hierarchical partitioning, leading to the same results for some parametrization (results available

upon request).

The choice of the optimal number of clusters is challenging. The various criteria for the choice

proposed in the literature did not agree on the optimal number of clusters (see e.g. Pansera

et al., 2013, for the use of two criteria). This can be explained by the large number of grid points

in the analysis, resulting in more noise in the criteria than actual information about the goodness

of the partitioning. In general, if many grid points are involved, we recommend using more than

one criterion and checking the maps visually for the plausibility of the partition obtained.

We analyse the impact of the number of clusters on the regional fit. For this purpose, we compare

the difference between the 50-year return levels based on the PAM partition with three clusters

and the one with four clusters, in SON (not shown). For a large majority of the grid points, the

difference in return levels is lower than 5%. The difference is a bit larger for a few outliers but

remains lower than 25%. The outliers are generally located in regions with a very low silhouette

score for the partition with 3 clusters.

We compare our partition in Central Europe to that obtained by Gvožd́ıková et al. (2019) over

Germany, Poland, Austria and the Czech Republic. They considered extreme events between

1961 and 2013. Their approach was based on the weather extremity index. They computed

Ward’s linkage in the hierarchical clustering algorithm. The clusters they found exhibit a West-

East pattern. The partition we obtain over these four countries also tends to separate eastern

and western regions. Darwish et al. (2021) also found this West-East pattern in the UK. They

delineated the regions using the most explanatory covariates (among those that were available)

and then assessed their homogeneity by computing tests of Hosking and Wallis (2005) on hourly

precipitation. Our results generally agree with the partition they obtained.

The regional model is more parsimonious than the local model; see Table 3.1. It is also more pre-

cise on well-classified points (see Figure 3.2). The semiregional and regional models have similar

performance; hence, the regional model should be preferred because it is more parsimonious. An

alternative to our fitting method would be to select only grid points with a satisfactory silhouette

score (e.g. greater than 0.2) to estimate the regional parameters. The quantiles of points with

very low silhouette scores would then be estimated locally. This could increase the likelihood

of the fitted distribution in some cases but would also increase the number of parameters to fit.

However, the performance of the regional fit was not substantially lower than the local fit for the

border areas between the clusters, and the rate of rejection in the Anderson–Darling test was not

substantially higher at grid points with low silhouettes. For the sake of simplicity and parsimony,

we choose to keep the regional approach for all points.

The local Bernstein distributions do not seem to be substantially closer to the empirical distribu-
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tion than the regional ones; see Figure 3.2. Hence the flexibility brought by the scale parameter σ

in the regional model is sufficient to fit the data well and therefore the most parsimonious model

is as precise as the others.

The spatial pattern of our seasonal 10-year return levels (Fig. 3.3) is similar to that of the yearly

10-year return levels obtained by Poschlod et al. (2021) with an observational dataset and the

Canadian Regional Climate Model.

We also compare the return levels over Switzerland with those provided by MeteoSwiss (2019) for

all the seasons (see Fig. 3.9, 3.10 and 3.11 in appendix). This small country provides a good test

case for our study because the complex orography leads to a wide variety of precipitation patterns

(Schmidli et al., 2002; Umbricht et al., 2013; Isotta et al., 2014; Evin et al., 2018). Return levels

obtained by MeteoSwiss (2019) were computed by fitting a GEV to observed seasonal maxima,

with a much higher spatial grid resolution than ERA-5 (up to 1km, see MeteoSwiss, 2020). The

maps of return levels are close in terms of magnitude and exhibit very similar spatial patterns.

Only the small-scale structures are not captured by ERA-5 which is due to the coarser grid res-

olution of ERA-5. The magnitudes of extremes are slightly underestimated in ERA-5, especially

in MAM. This agrees with the study of Hu and Franzke (2020) over Germany. They state that

ERA-5 generally underestimates extremes of daily precipitation compared to observation-based

gridded datasets (and weather station observations). In our analysis, despite the regionalization

(three or five clusters in Switzerland depending on the season) of two parameters out of three,

the scale parameter σ presents sufficient variability to have correct return levels. The variability

of σ alone is sufficient to provide accurate fitting, even in a country with a complex topography

and high local spatial variability of extreme precipitation.

3.6 Conclusions

We derive return levels of extreme daily precipitation ( > 1mm) over Europe using regionalized

parameters for the EGPD fits. The regionalization requires two steps. First, all land grid points

are partitioned into a few homogeneous regions with a clustering algorithm. As distance measure,

we estimate a scale-invariant ratio of PWM for each grid point, focusing on the tail of the

distribution, and then use the PAM clustering algorithm to group these estimates into regions.

The second step is the choice and fitting of a model to estimate return levels. We choose to fit an

EGP distribution that models the full range of precipitation intensity. Only the scale parameter is

allowed to vary within a homogeneous cluster, and the tail and flexibility parameters are common

to all grid points in that cluster.

We assessed our regional analysis with classical statistical tools and compared it to previous

analyses and return level estimates. Although parsimonious, the regional model is sufficiently

flexible to capture the strong spatial variability of rainfall intensities.

This paper provides two main contributions. We provide maps of 10-, 50- and 100-year return

levels for European precipitation of ERA-5, and we have made the algorithms for clustering and

regional model available in a GitHub repository1.

1https://github.com/PhilomeneLeGall/RFA regional EGPDk.git

https://github.com/PhilomeneLeGall/RFA_regional_EGPDk.git
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3.7 Appendix

3.7.1 Difference between the regional and the local fittings

Figure 3.7: Relative difference between the 10-year return levels computed with the regional

fitting and the local fitting.
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Figure 3.8: Relative difference between the 100-year return levels computed with the regional

fitting and the local fitting.
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3.7.2 Return levels in Switzerland

Figure 3.9: 10-year return levels in Switzerland computed with the regional fitting, for a com-

parison with the one provided by MeteoSwiss (2019).
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Figure 3.10: 50-year return levels in Switzerland computed with the regional fitting, for a com-

parison with the one provided by MeteoSwiss (2019).
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Figure 3.11: 100-year return levels in Switzerland computed with the regional fitting, for a

comparison with the one provided by MeteoSwiss (2019).
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Abstract

Heavy precipitation can lead to floods and landslides, hazards causing large damage and casu-

alties. Some of these impacts can be mitigated if good forecasts and warnings are available. Of

particular interest is seasonal to subseasonal (S2S) prediction timescale. It is receiving more and

more attention in the research community because of its importance for many sectors. How-

ever, very few forecast skill assessments of precipitation extremes in S2S forecast data have been

conducted. The goal of this chapter is to provide a methodology to assess the skill of extreme

precipitation forecasts on S2S time scales. I apply this methodology to verify extreme precipita-

tion events over Europe in the S2S forecast model from the European Centre for Medium-Range

Weather Forecasts. The verification is conducted against ERA-5 reanalysis precipitation. The

extreme events are defined as daily precipitation accumulations exceeding the seasonal 95th per-

centile. In addition to the classical Brier score, I use a binary loss function to assess extremes. I

analyse daily events locally and spatially aggregated, as well as counts of extremes in a 7-day win-

dow. Results consistently show a higher skill in winter compared to summer. The regions showing

the highest skill are Norway, Portugal and the south of the Alps. The Mediterranean region has

a relatively good skill in winter. The skill is increasing when aggregating the extremes spatially

or temporally. The verification methodology can be adapted and applied to other variables, e.g.

temperature extremes, river discharge, etc.
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4.1 Introduction

Extreme precipitation is one of the most relevant weather-related hazard, in terms of human lives,

economic impact and number of disasters (see e.g. the impact of storms and flood quantified in

WMO, 2021). The mitigation of weather-related hazards depends on the ability to forecast

them. It is therefore crucial to improve the predictability of precipitation extremes for a better

preparedness (Merz et al., 2020).

Subseasonal-to-seasonal (S2S) forecasting refers to forecasting on timescales from two weeks to

a season. S2S prediction has a large range of applications (White et al., 2017, 2021), including

the humanitarian sector, public health, energy, water management and agriculture. Forecast

skill for this time scale is key to manage natural hazards (Merz et al., 2020). S2S predictions

aim to fill the gap between weather forecasts and monthly or seasonal outlooks (White et al.,

2017). Providing skilful predictions on subseasonal or monthly timescales is challenging (Hudson

et al., 2011). Unlike short-range forecasts and seasonal outlooks that are already operational for

many years, the S2S timescale was until recently a “predictability desert” (Vitart et al., 2012).

The scientific community working with S2S forecasts has recently expanded (Mariotti et al., 2018;

Merryfield et al., 2020; Domeisen et al., 2022). Many research organisations contribute actively to

improving S2S forecast skill, as evidenced for example by the Challenge to improve Sub-seasonal

to Seasonal Predictions using Artificial Intelligence (S2S-challenge, 2021).

Precipitation is a complex variable to predict and S2S forecasts of precipitation extremes have

limited skill compared to other types of hazards (see e.g. case study Domeisen et al., 2022; Tian

et al., 2017; Endris et al., 2021). The analysis of the S2S precipitation forecast skill could allow

to identify regions, seasons and weather regimes with good or bad performance of the forecast.

With this information, the user of the datasets can know where and when the forecast model is

useful or if it would require improvement (with for example post processing Specq and Batté,

2020). This information is also useful to identify potential sources of prediction and windows

of opportunity (i.e. intermittent time periods with higher skill, Mariotti et al., 2020). Most of

the existing research on S2S prediction of precipitation extremes is focusing on North America

(Zhang et al., 2021a; DeFlorio et al., 2019), Africa (de Andrade et al., 2021; Olaniyan et al.,

2018) and Asia (Yan et al., 2021; Li et al., 2019). However little is known about the skill of S2S

extreme precipitation prediction over Europe (Monhart et al., 2018; Domeisen et al., 2022). This

chapter aims to fill this gap.

A simple analysis of the impact of the North Atlantic Oscillation (NAO, Kenyon and Hegerl,

2010) on the forecast skill is also proposed. The NAO characterizes the atmospheric pressure

fluctuations over the North Atlantic ocean through the difference of atmospheric pressure at

sea level (SLP) between the Icelandic Low and the Azores High (Hurrell et al., 2003). NAO

presents temporal persistence which is a source of forecast skill, therefore the influence of NAO

on the prediction skill is investigated. Moreover, NAO can have a large influence on extreme

precipitation occurrence, by modulating the moisture transport (Tabari and Willems, 2018). I

therefore analyse the influence of the NAO phases on the forecast skill.

An ensemble forecast is a forecast consisting of several equally probable members, i.e. runs of
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the numerical model with slightly different initial conditions (WCS, 2021). Metrics to evaluate

the bias and the accuracy of precipitation ensemble forecast include the mean absolute error, the

probability integral transform, the interquantile range, the continuous ranked probability score

(CRPS) (Hersbach, 2000; Gneiting et al., 2007; Crochemore et al., 2016; Monhart et al., 2018),

the Brier score (Brier, 1950), and the mean square skill score (Specq and Batté, 2020). These

metrics capture the mean behavior of precipitation: most of them are not directly suitable for

a verification focused on extremes. The CRPS can be adapted for a focus on extremes, with

the threshold-weighted CRPS (Allen et al., 2021, 2022). Another option is the relative operating

characteristic (ROC): it can be used to measure the ability of the forecast to identify above normal

precipitation events (Domeisen et al., 2022; Monhart et al., 2018). The quantile probability of

detection and quantile false alarm ratio are two complementary metrics to assess binary extreme

events (Zhang et al., 2021a), however these metrics are design for deterministic forecasts (only one

forecast run). In this study, I transform precipitation extremes into binary “events” and assess

the extreme events with the classical Brier score (Brier, 1950). In addition, I propose a simple

extension of the binary loss score as introduced by Legrand et al. (2021) to ensemble forecasts.

This metric considers only the case of the occurrence of an extreme event in the forecast or in

the observation or in both but not the non-events (see section 4.2.3.2).

Hindcasts are used to assess the forecast skill. Hindcasts are forecasts run for past dates over

sufficiently long time periods (20 years typically) to assess the quality of the forecast and to

identify and correct model biases (Manrique-Suñen et al., 2020). The goal of this chapter is to

quantify S2S forecast skill for extreme precipitation events over Europe with the hindcast data

from the European Centre for Medium-Range Weather Forecasts (ECMWF, Vitart, 2020), one

of the most used and most skilful S2S modeling systems (de Andrade et al., 2019; Li et al., 2019;

Stan et al., 2022; Domeisen et al., 2022).

This chapter is structured as follows. Section 4.2 contains a description of the forecast and

verification data and the methods, including the Brier score (Brier, 1950) and the BLF (Legrand

et al., 2021). I present the results of the analysis in Section 4.3. I discuss these results, draw

conclusions and give an outlook in Section 4.4.

4.2 Data and Methods

4.2.1 Data

The ensemble forecast data corresponds to ECMWF S2S precipitation hindcast data (Vitart,

2020; ECMWF, 2022a, cycle 47r2). It is composed of 11 ensemble members, initialized twice a

week, run for a leadtime of 46 days. I focus on Europe, in the spatial box [30◦N ; 72◦N] × [-15
◦E; 49.5 ◦E]. The hindcast period is 20 years with 2080 initialisations between 2001-01-04 and

2020-12-30 (twice a week, on Monday and Thursday). The data were downloaded at the model

spectral resolution “O320” (ECMWF, 2022b,c). For the analysis, the data was interpolated to a

0.5◦×0.5◦ grid using a first-order conservative remapping (Jones, 1999; CDO, 2018). Note that

the surface represented by one grid point depends on the latitude: the longitudinal extent of a

grid point is always 0.5◦, but the width in km depends on the latitude (it is about 55km at 30 ◦N
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and about 18km at 72◦N). The latitudinal extent of a grid point is constant (0.5◦, about 55km).

ERA-5 precipitation (Hersbach et al., 2019) is here the verification dataset. The choice of a

reanalysis dataset is motivated by the regular grid and temporal availability; it also avoids the

uncertainties due to the inherent spatial sparsity of weather station networks (Hofstra et al., 2009;

Rivoire et al., 2021b). Daily precipitation are extracted over the same time period, from 2001-

01-04 to 2020-12-30 plus 46 leadtime days i.e. 2021-02-14, with a spatial resolution of 0.5◦×0.5◦.
In the rest of the chapter, for the sake of simplicity, “observation” refers to ERA-5.

4.2.2 Definition of extreme events

I define precipitation extremes as daily binary exceedances over a threshold, the 95th seasonal dry

percentile (i.e. over all days in March-April-May –MAM–, June-July-August –JJA–, September-

October-November –SON– or December-January-February –DJF–). Figure 4.8 in appendix shows

the 95th percentile in ERA-5 in Europe, for the period from 2001-01-04 to 2021-02-14. The

hindcast percentiles are computed seasonally and leadtime-dependent: for a given leadtime day

and a given season, the 95th percentile is computed on daily precipitation of all the ensemble

members pooled together. Figure 4.1 shows the bias of this percentile compared to the ERA-5

observations for four different leadtimes. In this figure and all the following ones, only values

at grid points where the 95th percentile in the observations is greater than 5mm per day are

shown. The sign and the magnitude of the forecast bias are season and leadtime dependent. For

a leadtime of one day, the forecast generally underestimates the 95th percentile. For leadtimes

between 2 and 46 days, some regions have a positive bias (central Europe in spring and summer)

and some have a negative bias (the Alps in summer, autumn and winter, Norway in spring,

autumn and winter) (Figure 4.1). Generally over Europe, the bias depends on the leadtime and

on the season.

4.2.3 Metrics

I define extreme events as threshold exceedances and I use the Brier score and the BLF to assess

the forecast skill. Except for the weather regime analysis, I compute the Brier score and the BLF

for the extended winter (NDJFMA, i.e. November-April) and extended summer (MJJASO, i.e.

March-October). When defining the extremes (see previous section), the seasonal dependence

was based on usual 3-month long seasons, because of the strong dependence of the intensity

distribution on the 3-month season (see figure 4.8). The choice of extended seasons for the skill

analysis is a trade-off between having enough extreme events for a robust analysis and observing

the impact of the season on the performance of the forecast. As consequence the probability of

the extreme events is no longer be exactly 0.05 if non-stationarities within the SON and MAM

seasons exist.
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Figure 4.1: Bias of the forecast compared to the observation for the 95th percentile, for spring

(MAM, (a)-(d)), summer (JJA, (e)-(h)), autumn (SON, (i)-(l)) and winter (DJF, (m)-(p)) for

the leadtime day 1 (first column), day 2 (second column), day 8 (third column) and day 15 (last

column). Only grid points with a 95th percentile greater than 5mm per day are displayed.
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4.2.3.1 Brier Score

The Brier score B is defined as the mean square difference between forecast probability and

binary observation (Brier, 1950):

B =
1

nD

nD∑
i=1

(fi −Oi)
2,

where nD is the total number of days (about 1040 per leadtime, i.e. the number of initialisations

in the given extended season); Oi the binary observation of extreme for day i (Oi=1 if the daily

precipitation exceeds the 95th and Oi = 0 otherwise); fi is the forecast probability of extreme

occurrence for day i, i.e. the mean of the ensemble members: fi =
1
M

∑M
m=1 F(i,m) , with M the

number of ensemble members (here M = 11) and F(i,m) the binary forecast for a given ensemble

member m for day i.

B is negatively oriented (the lower the better). The climatological Brier score Bclim is used as a

reference value:

Bclim =
1

nD

nD∑
i=1

(p−Oi)
2,

where p is the climatological probability of having an extreme. Note that the value of this

probability is not exactly 0.05, as two of the 3-month seasons are splitted to form the extended

seasons. p is therefore computed empirically.

The forecast is skilful if its Brier score lower than the climatological Brier score. These scores

can be compared using the Brier Skill Score (BSS):

BSS = 1− Bhind

Bclim
.

The BSS varies between ]−∞; 1] and is positively oriented (the closer to one, the better). For a

given leadtime day, a forecast has skill if BSS > 0. From here on, the expression “the last skilful

day” refers to the largest leadtime day with skill.

The BSS has limitations because of the unbalanced categories in our case. The extreme events

dataset is composed of 95% zeros and 5% ones. A large part of the forecast and observation

datasets are matching because of the large presence of “0s” (daily precipitation lower than the

95th) in both datasets. To address this issue a binary loss index focusing on extremes (“1s”) is

also used.

4.2.3.2 Binary loss function

I define a binary loss index inspired by the binary loss score defined in Legrand et al. (2021).

This binary loss index is the ratio between the empirical probability of having an extreme event

in either the observation dataset or the forecast dataset, and the empirical probability of having

an extreme event in the observations or the forecast (including having an event in both datasets).

This index was initially designed for deterministic forecasts. It is here adapted for ensemble

forecasts with a dependence on the ensemble member (the interpretation is based on the median



4.2. Data and Methods 64

of the members, see the definition of a skilful score below). This adapted index is later on called

the binary loss function (BLF ) and is defined by:

BLFm =

N(m,1)

nD

N(m,2)

nD

i.e. BLFm =
N(m,1)

N(m,2)

where m is one forecast ensemble member, nD is the total number of days, N(m,1) is the number

of days where an extreme event is either observed or predicted by the member m, i.e. N(m,1) =

#{j | F(j,m) ̸= Oj} and N(m,2) is the number of days where an extreme event is observed or

predicted by the forecast member m (including having an event in both datasets), i.e. N(m,2) =

#{j |
(
F(j,m) = 1 or Oj = 1

)
}. In other words, N(m,1) is the number of false positives and false

negatives and N(m,2) is the number of true positives, false positives and false negatives.

This way, the focus is only on measuring the matching between “1s” (day with extreme event)

in the datasets. The case “neither the forecast nor the observation experience an extreme event”

is not taken into account in the metric. 1-BLF can be understood as the critical success index

(Schaefer, 1990; Legrand et al., 2021). To measure the leadtime dependence of the skill, BLF(m)

is computed for each leadtime day.

BLF(m) varies between [0; 1] and is negatively oriented (the closer to zero, the better). Note

that if the forecast F and the observation O are independent (i.e. a forecast with no skill) and

if P[F = 1] = P[O = 1], the BLF = 2−2α
2−α , where α = P[F = 1] = P[O = 1] (α = 0.05 for daily

exceedances in a given season). In our case, P[F = 1] is not exactly equal to P[O = 1] because

the index is computed on extended seasons and not on 3-month seasons.

The climatological value (i.e. the no-skill value) of BLF , referred to as BLFclim, is also used as

reference value. The confidence interval on BLFclim is computed to determine if the forecast is

skilful, i.e. if BLF is significantly lower than BLFclim. The confidence intervals are obtained with

a bootstrap procedure. For a given bootstrap step, a random time series is formed by drawing

values in the observation time series. The BLF is computed with this random time series as

forecast. For a given leadtime day, a forecast is said significantly skilful if the more than 50%

of the members are lower than the 5% percentile of the confidence interval on BLFclim. The

expression “last skilful day” introduced for the Brier score is also for the BLF, with the same

definition (largest leadtime day with skill, see figure 4.2 for an example).

4.2.3.3 Spatio-temporal extension of the metrics and weather-regime dependence

Asking for an exact match of events in the forecast and the observations on the same day and

at the same grid point is very strict. Indeed, precipitation is a complex variable to forecast.

Moreover, daily precipitation is defined as cumulative precipitation over 24 hours from 00:00

UTC: given a precipitation extreme observed on day D in the evening, if the forecast accurately

catch the accumulated precipitation but with a time delay of few hours, the extreme event would

be divided into two non-extreme events on day D and D+1 in the forecast. A forecast may

contain useful information, even if the forecast does not predict the event exactly on the same

day or at the same location as in the observation, but in a close neighborhood. The skill scores are
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Figure 4.2: Definition of the last skilful day for BLF: example for one grid point and one season.

therefore additionally computed with temporal and spatial aggregation windows that allow for

some flexibility in the exact location or exact timing of the events. The spatial and the temporal

aggregations are conducted independently, to analyse the individual impact of each aggregation.

For the temporal aggregation, the number of extreme events in a 7-days window are counted.

The forecast skill is measured with the Brier score and BLF by defining binary categories Et
n,

as a function of the number of events n in the window, for n = {1, ..., 7}. Either the number N t

of extreme events in the time window is lower than n (Et
n = 0) or N t is greater or equal to n

(Et
n = 1) :

Et
n =

1 if N t ≥ n

0 otherwise.

Figure 4.3 provides an example for the definition of Et
n. For a given number of events n, both

observation and forecast data are again reduced to binary data (Et
n), therefore the Brier score

and BLF can be used to quantify the forecast skill. The climatological values are computed in

a way to conserve the temporal structure present in the climatology: there is randomness in the

bootstrap only when choosing a beginning of time window in the observation. The 6 following

days are not random but the 6 following days in the time series of observations. These temporal

counts of extremes allow a simple evaluation of the ability of the forecasts to capture the temporal

clustering of extreme events

The spatial aggregation is performed by counting extreme precipitation events in neighborhoods.

Like for the temporal aggregation, I define two categories, depending on the count of events N s in
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Figure 4.3: Illustration of the weekly aggregation of extremes at one grid point. During week

1, the forecast predicts one extreme and one extreme is observed. For both the forecast and the

observation, the number of extreme events in the 7day window is greater or equal to 1: Et
1 = 1

for the two datasets. For both datasets, the number of events in the 7day window is lower than

n, for n ≥ 2: Et
n = 0 for the two datasets. During week 2, one extreme is observed but the

forecast predicts two events. For both datasets, the number of extreme events in the 7day window

is greater or equal to 1: Et
1 = 1 for the two dataset. For the observation, the number of events

in the 7day window is lower than 2 (Et
2 = 0) and this number is greater or equal to 2 for the

forecast (Et
2 = 1). For the configuration with n events, n ≥ 3, Et

n = 0 for both datasets.

Figure 4.4: Illustration of the spatial aggregation of extremes in one neighborhood. The fore-

cast indicates two extremes in the spatial neighborhood and three events are observed. For both

datasets, the number of extreme events in the neighborhood is greater or equal to 1 (Es
1 = 1) and

greater or equal to 2 (Es
2 = 1). For 3 events or more, Es

3 = 0 for the forecast and Es
3 = 1 for the

observation. For four events or more, Es
n = 0 for both datasets for n ≥4.

the spatial neighborhood being greater or lower than a number n (see figure 4.4 for an example):

Es
n =

1 if N s ≥ n

0 otherwise.

Precipitation includes some spatial structure, i.e. spatial dependence between points in a neigh-

borhood. When computing the climatology for both scores, the spatial structure is conserved:

for one step of the bootstrap only the date is randomly chosen, the spatial neighborhood is

the observed neighborhood for that day. I define the neighborhoods as square boxes of about

150km*150km, i.e. boxes with a latitudinal extent of 1.5◦N (3 grid points) and with a longitu-

dinal grid extent that depends on the latitude: from 1.5◦E at 30◦N (3 gridboxes) to 4.5◦E at

70◦N (9 gridboxes), see figure 4.11 in appendix for an illustration. Note that both the spatial

and temporal neighborhood are non-overlapping, to consider only once a given extreme event.

I additionally investigated the effect of European weather regimes on the forecast skill (as defined
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in Grams et al., 2017). The forecast skill is computed independently for positive phases and

negative phases of the NAO. During positive phases of the NAO, heavy precipitation is reduced

in southern and increased in northern Europe (and the opposite configuration in negative phases

of the NAO, Haylock and Goodess, 2004; Kenyon and Hegerl, 2010). NAO being a large-scale

circulation pattern, I expect the S2S forecasts to have more skill when predicting large-scale

patterns than local precipitation extremes.
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4.3 Results

4.3.1 Daily and local comparison

The Brier skill score indicates more skill during the extended winter (skill for up to 12 days, and

many regions with a last skilful day greater than 10 days) than during the extended summer

(last skilful day below 8 days for most grid points), see figure 4.5. Regions with high skill are

Norway, the area South of the Alps and Portugal in the extended winter and the Atlantic coast

of France, the South of France, the South of Norway, Central Europe and the South of the Alps

in the extended summer. The BLF confirm these patterns, see figure 4.9 in appendix.

Figure 4.5: Last skilful day for the Brier skill score for local and daily comparison, in extended

summer (a) and extended winter (b).

4.3.2 Temporal aggregation

The count of heavy precipitation events over 7 days also exhibits a better score in the extended

winter than the extended summer (figure 4.6). For the category “one event or more occurred

during the 7 days”, the forecasts at most grid points still have skill during the second week

leadtime, i.e. days 8 -14, for both extended seasons. The forecasts for Portugal, Norway, Greece,

the Atlantic near France and Portugal even exhibit predictability for the third week leadtime

(days 15 -21). The BS is decreasing with increasing number of events per week, however the

spatial patterns are constant. The regions showing some skill to capture temporal clustering are

Portugal, Norway (especially in winter). The BLF confirms these results, with similar patterns

(see figure 4.10 in appendix).

4.3.3 Spatial aggregation

When counting extreme events in a spatial neighborhood, the forecast in extended winter also has

a longer skilful lead period compared to summer (see figure 4.7). In extended winter for one event

or more in the neighborhood, the last skilful leadtime can be up to 13 days in many regions: the

western Iberic peninsula, northern Norway, the Atlantic coast of Spain, and the westerly oriented

coasts in general. In extended summer, the Atlantic coast of France, Italy, western Europe and
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Figure 4.6: Last week of skill for the Brier skill score in extended summer (a-c) and extended

winter (d-f) for a minimum of 1 (first column), 2 (second column) and 3 (last column) events in

a 7 days window.

the coasts of the Iberic peninsula have between 8 and 11 skilful leadtime days. The spatial pattern

of the skill remains constant with increase number of events per neighborhood.

Figure 4.12 in appendix shows maps of the last leadtime day with a positive BLF, for different

numbers of events aggregated spatially, in extended summer and extended winter. The regions

with higher skill are the same for the Brier score and for the BLF. The spatial pattern of the skill

also remains constant with increasing number of events per neighborhood.

4.3.4 Dependence on weather regimes

The forecast skill does not seem to have a strong dependence on the NAO phase, although the

data was also spatially aggregated to increase robustness (see figures 4.13 and 4.14 in appendix).

Forecasts for northern Norway have a higher skill during positive NAO phases than during neg-

ative phases, and forecasts for southern Europe have higher skill in negative phases of the NAO.

Apart from these regions, no clear patterns appear and the results are more noisy than for the

seasonal analysis. In general, in the negative phase of the NAO there is higher skill than in the

positive phase and in the positive phase there is a larger latitudinal gradient of skill. However

these results are not robust, see figure 4.15 in appendix. The zonal mean of the skill length

does not have a stronger gradient in one of the NAO phases when compared to the skill in the

extended seasons.
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Figure 4.7: Last day of skill for the Brier skill score in extended summer (a-c) and extended

winter (d-f) for a minimum of 1 (first column), 2 (second column) and 3 (last column) events in

neighborhood of 150×150km.

4.4 Discussion and Conclusion

In this chapter, I provide an assessment of the forecast skill of extreme precipitation occurrence

over Europe in the ECMWF S2S model. Extremes are defined as exceedances over the seasonal

95th percentile. I conduct a verification against ERA-5 precipitation with the Brier score and

a binary loss function (BLF ). The binary loss score is a metric for deterministic forecasts that

has the advantage of focusing on extreme event occurrence (hit, false alarm or miss). The index

BLF proposed here is a simple adaptation of the binary loss score to ensemble forecasts. The

BLF is qualitatively compared with the Brier score; the skill scores of two metrics agree very well

over Europe.

The S2S forecasts have in general a higher skill in predicting extreme precipitation events during

winter than during summer. Winter precipitation over Europe is mainly driven by large scale

processes, whereas smaller scale, convective events often drive precipitation in summer; the pre-

diction of small scale events is more challenging that large scale ones (Haylock and Goodess,

2004; Kenyon and Hegerl, 2010). This result is in agreement with the existing literature on S2S

prediction in other regions (Tian et al., 2017; Kolachian and Saghafian, 2019). Norway, Portugal

and the South of the Alps are regions with the larger skill. The orography seems to be a source of

skill (like in Norway, the Pyrenees and the South of the Alps): the forecast seems to better cap-

ture precipitation events where the complex topography acts as a forcing for precipitation. The

Mediterranean region exhibits relatively good skill in winter, along the storm track. Similarly,

the coastal regions in general have a higher skill. The water transported from the ocean first

rains out next to the coast; a potential explanation is that the model might have more difficulties
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to predict where the remaining water in the atmosphere will rain down on continental regions

because of an accumulation of uncertainty. Allowing for temporal or spatial flexibility in the

evaluation of the forecast extremes confirms the skill patterns, bringing robustness to the analy-

sis. The spatial aggregation conducted here could be adapted for an impact-oriented analysis, by

aggregating e.g. over catchments to evaluate the predictability of heavy precipitation, that can

potentially result in floods.

A first simple analysis did not highlight a clear link between the forecast skill and the NAO regime.

However, this absence of signal should be confirmed with a deeper analysis, by considering some

time lag or seasonality for the influence of the teleconnection patterns (Tabari and Willems, 2018)

or by aggregating over larger spatio-temporal neighborhoods, to increase the robustness. Other

teleconnection patterns could be investigated, such as Scandinavian and East Atlantic patterns,

El Niño southern oscillation, the Atlantic multidecadal oscillation (Casanueva et al., 2014) or the

state of the stratosphere (Domeisen et al., 2019).

The goal of this chapter is to assess the forecast skill of precipitation extremes for the ECMWF S2S

model over Europe. Two independent metrics were used and produced the same spatial features

of forecast skill, confirming the robustness of the signal. The BLF used in this dissertation is a

simple index. With further research, a probability score for ensemble forecasts could be developed

from this index. Moreover, some simulations should be run to conduct a quantitative comparison

of the two metrics. By simulating time series of extremes for both the observation and the forecast,

one could interpret the difference between the Brier Score and the BLF. An assessment focused

on the intensity would also deepen the verification; the precipitation forecast data would then

require to be calibrated (Gneiting et al., 2007; Specq and Batté, 2020; Crochemore et al., 2016;

Monhart et al., 2018; Huang et al., 2022). The threshold weighted continuous ranked probability

score would be an option to measure the intensity forecast skill with a focus on heavy precipitation

(see e.g. Pantillon et al., 2018; Allen et al., 2021). Analysing the paradigm of “maximizing the

sharpness of the predictive distributions subject to calibration” could also be an extension of

this work (Gneiting et al., 2007); the usual evaluation metrics –the probability integral transform

histogram, marginal calibration plots, the sharpness diagram– could be applied with a focus on

extremes.

As the Brier score can be viewed as a binary version of the more general CRPS, the reader

interested in the mathematical properties of such scores could look at Pic et al. (2022). In

particular, the limitation of such scores and their weighted versions in terms of scoring extremes

events have been pointed by various authors, see e.g. Taillardat et al. (2022). In contrast, the BFL

studied by Legrand et al. (2021) offers theoretical mathematical guarantees to judge a forecast

with respect to an extreme occurrence.

Note that for practical applications, one needs caution to interpret the skill in an absolute way:

a skilful forecast does not mean that the forecast is also useful forecast for practical applications.

If the BLF is equal to 0.8 but is outside of climatological confidence interval, the forecast is

better than the climatology and therefore skilful. However, it also means that only 20% of the

extremes are caught by the forecast. 80% of the time, either the forecast predicted erroneously

an extreme (false alarm) or did not predict an extreme that occurred (miss). The definition of
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the last skilful day can be adapted depending on the usage of the forecast: the definition can be

more conservative than being be, e.g. the last leadtime day for which at least 75% of the extreme

events are caught.

Checking if a value of the BLF is significant is a kind of hypothesis test that is repeated for a large

number of grid points. One could argue that some regional significance should be investigated.

However, when displaying the local significance as “largest leadtime day with skilful forecast”, the

results are continuous rather than a strict “yes or no” response. Moreover, the spatial coherence

of the results confirms the robustness of the method.

Our method to assess extremes can also be applied to other variables, such as temperature,

river discharge, etc. Considering the other side of extremes, evaluating the skill of forecasts to

predict droughts would also be of crucial importance. For droughts, the persistence of dry periods

matters, rather than the occurrence of precipitation. The method could be adapted accordingly,

e.g. adjusting the definition temporal aggregation introduced in this chapter.
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4.5 Appendix

4.5.1 95th percentile

Figure 4.8: 95th percentile of daily precipitation in ERA-5, 2001-2021.
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4.5.2 Local and daily comparison of extremes

Figure 4.9: Last skilful day for the BLF for local and daily comparison, in extended summer

(a) and extended winter (b).
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4.5.3 Temporally accumulated extremes

Figure 4.10: Last day of skill for the BLF in extended summer (a-c) and extended winter (d-e)

for a minimum of 1 (a,d), 2 (b,e) and 3 (c,f) events in a 7 days window.
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4.5.4 Spatially accumulated extremes

Figure 4.11: Illustration of the width of the spatial neighborhood, in terms of grid points,

depending on the latitude for a constant width in kilometers (and for a constant area).
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Figure 4.12: Last day of skill for the BLF in extended summer (a-c) and extended winter (d-f)

for a minimum of 1 (first column), 2 (second column) and 3 (last column) events in neighborhood

of 150×150km.

Figure 4.13: Last day of skill for the Brier score in positive NAO phase (a-c) and negative NAO

phase (d-f) for a minimum of 1 (first column), 2 (second column) and 3 (last column) events in

neighborhood of 150×150km.
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Figure 4.14: Last day of skill for the BLF in positive NAO phase (a-c) and negative NAO

phase (d-f) for a minimum of 1 (first column), 2 (second column) and 3 (last column) events in

neighborhood of 150×150km.
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Figure 4.15: Zonal mean of the last skilful day for the BLF, during the different NAO phases,

and during extended summer and extended winter, for comparison (with spatial aggregation).



CHAPTER

5

SUMMARY, CONCLUDING REMARKS

AND OUTLOOK

5.1 Summary and concluding remarks

In this thesis, precipitation was modelled and verified with a focus on extreme precipitation.

Extreme value theory was used to model the intensity of precipitation extremes. The research

questions formulated in the introduction (Chapter 1) have been answered through the chapters

of this thesis.

Chapter 2 contains a validation of precipitation from the ERA-5 reanalysis dataset against two

observational datasets, EOBS and CMORPH. EOBS is a European gridded dataset interpolated

from station observations. CMORPH provides global precipitation (between -60◦N and 60◦N)

derived from a combination of passive micro-wave satellite scans and geostationary satellite in-

frared data. The strengths and weaknesses of the two observation datasets are documented in

the literature. With this information in mind, we assessed both the occurrence and the intensity

of precipitation. We used the extended generalized Pareto distribution to model the precipitation

intensity. This model can fit the entire range of precipitation distribution using extreme value

theory for the lower and upper tails. The precipitation co-occurrence was quantified with the

hit rate. The intensities of ERA-5 and the observational datasets were compared using quan-

tile estimates and the Kullback-Leibler divergence. Over Europe, precipitation in EOBS and

in ERA-5 are generally in good agreement, particularly in the regions where the EOBS station

coverage is dense. The reanalysis dataset shows more discrepancy with the observation in areas

where the station coverage is poor. ERA-5 and CMORPH precipitation intensity agree well over

the midlatitudes but disagree strongly over the tropics, where ERA-5 underestimates heavy pre-

79
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cipitation. The regular spatial and temporal resolution and the consistency with the large-scale

circulation are the strengths of the precipitation data from ERA-5 reanalysis. In general, ERA-5

shows a good agreement with observation-based datasets in the extra-tropics. To my knowledge,

a global evaluation of ERA-5 with a specific focus on extremes had never been conducted in

the past. The reanalysis dataset provides valuable complementary information to observational

data in regions where observational datasets are sparse. The assessment showed that ERA-5 had

limited skill for heavy precipitation over the tropics. This limitation has been complemented

by Hassler and Lauer (2021), who found a limited performance for low and mean precipitation

(but with still a higher skill than other reanalysis datasets). An observational dataset should be

preferred over ERA-5 in the tropics. This chapter highlights the usefulness and limitations of

ERA-5 precipitation. The analysis presented in this chapter was published in an article (Rivoire

et al., 2021b).

The verification of the dataset ERA-5 conducted in Chapter 2 constitutes a basis for the two

following chapters.

In Chapter 3, we estimated return levels of extreme precipitation over Europe by fitting the

intensity distribution regionally. The procedure consists of two main steps: 1) the identification

of homogeneous regions in terms of extreme behavior 2) the fitting of the intensity distribution

with a reduced number of parameters over each homogeneous region. We applied the procedure

to ERA-5 precipitation over Europe lands. For the first step, the homogeneous regions were

identified with the partitioning-around-medoid clustering algorithm. The distance used for the

clustering is based on a ratio (ω) of probability-weighted moments that is non-parametric and

that characterizes the upper tail of the distribution. The number of clusters was chosen in a way

to have a partition not too fragmented in space. The output of the clustering is a physically

meaningful partition, e.g. the borders between clusters follow the orography. The ratio ω ,

therefore, captures spatial structures associated with physical features, even without the use of

covariates. For the second step, we fitted the intensity distribution within every homogeneous

cluster with the extended generalized Pareto distribution. This distribution can be fitted locally

with three parameters. However, the region of interest contains 20,000 grid points: a local fitting

implies a large number of parameters, 3×20,000. The homogeneous regions were used to reduce

this number. Two of the three parameters were regionalized: they were estimated by pooling

(and normalizing) the precipitation data of all grid points within a homogeneous region. This

way, the number of parameters was divided by approximately 3. The only parameter that is

allowed to vary within a homogeneous region brings the flexibility needed to accurately model

local precipitation. The return levels for return periods of 10, 50 and 100 years were estimated.

The parsimonious fitting we conducted competes well with models with higher complexity. The

novelty brought by this chapter is the clustering procedure on extreme precipitation behavior

conducted over Europe, as well as the pooling of grid points on large clusters while maintaining

the local variability for the estimation of return levels. The identification of regions with similar

behavior of heavy precipitation is a central result of this chapter. The analysis presented in this

chapter was submitted to the journal Weather and Climate Extremes (Rivoire et al., 2021a).

Chapter 4 evaluated extreme events in precipitation forecast. As an illustration, I focused on
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precipitating extremes in ECMWF subseasonal forecasts (S2S) over Europe. The verification

was conducted against ERA-5 precipitation. The extremes were defined as exceedances over the

seasonal 95th percentile. This definition has the advantage of providing debiased binary data

for extremes. The Brier score and a binary loss function were used to measure the skill of the

forecast compared to the observation. The forecast is considered skilful if it has higher skill than

a prediction based on the climatology. A forecast can still be useful on the S2S timescale if

it can capture an extreme event in a close spatio-temporal neighborhood instead of the exact

same day and the same location. Therefore, in addition to a strict local daily verification of

extremes, I allowed for spatial and temporal flexibility. For all the configurations, I found a

higher forecast skill in winter compared to summer. Norway, Portugal and the south of the Alps

are the most skilful regions. The Mediterranean region also has relatively good skill in winter. The

spatial and temporal aggregation of the extremes increases the skill over Europe. The assessment

conducted in Chapter 4 fills the research gap in S2S forecast skill of precipitation over Europe.

The methodology developed in this chapter can be adapted and applied to other variables with

large impacts, such as temperature extremes or river discharge. The results presented in Chapter

4 constitute a useful contribution to the knowledge about S2S prediction timescale, a research

field in recent expansion.

In this doctoral thesis, several evaluation methods for precipitation dataset were studied. They

all have a particular focus on precipitation extremes, analysing both the intensity and the occur-

rence of heavy precipitation. The developed algorithms for each chapter have been made avail-

able on Github (https://github.com/PauRiv and https://github.com/PhilomeneLeGall/RFA

regional EGPDk.git) and have been applied to large gridded datasets, with a spatial extent

scale of Europe and the whole globe. This thesis lies at the interface between applied statistics

and climatological analysis: innovative statistical tools were applied to datasets widely used.

https://github.com/ PauRiv
https://github.com/PhilomeneLeGall/RFA_regional_EGPDk.git
https://github.com/PhilomeneLeGall/RFA_regional_EGPDk.git
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5.2 Outlook

The analyses and outcomes of the present thesis opened avenues for further research. In this

section, I propose a list of potential research questions, as follow-ups of this doctoral thesis.

� The evaluation of ERA-5 precipitation dataset could be extended further with a focus on

other continents than Europe. The methodology developed in Chapter 2 could be used for

another comparison of ERA-5 with regional observations over e.g. central America, Africa

or Oceania, where the assessment of ERA-5 over large spatial extent (continent-scale) is

lacking. The choice of CMORPH for the comparison with ERA-5 was motivated by global

availability. However, this satellite dataset is available only for a short time period (2003-

2016).

� Even if ERA-5 performs better over the tropics than ERA-interim (the previous reanalysis

dataset from ECMWF) and other reanalyses, this region remains a difficulty for this type

of dataset (Rivoire et al., 2021b; Hassler and Lauer, 2021). A technical investigation of

the reasons for this difficulty would be useful and could help to find ways of potential

improvement.

� In Chapter 3, the choice of the number of clusters was guided by visual consideration.

Investigating metrics for an automatic decision for the number of clusters would remove

the arbitrariness of the choice. One option could be to use geometrical indices to penalize

the fragmentation of the clusters (e.g. section 4.3 in Kholodovsky and Liang, 2021).

� The identification of coherent regions in Chapter 3 could be extended by considering both

temporal and magnitude considerations for extremes, i.e. both the co-occurrence of ex-

tremes and the heavy precipitation behavior. Le Gall et al. (2021) developed a clustering

algorithm based on both intensity distribution and temporal dependence and applied it on

global climate models. Their method could be applied to ERA-5 precipitation, over Europe

or globally.

� In Chapter 4, the simple index derived from the binary loss score still has a lot of room

for improvement. With further research, this index could be transformed to a probability

score adapted to ensemble forecasts. An assessment of non-binary extremes could also be

conducted, working with continuous data in the upper tail of the distribution, with for

example a continuous ranked probability score focusing on extreme events (Allen et al.,

2021, 2022; Taillardat et al., 2022; Pic et al., 2022). This would require more sophisticated

post-processing of the data, e.g. quantile mapping (Crochemore et al., 2016; Monhart et al.,

2018) or Bayesian calibration (Specq and Batté, 2020).

� The evaluation of the precipitation extremes could be extended further, with the inves-

tigation of the impact the type of precipitation, e.g. with the research question: among

convective, cyclonic and orographic precipitation, what is the type of precipitation with

the best skill? Moreover, all the available S2S forecast models (in addition to the ECMWF
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one) could be evaluated over Europe (Vitart and Robertson, 2018). The spatial aggrega-

tion of precipitation over regions where impacts are relevant would bring some depth to the

analysis, aggregating for example over catchments (Kopp et al., 2021).

� Finally, the method developed for the verification of extremes could be applied to other

variables with available S2S forecasts, such as temperature or streamflow. The S2S hind-

cast database of ECMWF (Vitart, 2020) provides a large range of variables. One could

investigate the prediction skills of variables having a potential impact on vegetation, such

as 2-metre temperature (daily average, 6hourly minimum and 6hourly maximum), total pre-

cipitation (6hourly accumulation), surface temperature, soil moisture top 20 cm and 100cm,

soil temperature top 20 and 100 cm and 2-metre dewpoint temperature, snow depth water

equivalent (daily averages).
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Bador, M., Naveau, P., Gilleland, E., Castellà, M., and Arivelo, T.: Spatial clustering of summer

temperature maxima from the CNRM-CM5 climate model ensembles & E-OBS over Europe,

Weather and climate extremes, 9, 17–24, 2015.

Barton, Y., Giannakaki, P., von Waldow, H., Chevalier, C., Pfahl, S., and Martius, O.: Clustering

of Regional-Scale Extreme Precipitation Events in Southern Switzerland, Monthly Weather

Review, 144, 347–369, https://doi.org/10.1175/MWR-D-15-0205.1, 2016.

Batjes, N. H.: ISRIC-WISE derived soil properties on a 5 by 5 arc-minutes global grid (ver. 1.2),

Tech. rep., ISRIC-World Soil Information, 2012.

Beck, H. E., Zimmermann, N. E., McVicar, T. R., Vergopolan, N., Berg, A., and Wood, E. F.:
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Kolstad, E. W., LaJoie, E., Lledó, L., Magnusson, L., Malguzzi, P., Manrique-Suñén, A.,
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vue des sciences de l’eau/Journal of Water Science, 16, 27–54, 2003.

Stan, C., Zheng, C., Chang, E. K. M., Domeisen, D. I. V., Garfinkel, C. I., Jenney, A. M., Kim,

H., Lim, Y.-K., Lin, H., Robertson, A., Schwartz, C., Vitart, F., Wang, J., and Yadav, P.:

Advances in the prediction of MJO-Teleconnections in the S2S forecast systems, Bulletin of

the American Meteorological Society, -1, 2022.

Stein, M. L.: Parametric models for distributions when interest is in extremes with an

application to daily temperature, Extremes, https://doi.org/10.1007/s10687-020-00378-z,

https://doi.org/10.1007/s10687-020-00378-z, 2020.

Stocker, B. D., Zscheischler, J., Keenan, T. F., Prentice, I. C., Seneviratne, S. I., and Peñuelas,
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W., Macleod, D., Manrique-suñén, A., Martins, E. S. P. R., Carolyn, J., Merryfield, W. J.,
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APPENDIX

A

IDENTIFYING METEOROLOGICAL

DRIVERS OF EXTREME IMPACTS: AN

APPLICATION TO SIMULATED CROP

YIELDS

This chapter contains an article published in 2021 with the title “Identifying meteorological

drivers of extreme impacts: an application to simulated crop yields” in the journal Earth System

Dynamics (Vogel et al., 2021). Johannes Vogel and Pauline Rivoire contributed equally to this

paper. This article was written together with Cristina Deidda, Leila Rahimi, Christoph A.

Sauter, Elisabeth Tschumi, Karin van der Wiel, Tianyi Zhang, and Jakob Zscheischler. This

work emerged from the Training School on Statistical Modelling organized by the European

COST Action DAMOCLES.

111



Appendix A. Identifying meteorological drivers of extreme impacts: an application to
simulated crop yields 112

Abstract

Compound weather events may lead to extreme impacts that can affect many aspects of society

including agriculture. Identifying the underlying mechanisms that cause extreme impacts, such

as crop failure, is of crucial importance to improve their understanding and forecasting. In this

study we investigate whether key meteorological drivers of extreme impacts can be identified using

Least Absolute Shrinkage and Selection Operator (Lasso) in a model environment, a method that

allows for automated variable selection and is able to handle collinearity between variables. As an

example of an extreme impact, we investigate crop failure using annual wheat yield as simulated

by the APSIM crop model driven by 1600 years of daily weather data from a global climate

model (EC-Earth) under present-day conditions for the Northern Hemisphere. We then apply

Lasso logistic regression to determine which weather conditions during the growing season lead

to crop failure. We obtain good model performance in Central Europe and the eastern half of

the United States, while crop failure years in regions in Asia and the western half of the United

States are less accurately predicted. Model performance correlates strongly with annual mean

and variability of crop yields, that is, model performance is highest in regions with relatively

large annual crop yield mean and variability. Overall, for nearly all grid points the inclusion of

temperature, precipitation and vapour pressure deficit is key to predict crop failure. In addition,

meteorological predictors during all seasons are required for a good prediction. These results

illustrate the omnipresence of compounding effects of both meteorological drivers and different

periods of the growing season for creating crop failure events. Especially vapour pressure deficit

and climate extreme indicators such as diurnal temperature range and the number of frost days

are selected by the statistical model as relevant predictors for crop failure at most grid points,

underlining their overarching relevance. We conclude that the Lasso regression model is a useful

tool to automatically detect compound drivers of extreme impacts, and could be applied to other

weather impacts such as wildfires or floods. As the detected relationships are of purely correlative

nature, more detailed analyses are required to establish the causal structure between drivers and

impacts.
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A.1 Introduction

Climate extremes such as droughts, heatwaves, floods and frost events can have substantial

impacts on crop health (Shah and Paulsen, 2003; Singh et al., 2011; Lesk et al., 2016; Ben-Ari

et al., 2018). However, not all climate extremes lead to an extreme impact, and large impacts can

be related to moderate drivers (Zscheischler et al., 2016; Van der Wiel et al., 2019a, 2020; Pan

et al., 2020). Whether a large impact occurs does not only depend on a climate hazard but also

on the vulnerability of the underlying system (Oppenheimer et al., 2015), which varies strongly

for crops during the course of the growing season (Iizumi and Ramankutty, 2015; Ben-Ari et al.,

2018). The mechanisms that translate a climate hazard into crop failure are often very complex

and associated with lagged effects that are difficult to disentangle (Frank et al., 2015).

While climate extremes may lead to large impacts, extreme climate-related impacts are often

the result of multiple contributing factors (Tschumi and Zscheischler, 2020). The concept of

compound events has recently been promoted to address climate impacts from an impact-centred

perspective. For instance, compound events have been defined as extreme impacts that depend

on multiple statistically dependent drivers (Leonard et al., 2014) or, more recently, simply as the

combination of multiple drivers that contributes to environmental or societal risk (Zscheischler

et al., 2018). Drivers in this context refer to climate and weather processes and phenomena.

With respect to yields at the local scale, multiple drivers can compound an impact through a

sequence of weather events (temporally compounding); one weather event may also change the

vulnerability of the crop to a subsequent weather event (preconditioning); or multiple drivers

may interact and impact crops at the same time (multivariate events) (Zscheischler et al., 2020).

Understanding the drivers that lead to extreme impacts helps to better predict and mitigate the

potential impacts of such events. One way of identifying the relevant drivers of an impact is to

perform a bottom-up analysis, that is, start from an impact and identify key drivers through sta-

tistical analysis (Zscheischler et al., 2013; Ben-Ari et al., 2018). In this context, linear regression

analysis can identify the most relevant drivers of an impact variable and reveal potential interac-

tions between drivers (Forkel et al., 2012; Ben-Ari et al., 2018). More sophisticated approaches

such as random forest might yield higher predictive power at the cost of losing explainability

(Vogel et al., 2019). When the set of possible predictors is very large, suitable variable selection

approaches need to be applied to reduce the number of predictors. In order to be applicable to

a large number of locations and a variety of impacts, an automatic approach is desired that only

requires a limited amount of expert knowledge and parameter tuning. An example of such an ap-

proach is the Least Absolute Shrinkage and Selection Operator (Tibshirani, 1996), or short Lasso

regression, which obtains a reduced number of predictors by penalizing the number of variables

in the loss function.

The aim of this study is to present a method that can identify drivers of extreme impacts in

an automatic manner and that is suitable for many applications. We use crop failure as an

example of an extreme impact in a model environment, that is, we use simulated data from

a climate and a crop model. End-of-season crop yield is related to climate drivers via highly

complex interactions at different temporal scales. Temperature and precipitation are the two
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basic climate variables that regulate crop health (Lobell and Asner, 2003; Lobell et al., 2011;

Leng et al., 2016). Furthermore, vapour pressure deficit (VPD), the difference of water vapour

pressure at saturated condition and its actual value at a given temperature, determines crop

photosynthesis and water demand (Rawson et al., 1977; Zhang et al., 2017; Yuan et al., 2019).

Here we use 1600 years of wheat yield data from a global gridded crop model driven by simulated

meteorological data under present-day conditions. Based on this large database of yield data

we showcase approaches to identify multiple drivers of crop failure in different regions of the

world and highlight results for the Lasso regression. Using a model environment to explore new

analytical approaches to identify drivers of extreme impacts, we circumvent common limitations

associated with observational data, such as a small sample size, measurement uncertainties and

data coverage. Among the large amount of information provided by the crop model simulations,

the statistical model summarizes the link between crop failure and climate conditions.

This paper is structured as follows. The data and methods used in this study are introduced

in section A.2. In this section, the reader can first find a description of the data, including an

introduction to the global climate model and the crop model used in this study. We further

describe which meteorological variables are considered in the statistical analysis; section A.2

also introduces the Lasso logistic regression to predict years of low yield based on meteorological

drivers and the metrics employed to assess the performance of the statistical model. The results of

the Lasso regression are shown in section A.3, where the performance and the summary statistics

for the variables that have been selected as being critical to predict crop failure events are

presented. Finally, we summarize and discuss the Lasso regression’s results in section A.4, and

give some perspective to this study in section A.5.

A.2 Data and Methods

A.2.1 Climate and crop model simulations

To investigate the influence of natural variability and climatic extreme events, a large ensem-

ble simulation experiment was set up with the EC-Earth global climate model (v2.3, Hazeleger

et al., 2012). We use this climate model dataset, consisting of 2000 years of present-day simulated

weather, to investigate if we can identify the drivers of extreme low crop yield seasons. Large

ensemble modelling is at the forefront of climate science (Deser et al., 2020), due to the com-

putational expenses involved a balance between ensemble size, horizontal resolution and number

of climate models has to be found. We have found the climate data used here to be suitable

for the present study. A detailed description of these climate simulations is provided in Van der

Wiel et al. (2019b), here we provide a short overview of the experimental setup. Present-day

was defined as the five year model period in which the simulated global mean surface temper-

ature matched that observed in 2011-2015 (HadCRUT4 data, Morice et al., 2012). Because of

a cold bias in EC-Earth, in the model this period is 2035-2039. To create the large ensemble,

twenty-five ensemble members were branched off from sixteen long transient climate runs (forced

by Representative Concentration Pathway (RCP) 8.5). Each ensemble member was integrated

for five years. Differences between ensemble members were forced by choosing different seeds
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in the atmospheric stochastics perturbations (Buizza et al., 1999). This resulted in a total of

16 × 25 × 5 = 2000 years of meteorological data, at T159 horizontal resolution (approximately

1◦).

Biases in the EC-Earth simulations result in unrealistic growing conditions for crops. There-

fore, minimum and maximum temperatures and precipitation fields were bias-corrected. The

AgMERRA reanalysis (Ruane et al., 2015) was used as ‘truth’. From AgMERRA the years

1981-2010 were used as a training set, while EC-Earth uses the long transient runs (sixteen ×
2005-2034). Daily minimum and maximum temperatures were corrected on a grid point basis, a

model bias field was defined as the difference between the model climatology and the AgMERRA

climatology. The climatology was defined to be the mean plus the first three annual harmonics.

Daily precipitation was corrected towards having the correct number of rainy days and total

amount of precipitation. Firstly, for each month the number of rainy days in AgMERRA was

computed (threshold 0.1 mm/day), then the same threshold was determined for EC-Earth data,

which resulted in the same number of rainy days. All days with simulated precipitation smaller

than this threshold were set to 0 mm/day. Lastly, the total amount of precipitation was cor-

rected by means of a multiplicative factor, also on a month-by-month basis. Other meteorological

variables were not bias-corrected.

Northern Hemisphere winter wheat yields were simulated using the APSIM-Wheat model (Zheng

et al., 2014), which is a process-based model incorporating wheat physiology, water and nitrogen

processes under a wide range of growing conditions. It was previously used for field (Li et al.,

2014), regional (Asseng et al., 2013) and global scale (Rosenzweig et al., 2014) wheat studies. A

grid point-specific sowing date was used based on Sacks et al. (2010). The application of nitrogen

was exacted from Mueller et al. (2012). Soil parameters (including pH, soil total nitrogen, organic

carbon content, bulk density and soil moisture characteristics curves for each of five 20 cm deep

soil layers) were derived from the International Soil Profile dataset (Batjes, 2012). In addition,

we also input the grid-specific thermal time accumulation parameters, which were derived from

phenology (Sacks et al., 2010) and AgMERRA data. The atmospheric CO2 concentration was

set to 394 ppm. The growing season of winter wheat spans two calendar years (e.g. sowing in

November and harvest in June). As such, each climate model integration of five years covers

four winter wheat growing seasons, the 2000 years of EC-Earth climate data thus result in 1600

simulated wheat growing seasons. Further details on the settings of the APSIM-Wheat model

can be found in Appendix A.5.1. For model validation, the grid-based wheat yield simulations

were aggregated to country-level and then validated against the yield statistics during 2011-

2015 (FAOSTAT, 2020). Most simulated yields are closely related to observed yields (Fig. A.9),

indicating a good model performance.

A.2.2 Data processing

The APSIM model provided crop data for 995 grid points in the Northern Hemisphere. For our

analysis, we chose to discard all grid points for which the annual mean yield is below the 10th

percentile of annual mean yield across all grid points because many of these grid points were also

associated with unrealistically long (¿365 days) or short (¡90 days) growing seasons or had an
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Figure A.1: (a) Mean annual yield over the 1600 years (ton/hectare). (b) Relative difference

between the 5th percentile and the mean annual yield. Grid points discarded for our study are

crossed out (specified in the Section A.2.2).

overall average crop yield of 0 kg/ha. 895 grid points remained for the analysis.

At each grid point, a year with yield lower than the 5th percentile for this grid point is considered

as a year with crop failure, and called “bad year” in the remainder, whereas all other years are

referred to as “normal years”. Grid points for which the 5th percentile yield was equal to 0

were excluded to avoid the co-occurrence of years without yield in the bad and normal years.

This excluded 6 more grid points so that 889 remained for further analysis. Figure A.1a shows

the simulated mean annual yield and Fig. A.1b displays the relative difference between the 5th

percentile and the mean annual yield. These two figures also indicate grid points that were

discarded for further analysis. Finally, we discarded individual years with a growing season

longer than 365 days, leading to a slightly smaller number of years than 1600 for 82 pixels, i.e.

for about 5 % of the grid points.

The data was split into a training and testing dataset by randomly assigning 70 % of the data

to the former and 30 % to the latter. For the logistic regression (Section A.2.4) explanatory

variables and yield were normalised by rescaling them to a range of [-1, 1] for each grid point

individually.

A.2.3 Explanatory data analysis

The APSIM model uses six meteorological variables on a daily basis as input (dew point tem-

perature (Td), precipitation (Pr), 10 m wind speed (Wind), incoming shortwave radiation (Rad),

maximum temperature (Tmax), and minimum temperature (Tmin)). From these variables, we

additionally calculated vapour pressure deficit (VPD) as an important variable for plant growth

(Rawson et al., 1977; Zhang et al., 2017; Yuan et al., 2019). For a given grid point, the sowing

date is the same for the 1600 simulated years, but the harvest dates differ. We therefore define
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Table A.1: Meteorological drivers used in the analysis.

Variable name Description Type

Tmax Maximum temperature Monthly mean
VPD Vapour-pressure deficit Monthly mean
Pr Precipitation Monthly mean
dtr Mean diurnal temperature range in the growing season Clim. extr. ind.
frs Number of frost days in the growing season Clim. extr. ind.
TXx Maximum temperature in the growing season Clim. extr. ind.
TNn Minimum temperature in the growing season Clim. extr. ind.
Rx5day Maximum five day precipitation sum in the growing season Clim. extr. ind.
TX90p Number of warm days in the growing season with daily Clim. extr. ind.

maximum temperature above the 90th percentile a

TN10p Number of cold days in the growing season with daily Clim. extr. ind.
minimum temperature below the 10th percentile a

Note: Percentiles are grid point based, i.e. they are representative for the local climate. Clim.
extr. ind. refers to climate extreme indicator.

the growing season for a given grid point as starting on the month containing the sowing date

and finishing with the month containing the latest harvest date. Figure A.2 illustrates the tem-

poral evolution of composites of these seven variables over the course of a growing season for

normal (blue) and bad years (red) for one grid point in France (1.1◦ E, 47.7◦ N, Fig. A.2a). The

composites provide some indication about which of the meteorological variables may contribute

to crop failure. In addition, the temporal evolution of the two composites reveals during which

part of the growing season the different variables are relevant. The various composites suggests

that, for this grid point, 30-day Pr, VPD and Tmax during the summer (June-August) have a

high impact on crop yield (Figs. A.2c, f and h). The other variables appear to be less relevant

(Figs. A.2b, d, e and g). Similar composites for grid points in the US (90.0◦ W, 44.3◦ N) and in

China (118.1◦ E, 30.8◦ N) are shown in Figs. A.10 and A.11, respectively.

In addition to the seven meteorological variables, we considered seven climate extreme indicators

as potential predictors of crop failure (mean diurnal temperature range, dtr; number of frost days,

frs; maximum temperature, TXx; minimum temperature, TNn; maximum five day precipitation

sum, Rx5day; number of warm days, TX90p; number of cold days, TN10p; following Vogel et al.,

2019) (Table A.1). For both the monthly means of the meteorological variables, as well as for

the growing season means/totals of the indicators of climate extremes we calculated the Pearson

correlation coefficient between the variables and annual yield (Figs. A.3a and b for the same grid

point as in Fig. A.2 and Figs. A.3c and d as average correlation over all grid points). These

correlations are computationally and conceptionally very simple and together with Fig. A.2 serve

as a first estimation of the importance of the available variables. Some variables, such as wind

speed, do not have a discernible influence on yield and thus can be neglected for this study. We

use monthly means of Tmax, Pr and VPD during the growing season, as well as the seven extreme

indicators for further analysis.
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A.2.4 Lasso regression

The aim of this study is to provide an interpretable statistical model able to predict years with

extremely low yields (bad years) with meteorological variables. We use the Least Absolute

Shrinkage and Selection Operator (Lasso, Tibshirani, 1996) logistic regression for an automatic

selection of meteorological variables that are statistically linked to low yields. The approach is

explained below.

For a given grid point, let Y ∈ {0, 1}n be the binary yield vector, with n the number of years. If

the year i ∈ {1, . . . , n} is a bad year, then Yi = 1, otherwise Yi = 0. Let X1, . . . , Xp ∈ Rn be the

explanatory variables vectors (monthly meteorological variables and climate extreme indicators,

rescaled as explained in Section A.2.2). Using a generalized linear model and, more specifically,

a logistic regression, we can identify how much of the occurrence of bad yields is explained by

which explanatory variable:

P[Y = 1] =
1

1 + exp(β0 + β1X1 + · · ·+ βpXp)
(A.1)

where β0, β1, . . . , βp are the regression coefficients.

However, a simple logistic regression presents two challenges here. Firstly, some variables might

be highly correlated (e.g. correlation between temperature in May and temperature in June, or

the correlation of extreme indices with meteorological variables). This correlation implies a high

variability of the coefficients. For instance, if the variables Xj and Xk are highly correlated,

the information brought by a high absolute value of βj and a low absolute value of βk might be

the same as the information brought by a low absolute value of βj and a high absolute value of

βk. Another issue is the large number of potential explanatory variables (up to 43 for some grid

points). The relatively straightforward relationship of a generalized linear model (simpler than

the crop model equations themselves) allows to reveal which meteorological variables explain bad

yields best. However, if the number of a priori explanatory variables is very large, the regression

becomes rather complex and many coefficients will be close to zero, rendering an interpretation

difficult.

Lasso regression tackles both challenges with an automatic variable selection using a regulariza-

tion by penalizing the number of coefficients different from 0 using the ℓ1 norm on the vector of

coefficients (Tibshirani, 1996). Thus, the regression coefficients are obtained by minimizing an

objective function consisting of the sum of the usual loss function for logistic regression and a

penalty term on the coefficient norm:

min
(β0,β)∈Rp+1

−

[
1

n

n∑
i=1

yi(β0 + xTi β)− log(1 + eβ0+xT
i β)

]
+ λ||β||1, (A.2)

for a fixed λ > 0. The penalty term on the coefficient norms prevents a high variability of these

coefficients. Furthermore, the ℓ1 norm implies a variable selection. Coefficients associated to

non-relevant explanatory variables are set to 0.

We use the R package glmnet (Friedman et al., 2010) to perform the Lasso regression with R
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version 3.6 (R Core Team, 2019). Through 10-fold cross-validation in the training dataset, we

obtain the optimal λmin and λ1se = λmin + se with se the standard error of the lambda that

achieves the minimum loss, and the coefficients β, which are the solution to the optimization in

equation (A.2) for λ = λ1se. Our preference for λ = λ1se is motivated by the balance between

number of selected variables and accuracy of the loss function minimization (Friedman et al.,

2010; Krstajic et al., 2014). Indeed, less variables are selected with λ1se than with λmin, because

λ1se > λmin and thus the penalty term on the norm of coefficient is stronger, but the minimization

of the equation (A.2) is still sensible, because λ1se lies within the uncertainty range of the optimal

λ.

A.2.5 Other models

To compare the performance of the Lasso regression with other regression methods we also

perform the analysis with a Generalized linear model (GLM) and a random forest binary classi-

fication.

For the application of the GLM, a pre-selection of the initial variables is required, since the num-

ber of predictors is limited. Only the variables with the highest Pearson correlation coefficient

(ρ > 0.30) were selected as initial predictors from an initial dataset composed by all months of

the growing season for each of the three variables (Tmax, Pr and VPD) and the seven extreme

indicators. Next, the subset of best predictor variables is identified with the leaps algorithm

(Furnival and Wilson, 1974). We use the implementation of the R package bestGLM (McLeod

et al., 2020), using a binomial family with a logit link function. Overall, GLM achieves lower per-

formance (Section A.2.7) compared to the Lasso logistic regression (not shown). The weaknesses

of this approach is its sensitivity to outliers and multicollinearity, and overfitting.

Finally, a random forest approach – a common machine learning technique – was also performed

using the R package randomForest (Breiman, 2001; Liaw and Wiener, 2002) serving as a bench-

mark for the model performance of the Lasso logistic regression. The random forest binary

classification achieves comparable performance (Section A.2.7) but is not superior to the Lasso

approach.

A.2.6 Segregation threshold adjustment

The segregation threshold for assigning a continuous prediction to either a bad or normal year was

adjusted grid point-wise to account for the unbalanced dataset with 19-fold higher occurrences of

normal years than bad years. Let s be the local segregation threshold between bad year predicted

and good year predicted. In other words, if the probability p = P[Y = 1] predicted for a given grid

point by the Lasso logistic regression model is greater or equal to s (resp. lower than s), then the

year is predicated as a bad year (resp. normal year). We want to choose s as a good compromise

in prediction of normal years and bad years, given that bad years are rare. In other words, we

want to find an optimal trade-off between specificity and sensitivity. To this purpose, a cost

function C = C(s) is calculated based on the false positive rate RFP = RFP(s), the associated cost

for a false positive instance CFP, the sum of observed normal years ONY, the false negative rate

RFN = RFN(s), the associated cost for a false negative instance CFN and the sum of observed bad
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years OBY of the training dataset (Hand, 2009). A false positive means that a normal year was

observed while a bad year was predicted, and a false negative refers to the observation of a bad

year, whereas a normal year was predicted. For a given grid point, FP, FN, TP and TN denote

the total number of false positives, false negatives, true positives and true negatives, respectively

(Fig. A.4). The value of C(s) is given by:

C(s) = RFP(s)CFPONY +RFN(s)CFNOBY , (A.3)

whereRFP =
FP

FP + TN
, RFN =

FN

FN+ TP
and CFP = CFN = 100. In this study, the cost associated

with false positive CFP and false negatives CFN are given equal weight.

The optimal segregation threshold s∗ for a given grid point is s∗ = argmins∈(0,1)C(s). The

segregation threshold selected in this study is the mean value of s∗ over all grid points.

A.2.7 Model performance assessment and sensitivity analysis

Model performance is assessed using the critical success index (CSI). The CSI is frequently used

for evaluating the prediction of rare events, as it neglects the number of correct predictions

of non-extremes, which dominate the confusion matrix (Mason, 1989). General performance

measures such as the misclassification error are biased by the high number of normal years and

are therefore not meaningful for the assessment of model performance in unbalanced datasets

with underrepresented extreme events. The CSI is defined as

CSI =
TP

TP + FP + FN
. (A.4)

To evaluate the robustness of our model, in addition to the 5th percentile threshold we repeated

the analysis with thresholds of 2.5 % and 10 %, reaching qualitatively similar performance. In

addition to the normalization by rescaling the data to the interval [-1, 1], we also performed a

z-score transformation, which yielded comparable results. Therefore our choice of normalization

is arbitrary to a degree and a z-score transformation can potentially also be applied in the Lasso

logistic regression model. Moreover, we applied two more combinations of splitting training and

testing dataset, a 60/40 and 80/20 split. With increasing size of the training dataset, the CSI

increased slightly, however at the expense of stochastic under-representation of bad yield years

in the smaller testing datasets. As a trade-off, we decided for the 70/30 split.

The adjustment of the segregation threshold was carried out with equal weight to false positive

and false negative predictions. It can be argued that the latter case – where a normal year is

predicted, but crop failure is observed – is more detrimental and should therefore be given a

higher weight. Due to the subjectivity in the determination of this weight, an adjustment of the

weight term was not applied. However, it should be noted that the attribution of a higher weight

of false negative predictions would yield a lower segregation threshold and hence improve the

overall CSI.
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Figure A.2: Daily evolution of meteorological variables used as input for the APSIM model

over the course of the year for an exemplary grid point in France (1.1◦ E, 47.7◦ N, shown as a

red dot in (a)). Red lines indicate the composite mean of the bad years (80 seasons), blue lines

the composite mean of the normal years (1520 seasons). Shading shows the range between the

10th and 90th percentile of the respective years. Variables shown are (b) dewpoint temperature,

(c) 30-day running sum of precipitation, (d) incoming shortwave radiation, (e) wind speed, (f)

maximum temperature, (g) minimum temperature, and (h) vapour pressure deficit (VPD).
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Figure A.3: Linear correlations between potential meteorological predictors and annual yield.

(a) Correlation between the monthly, seasonal and growing season (GS) averages of the meteo-

rological variables and annual yield for a grid point in France (1.1◦ E, 47.7◦ N). (b) Correlation

of the climate extreme indicators (Table A.1) and annual yield for the same grid point. (c, d)

Average of the same correlations across all Northern Hemisphere grid points. Note that (a) shows

the correlation for all months included in the growing season of the grid point in France while

(c) shows the average correlation for a given month computed over all grid points containing this

month in their growing season.

Figure A.4: Confusion matrix for classification of observed and predicted normal and bad years.
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A.3 Results

A.3.1 Overall performance

The Lasso logistic regression model can predict bad years with an average CSI = 0.43 across

all grid points. Best performance is obtained in the eastern half of the United States with a

maximum of CSI = 0.82 (Fig. A.5), which decreases westwards in the Great Plains and is lowest

in the wheat growing regions located close to the Rocky Mountains. Furthermore, especially

the most northern and southwestern grid points in North America show a lower performance in

general. Also central Europe shows high performances up to CSI = 0.80. A notable regional

exception with low performances can be found in the Alps. Many Asian and African growing

regions show medium prediction accuracy such as northern China, Myanmar, Turkey and the

Maghreb, with exceptions of some regions including Pakistan, southern China and Japan, which

show a low performance in general. For 30 grid points, it is not possible to obtain reasonable

predictions of bad years with our approach, indicated by a CSI equal to 0. Overall, regions with

high prediction accuracy of bad years are often those that also have high mean yields (Fig. A.1).

CSI is positively correlated with mean yield with a Pearson’s correlation coefficient of ρ = 0.46

(Fig. A.6a), an even stronger correlation is found with yield variability (ρ = 0.57) (Fig. A.6b).

A.3.2 Explanatory variables

Here we summarize the properties of the variables selected by the Lasso logistic regression as

relevant explanatory variables, i.e., which are statistically linked to bad years. A median of 11

variables per grid point has been selected as explanatory variables, and for 50 % of grid points the

number of selected variables lies between 7 and 14 (Fig. A.7a). The inclusion of extreme indicators

provides a useful addition to the monthly predictors, shown by a median number of two selected

extreme indicators per grid point (Fig. A.7b). Grid points without extreme indicators are found

only in few areas such as eastern Europe, the Alps and southern China. 72 % of all grid points

include monthly predictors of VPD, Pr and Tmax and almost all grid points (97 %) incorporate

VPD (Fig. A.7c). Interestingly, in the Great Plains (USA) in many cases temperature is not

included, whereas in most other regions of the USA all meteorological variables are selected to

achieve a good prediction. In southern China, temperature is not needed by the models, whereas

in the northern areas, usually all meteorological variables are part of the model. In most wheat-

growing regions, particularly in northeastern USA, southeastern Europe and Turkey, all four

seasons contain relevant predictors for predicting bad years (Fig. A.7d). Generally, the number

of seasons included decreases towards the southeastern regions in the USA, whereas in western

Europe no clear pattern emerges. In lower latitudes such as southern Asia, growing seasons are

generally shorter (Fig. A.12) and consequently often only predictors from one or two seasons are

included in the respective models.

At the global scale, VPD in May and June, as well as Pr in April are the predictors which are

most often included in the Lasso regression, followed by the climate extreme indicators diurnal

temperature range (dtr) and number of frost days (frs) (Fig. A.8a). In nearly all cases the sign of
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Figure A.5: Critical success index (CSI, equation (A.4)) of the Lasso logistic regression model.

(See Section A.2.7 for definition).

Figure A.6: Correlation between Critical Success Index (CSI) and annual crop yield mean

and variability for the 889 pixels included in the Lasso logistic regression model. (a) Scatterplot

between CSI and mean annual yield. (b) Scatterplot between CSI and annual yield standard

deviation.

the coefficient is positive for VPD in May and June, and negative for Pr in April. This implicates

that higher VPD increases the risk of crop failure, and similar for the other variables. In North

America and Europe, in addition to dtr and frs, VPD and Pr in spring to early summer are

the most frequent monthly predictors (Fig. A.8b, c). The growing season for wheat varies with

latitude. Consequently, in more northern regions, mostly in Europe and North America, monthly

predictors from the months between March and July are included in the Lasso regression, whereas

in southern regions such as in Asia and Africa, November to May are usually the most frequent

months (Fig. A.8d).

This clear latitudinal shift can be visually identified in North America from February to July,

especially for VPD (see GIFs in the Supplementary Material). In central Europe the growing

season ends latest, thus VPD in August is usually included in the model. In addition to the

most common climate extreme indicators dtr and frs, Rx5day and TXx are among the most

frequent predictors in Asia and North America, respectively. Overall, frs is mostly included in

northern grid points, with notable exceptions in western Europe (Fig. A.13a) and mainly with a

positive coefficient (higher frs leads to more crop failure events), which can likely be attributed

to the influence of mild maritime climate in those regions. In contrast, dtr is important in most

Asian grid points and especially in western Europe and the Maghreb, whereas in the Pannonian



Appendix A. Identifying meteorological drivers of extreme impacts: an application to
simulated crop yields 125

Figure A.7: Maps illustrating the selected predictors by the Lasso logistical regression. (a) Total

number of selected variables. (b) Number of selected climate extreme indicators. (c) Combination

of selected meteorological variables. “None” means that only climate extreme indicators were

selected, “All” means that at least one month from each of the three meteorological variables

(VPD, Pr, Tmax) is selected. (d) Number of selected seasons (out of the four seasons DJF,

MAM, JJA, SON).
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Figure A.8: For each possible predictor we show the percentage of grid points for which this

predictor has a non-zero coefficient in the Lasso logistic regression. (a) all continents (889 grid

points in total), (b) North America (419 grid points), (c) Europe (233 grid points) and (d)

Asia (210 grid points). The extension “Y1” means that the respective month belongs to the first

calendar year of the growing season, while “Y2” means it belongs to the second calendar year of

the growing season.

Basin and Turkey it is a less common predictor (Fig. A.13b). The coefficient associated with

dtr in the Lasso regression is mainly positive, except in parts of India and Myanmar. Some

variability in mean diurnal temperature range might be beneficial for regions close to the equator

where the variability in diurnal temperature is usually low. Generally, both low and high dtr

values can influence wheat yield beneficially depending on the growing region, e.g. a low dtr

can be advantageous because of a reduced occurrence of frost days, whereas a higher dtr might

also indicate a favorable effect because of increased solar radiation (Lobell, 2007). Rx5day is

predominant in the western USA, the western Mediterranean and central Asia (Fig. A.13c),

which are all growing regions with comparably low average annual precipitation. TX90p is a

common variable in low latitudes with a positive coefficient, especially in the southern USA and

Myanmar (Fig. A.13d). This indicates that in these regions physiological temperature thresholds

are occasionally exceeded, making TX90p a crucial variable in these areas.
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A.4 Discussion

A.4.1 Predicting bad yield years

In this study, we presented a method for identifying drivers of extreme impacts using crop failure

as an example. Such approaches are highly sought after to identify compound drivers of large

impacts (Zscheischler et al., 2020; Van der Wiel et al., 2020). Our method allows to investigate

potential drivers at a global scale using a highly automated scheme based on Lasso regression. The

benefits of Lasso regression include its usage for automatic variable selection, its consideration of

correlation between explanatory variables, and its performance. Moreover, the statistical model

obtained provides a logistic linear relationship between crop failure and selected variables, which

is much simpler to interpret than the crop model equations themselves or results obtained with

more complex machine learning approaches.

We defined bad years as years where the annual crop yield is below the 5th percentile and were

able to predict those years by using the Lasso regression with an average CSI of 0.43. This means

that on average, the sum of the numbers of false positives and false negatives is slightly higher

than the number of true positives (or accurate predictions of bad years). Our model performance

is somewhat comparable to results from Vogel et al. (2019), who were able to explain 46 % of

variation in spring wheat anomalies using a similar set of predictors based on a random forest

algorithm. In our case, more sophisticated machine learning regression models such as random

forest did not yield better prediction skill, indicating that performance in the current set-up

using monthly predictors for a binary classification of bad years likely cannot be much improved.

This is probably also related to the fact that predicting extremes of a continuous variable is

challenging because no natural separation between extremes and non-extremes exists. Another

challenge arises from the highly asymmetric distribution of observed bad and normal years. Even

though in our case the total amount of samples per grid point is relatively large (1600, because

we used simulated crop yield data) the number of observed bad years is only 80 and thus can

still be considered fairly small.

We analysed the robustness of our results using a) the 10th percentile as a threshold to discrimi-

nate between bad and normal years and b) a smaller data subset with only 400 entries per grid

point (i.e. a quarter of the available data). The spatial patterns of the selected predictors and the

CSI using the 10th percentile threshold are very similar compared to those of the 5th percentile

and the average CSI increases slightly from 0.43 to 0.52. Using a sample size of 400 we still

obtain an average CSI of 0.33, indicating that performance decreases only slightly with decreas-

ing data size, while the spatial patterns remain consistent (results not shown). Furthermore,

the spatial coherence of our results (Fig. A.7) additionally suggests robustness of our analysis.

An application of the approach on real data might still be challenging, as observational sample

sizes generally are much smaller than even 400 years. In addition, observational data is often not

available at such spatial resolution and extent as it is the case for the crop model data used in this

study. This will make it difficult to use spatial coherence of the identified drivers as an indicator

of model robustness when using observational data. Furthermore, modelling winter wheat yield

is particularly challenging due to its long growing season (Vogel et al., 2019).
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A limitation to our study design is the pre-selection of potential predictor variables. Here we used

monthly mean values and a number of climate extreme indicators. More flexible averaging time

periods for the predictors might result in higher prediction accuracy due to better overlap with

sensitive periods of the impact variable. For instance, in our crop yield example meteorological

predictors need to coincide with the respective phenological development stage because their

impact can vary depending on the phenophase. Wheat, for example, is known to require wet

conditions in the vegetative phase, however prefers dry conditions during ripening (Seyfert, 1960).

Therefore, the application of monthly meteorological predictors might be insufficient for accurate

matching of meteorological drivers to the respective phenological phases. We explored the option

of automatically generating optimal time periods for the meteorological predictors by maximizing

the difference between the composites between normal and bad years. For instance, 30-days

cumulative precipitation differs between normal and bad years starting in February and ending

in August for a grid point in France (Fig. A.2c), whereas VPD only differs from May to September

(Fig. A.2h). Composite plots for a grid point in the US and in China are shown in Figs. A.10

and A.11, respectively. However, deciding when the separation between normal and bad years is

large enough to start and end the optimal time periods is challenging and difficult to generalize

and thus automate, which was the aim of our method design. Nevertheless, such a well-tuned

selection of predictors has the potential to improve the prediction of bad years significantly and

should thus be explored in future research.

We find a strong correlation of the yearly mean and standard deviation of annual yield with

the Lasso regression performance indicator CSI (Fig. A.6). Low model performance at grid

points with low yield variability suggests that the distinction between normal and bad years is

challenging at these locations, e.g. in southern China and Japan (Figs. A.1b and A.5). Regions

with high annual yield are found primarily in central Europe and the eastern half of the United

States, which also represent the regions with highest model performances. In contrast, many

regions in Asia generally have lower average yields and lower prediction skill of bad years. This

could be related to a calibration bias in the crop model, leading to a better representation of

wheat growing processes in regions where wheat reaches higher yields in the real world. A

further explanation for this phenomenon could be that the crop model is primarily designed for

crop growth at typical environmental conditions, whereas growing regions with conditions at the

edge of the ecological niche of wheat might be less well represented.

Our analysis was based on fitting a local model at each location, which is one of the three principal

statistical methods used to link crop yield with weather conditions, along with cross section

models and panel models, which are global models that adjust for spatial variability using fixed

or random effects (Lobell and Burke, 2010; Shi et al., 2013). Collinearity between explanatory

variables is a recurrent issue when using these methods (Shi et al., 2013) that we addressed with

the Lasso regression. One example is VPD and Tmax, that might be highly correlated, but still

might individually contribute relevant information because they have a different impact on the

plant process, as explained in Kern et al. (2018). Lasso regression did not completely discard one

of these two variables, despite their high correlation.
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A.4.2 Important predictors

For most grid points, VPD is the most important monthly predictor of bad years, followed by Pr

and Tmax in that order. While their importance in time differs between grid points, depending

on the timing of the respective growing season (Sippel et al., 2016), their order changes little

across space. In addition, the order of importance of extreme indicators is quite similar in North

America, Europe and Asia. One notable distinction is the higher importance of Rx5day in Asian

grid points compared to North America and Europe. The consistent selection of similar predictors

across large spatial scales may suggest that the Lasso regression is fairly robust. However, this

may also be related to the inevitable simplifications of crop growing processes in the employed

crop model. In particular, the same model is applied at all locations likely creating certain

homogeneity by default. Kern et al. (2018) conducted a comparable analysis on observed winter

wheat crop yield in Hungary. With a linear regression using a step-wise selection of monthly

meteorological variables, they found that a positive anomaly in VPD and Tmin during May

decreases yield. Additionally, April, May, and June appear to be the most relevant months in our

global analysis, which is consistent with regional studies (Kern et al., 2018; Kogan et al., 2013;

Ribeiro et al., 2020).

Climate extreme indicators are important predictors as the occurrence of an extreme weather

event may induce crop failure in a given year. However, in years without such extreme events,

crop yields are still governed by the weather during the growing season (Iizumi and Ramankutty,

2015). We found that both climate extreme indicators as well as monthly means of common

climate variables have proven to be valuable predictors of years resulting in crop failure. Droughts

and heat waves are well known to affect crop yield (Lesk et al., 2016; Jagadish et al., 2014),

and temperature and precipitation explain a large fraction of interannual crop yield variability

(Lobell and Burke, 2008). In contrast, VPD is often overlooked in statistical analyses of crop

yield variability (Zhang et al., 2017). We show that VPD is a key predictor for crop failure. It

is known to play a crucial role in plant functioning and is projected to increase as main limiting

driver in the face of climate change (Novick et al., 2016; Grossiord et al., 2020). High VPD values

can lead to plant mortality via carbon starvation and hydraulic failure (McDowell et al., 2011;

Grossiord et al., 2020). However, its covariation with temperature and solar radiation makes it

difficult to disentangle their respective effects (Stocker et al., 2019; Grossiord et al., 2020). There

are well-defined temperature thresholds for wheat, e.g. a temperature of 31 ◦C before flowering

is considered to evoke sterile grains and thus reduces yield (Porter and Gawith, 1999; Daryanto

et al., 2016). Tmax is a secondary predictor in our statistical model, which is in line with results

based on observed and simulated yields (Schauberger et al., 2017), and can be attributed to the

rare exceedance of critical temperature thresholds in the growing season. Crops are particularly

vulnerable during key development stages, so extreme events during that time span can lead to

large yield reductions, even in case of otherwise favorable weather conditions during the growing

season (Porter and Gawith, 1999; Moriondo and Bindi, 2007). The vulnerability of wheat to

climatic events depends largely on phenophases and generally wheat possesses a higher sensitivity

to temperature and precipitation during its reproductive phase than during its vegetative phase

(Porter and Gawith, 1999; Luo, 2011; Daryanto et al., 2016). Future research could investigate



Appendix A. Identifying meteorological drivers of extreme impacts: an application to
simulated crop yields 130

the importance of time of occurrence of extreme indicators (Vogel et al., 2019). For instance,

due to climate change false spring events may become more likely in some regions (Moriondo

and Bindi, 2007; Allstadt et al., 2015) and thus the timing of frost days could provide a valuable

addition to the model.

The frequent inclusion of the extreme indicators dtr and frs in our regression model highlights

that short-term extreme events can potentially have larger impacts than gradual changes over

time (Jentsch et al., 2007). The variable dtr was also identified as an important predictor by

Vogel et al. (2019), whereas frs was of minor importance for explaining variation in spring wheat

yield. By contrast, frs is one of the most predominant predictors in our study, which might be

explained by the differing growing season of winter wheat, which is encompassing primarily the

cold seasons.

We explored the relevance of interactions between predictors; however, this did not significantly

improve model performance. This might hint at the inability of the APSIM crop model to account

adequately for such compound effects, which is consistent with Ben-Ari et al. (2018), who linked

the crop failure 2016 in France to an extraordinary combination of warm winter temperatures

followed by wet spring conditions. The commonly used crop models employed for crop yield

forecasts were not able to predict the 2016 yield failure in France (Ben-Ari et al., 2018).

Overall, our results illustrate the omnipresence of compounding meteorological events for crop

failure. In nearly all grid points, most seasons and meteorological variables were relevant to

predict years with crop failure (Fig. A.7). This suggests that the co-occurrence of certain weather

conditions as well as the combination of weather conditions in different seasons are associated with

crop failure. With our approach we have identified meteorological conditions that are statistically

linked to crop failure. Our results confirm prior findings by Van der Wiel et al. (2020) that such

conditions are not necessarily extreme, but can also be moderate. However, for interpretation

of the selected variable set one should be aware that the variables in our model are selected

based on correlation and thus attributing them as potential physical drivers needs further careful

investigation. To identify such causal relationships, more advanced methods from the emerging

field of causal inference could be employed (Runge et al., 2019).

A.5 Conclusion

In this paper, we presented a robust statistical approach – namely Lasso logistic regression – for

predicting crop failure and automatically selecting relevant predictors among a large number of

meteorological variables and climate extreme indicators. We illustrated our approach on 1600

years of simulated winter wheat yield for the Northern Hemisphere under present-day climate

conditions. Lasso regression can serve as a tool for identifying important variables with automated

variable selection, while accounting for collinearity and achieving overall good predictive power.

Consistent with earlier knowledge, we find that predicting crop failure requires accounting for

a number of different meteorological drivers at different times of the growing season, which

is illustrated by the large amount of variables at all seasons included in our statistical model

(Fig. A.7). This indicates that compounding effects are ubiquitous across time and meteorological
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drivers, and highlights the usefulness of approaches such as Lasso regression to reveal multiple

meteorological drivers of crop failure. We identified vapour pressure deficit as one key variable

to predict crop failure, which underlines the importance of its consideration in statistical crop

yield models, in particular because it is often overlooked in statistical analyses of crop yield

variability. Furthermore, climate extreme indicators such as diurnal temperature range and the

number of frost days have proven to be valuable additions to the predictive models, highlighting

the necessity to address not only monthly mean conditions, but especially also climatic extremes

in such models. Overall this study helps to enhance the knowledge required to improve seasonal

forecasts and undertake adaptation measures against crop failure. The flexibility of our approach

allows an application to other climate impacts that are influenced by a large range of variables

varying with seasonality, for instance wildfires or flooding.

Code and data availability The code to reproduce the figures is available from GitHub

(https://github.com/jo-vogel/Identify crop yield drivers). The climate and crop simulations are

available from Karin van der Wiel (wiel@knmi.nl) and Tianyi Zhang (zhangty@post.iap.ac.cn)

upon request, respectively.

Video supplement The Supplementary Material contains GIFs showing monthly binary maps

of whether a specific predictor was included to predict crop failure by the Lasso logistic regression.

GIFs are provided for a) VPD, b) Tmax and c) Pr. The extension “Y1” means that the respective

month belongs to the first calendar year of the growing season, while “Y2” means it belongs to

the second calendar year of the growing season.

Appendix

A.5.1 APSIM-Wheat model settings

Eleven phenological phases are included in the APSIM-Wheat model and the length of each

phase is simulated based on thermal time accumulation, which is adjusted for other factors

such as vernalisation, photoperiod and nitrogen. To calculate thermal time, crown minimum

(Tcmin) and maximum (Tcmax) temperatures are first simulated for non-freezing temperatures

(Tmin and Tmax, equations A.5 and A.6) and then used to compute the crown mean temperature

(Tc, equation A.7). Finally, daily thermal time (∆TT) is calculated based on three cardinal

temperatures (Tbase, Topt and Tceiling, equation A.8) (Zheng et al., 2014):

https://github.com/jo-vogel/Identify_crop_yield_drivers
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Tcmax =

2 + Tmax(0.4 + 0.0018(Hsnow − 15)2) Tmax < 0

Tmax Tmax ≥ 0
(A.5)

Tcmin =

2 + Tmin(0.4 + 0.0018(Hsnow − 15)2) Tmin < 0

Tmin Tmin ≥ 0
(A.6)

Tc =
(Tcmin + Tcmax)

2
(A.7)

∆TT =


Tc Tbase < Tc ≤ Topt

Topt

Tbase
(Tceiling − Tc) Topt < Tc ≤ Tceiling

0 Tc ≤ Tbase or Tc ≥ Tceiling

(A.8)

where Hsnow is set to 0 and Tbase, Topt, and Tceiling are set to 0, 26 and 34 ◦C, respectively.

The dry-matter above-ground biomass (∆Q, equation A.12) is calculated as a potential biomass

accumulation resulting from radiation interception (∆Qr) and soil water deficiency (∆Qw) (Zheng

et al., 2014). The radiation limited dry-biomass accumulation (∆Qr, equation A.10) is calculated

by the intercepted radiation (I), radiation use efficiency (RUE), stress factor (fs) and carbon

dioxide factor (fc). The stress factor (fs) comprises stresses that crops may encounter during

growth and is the minimum value of a temperature factor (fT,photo) and a nitrogen factor (fN,photo)

(equation A.9). The water-limited dry above-ground biomass (∆Qw, equation A.11) is a function

of radiation-limited dry above-ground biomass (∆Qr), the ratio between the daily water uptake

(Wu) and demand (Wd):

fs = min (fT,photo, fN,photo) (A.9)

∆Qr = I ·RUE · fs · fc (A.10)

∆Qw = ∆Qr
Wu

Wd
(A.11)

∆Q =

∆Qr Wu = Wd

∆Qw Wu < Wd

(A.12)
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A.5.2 Additional figures
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Figure A.9: Comparison between the country-specific simulated yields and yield statistics (FAO-

STAT, 2020). The dashed line is the 1:1 line.
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Figure A.10: As Figure A.2, but for a grid point in the United States (90.0◦ W, 44.3◦ N).
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Figure A.11: As Figure A.2, but for a grid point in China (118.1◦ E, 30.8◦ N).
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Figure A.12: Number of months in the growing season (number of months between the earliest

sowing date and the latest harvest date). The growing season starts at the month containing the

sowing date and ends with the month containing the latest harvest date, among the 1600 model

years. We discarded years with a harvest date later than 365 days after the sowing date. Some

growing seasons are 13 months long because we include both the entire first month and the entire

last month.



Appendix A. Identifying meteorological drivers of extreme impacts: an application to
simulated crop yields 137

Figure A.13: Selected climate extreme indicators (Table A.1) in the Lasso logistic regression

model for each location. Diurnal temperature range (dtr, a), number of frost days (frs, b), Rx5day

(c) and TX90p (d).
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APPENDIX

B

A NOVEL METHOD TO IDENTIFY

SUB-SEASONAL CLUSTERING

EPISODES OF EXTREME

PRECIPITATION EVENTS AND THEIR

CONTRIBUTIONS TO LARGE

ACCUMULATION PERIODS

This chapter contains the abstract of an article published in 2021 with the title “A novel method

to identify sub-seasonal clustering episodes of extreme precipitation events and their contributions

to large accumulation periods” in the journal Hydrology and Earth System Sciences (Kopp et al.,

2021). This paper was written by Jérôme Kopp, together with Pauline Rivoire (advisor for his

master thesis), S. Mubashshir Ali, Yannick Barton and Olivia Martius.
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Abstract

Temporal (serial) clustering of extreme precipitation events on sub-seasonal timescales is a type

of compound event. It can cause large precipitation accumulations and lead to floods. We

present a novel, count-based procedure to identify episodes of sub-seasonal clustering of extreme

precipitation. We introduce two metrics to characterise the prevalence of sub-seasonal clustering

episodes and their contribution to large precipitation accumulations. The procedure does not

require the investigated variable (here precipitation) to satisfy any specific statistical properties.

Applying this procedure to daily precipitation from the ERA5 reanalysis dataset, we identify

regions where sub-seasonal clustering occurs frequently and contributes substantially to large

precipitation accumulations. The regions are the east and northeast of the Asian continent

(northeast of China, North and South Korea, Siberia and east of Mongolia), central Canada

and south of California, Afghanistan, Pakistan, the southwest of the Iberian Peninsula, and the

north of Argentina and south of Bolivia. Our method is robust with respect to the parameters

used to define the extreme events (the percentile threshold and the run length) and the length

of the sub-seasonal time window (here 2–4 weeks). This procedure could also be used to identify

temporal clustering of other variables (e.g. heat waves) and can be applied on different timescales

(sub-seasonal to decadal). The code is available at the listed GitHub repository.



APPENDIX

C

GUIDELINES FOR STUDYING DIVERSE

TYPES OF COMPOUND WEATHER AND

CLIMATE EVENTS

This chapter contains the abstract of an article published in 2021 with the title “Guidelines

for Studying Diverse Types of Compound Weather and Climate Events” in the journal Earth’s

Future (Bevacqua et al., 2021). This paper was written by Emanuele Bevacqua, together with

Carlo De Michele, Colin Manning, Anäıs Couasnon, Andreia F. S. Ribeiro, Alexandre M. Ramos,

Edoardo Vignotto, Ana Bastos, Suzana Blesić, Fabrizio Durante, John Hillier, Sérgio C. Oliveira,

Joaquim G. Pinto, Elisa Ragno, Pauline Rivoire, Kate Saunders, Karin van der Wiel, Wenyan

Wu, Tianyi Zhang and Jakob Zscheischler. The work emerged from a workshop organized by the

European COST Action DAMOCLES.
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Abstract

Compound weather and climate events are combinations of climate drivers and/or hazards that

contribute to societal or environmental risk. Studying compound events often requires a multidis-

ciplinary approach combining domain knowledge of the underlying processes with, for example,

statistical methods and climate model outputs. Recently, to aid the development of research

on compound events, four compound event types were introduced, namely (a) preconditioned,

(b) multivariate, (c) temporally compounding, and (d) spatially compounding events. However,

guidelines on how to study these types of events are still lacking. Here, we consider four case

studies, each associated with a specific event type and a research question, to illustrate how

the key elements of compound events (e.g., analytical tools and relevant physical effects) can be

identified. These case studies show that (a) impacts on crops from hot and dry summers can be

exacerbated by preconditioning effects of dry and bright springs. (b) Assessing compound coastal

flooding in Perth (Australia) requires considering the dynamics of a non-stationary multivariate

process. For instance, future mean sea-level rise will lead to the emergence of concurrent coastal

and fluvial extremes, enhancing compound flooding risk. (c) In Portugal, deep- landslides are

often caused by temporal clusters of moderate precipitation events. Finally, (d) crop yield fail-

ures in France and Germany are strongly correlated, threatening European food security through

spatially compounding effects. These analyses allow for identifying general recommendations for

studying compound events. Overall, our insights can serve as a blueprint for compound event

analysis across disciplines and sectors.
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