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TheWorld Health Organization estimates that 50 million people are currently living with dementia worldwide and this figure 3
will almost triple by 2050. Current pharmacological treatments are only symptomatic, and drugs or other therapies are ineffec- 4
tive in slowing down or curing the neurodegenerative process at the basis of dementia. Therefore, early detection of cognitive 5
decline is of the utmost importance to respond significantly and deliver preventive interventions. Recently, the researchers 6
showed that speech alterations might be one of the earliest signs of cognitive defect, observable well in advance before other 7
cognitive deficits become manifest. In this article, we propose a full automated method able to classify the audio file of the 8
subjects according to the progress level of the pathology. In particular, we trained a specific type of artificial neural network, 9
called autoencoder, using the visual representation of the audio signal of the subjects, that is, the spectrogram. Moreover, we 10
used a data augmentation approach to overcome the problem of the large amount of annotated data usually required during 11
the training phase, which represents one of the most major obstacles in deep learning. We evaluated the proposed method 12
using a dataset of 288 audio files from 96 subjects: 48 healthy controls and 48 cognitively impaired participants. The proposed 13
method obtained good classification results compared to the state-of-the-art neuropsychological screening tests and, with an 14
accuracy of 90.57%, outperformed the methods based on manual transcription and annotation of speech.
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1 INTRODUCTION24

In the last decade, life expectancy increased globally, leading to various age-related issues. Dementia is one of the25
most increasing pathologies among the elderly population, and theWorld Health Organization recognized it as a26
public health priority [34], with an estimated 50 million people affected by the disease and nearly 10 million new27
cases every year worldwide. Dementia is a syndrome that includes different diseases, inclusive of Alzheimer’s dis-28
ease, of a chronic or progressive nature that affects memory, thinking, behavior and ability to perform everyday29
activities. The deterioration in cognitive function over time is commonly preceded by deterioration in emotional30
control, social behavior, or motivation. The economic implications of dementia in terms of direct medical and31
social care costs are one of the big challenges for healthcare systems. In 2015, the worldwide costs of dementia32
were estimated at $818 billion, 86% of which occur in high-income countries, and it was estimated that the $133
trillion thresholds would have been crossed by 2018 [43].34
The symptoms linked to dementia can be manifest at different severity levels, and most people undergo a grad-35

ual cognitive decline.Mild Cognitive Impairment (MCI) represents an early stage, that can be the prodromal36
phase of cognitive decline, characterised by cognitive changes that are serious enough to be assessed with neu-37
ropsychological assessment, but not so severe to interfere with everyday activities, while early Dementia (eD)38
manifests cognitive deficits that influence everyday life [36]. In [7], the researchers estimated that 70% of diag-39
nosed MCI subjects progressed to dementia with an annual conversion rate from 10% to 15% clinic sample [13].40
Although epidemiological studies have shown that people adopting a better lifestyle, such as avoiding reckless41
use of alcohol, avoiding smoking, eating a healthy diet, and getting regular exercise have a reduced risk of demen-42
tia symptoms, current treatments are only symptomatic for memory (in a short time window) and psychiatric43
symptoms, and no disease-modifying therapies are available for dementia. Thus, similarly to other pathologies44
for which there is no cure, such as frailty condition [5], prompt detection is a key challenge to promote early45
and optimal management of cognitive decline. Furthermore, it has recently become clear that the need for fast46
and remote digital health assessment tools is of utmost importance during extreme events, such as pandemic47
diseases, during which the older population is most vulnerable and fragile.48
The diagnosis of cognitive decline is a challenging topic. Despite the extensive literature about the diagnosis49

of all the different types of dementia, the presymptomatic diagnosis or even “detection” raises both theoreti-50
cal issues and ethical concerns [8]. However, the implementation of preventive measures requires one to have51
psychometric tests, with high accuracy, low cost, and suitable for large-scale use. Subjects affected by dementia52
manifest cognitive alterations in various domains: memory, attention, executive functioning, visuospatial skills,53
perceptual speed, and language also [4], and it has been proven that the commonest screening tools, for instance,54
the Mini-Mental State Examination [14], are largely inadequate for detecting early changes in cognition [33]. In55
particular, they are much less effective to track down the MCI.56
Episodic memory impairment has always been one of the most common signs of dementia. However, recently57

language has been subjected to growing interest, and literature suggests that language impairment is a promising58
sign to reveal early signs of cognitive decline [6]. In particular, analysis of spoken production is an ecological59
and inexpensive approach to identify MCI and other alterations related to cognitive functionalities. In literature,60
several studies obtained good results in cognitive impairment detection using different language features, such61
as acoustic features [2], lexical features [24], speech errors [1], and a combination of rhythmic, acoustic, lexical,62
morphosyntactic, and syntactic features [4]. However, most of the proposed methods require a preprocessing63
stage that includes several manual activities such as transcription, annotation, and correction. That results in a64
non-standardised and time-consuming approach with the potential loss of useful information leading to a not65
scalable screening tool.66
In this article, we propose a method based on a specific type of neural networks, that is, autoencoder,67

trained using the visual representation of the audio signal of the subjects. The method has proven effective68
results in classifying potential patients into three classes: healthy control subjects (HC), MCI subjects, and eD69
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subjects. Typically, the autoencoders are used for unsupervised learning of data coding. Firstly, through dimen- 70
sional reduction (i.e., encoding), the autoencoder learns a representation of the data (i.e., code) and then, in a 71
reconstruction stage (i.e., decoding), it uses the reduced features to generate an outcome as close as possible to 72
the original input. Although it seems that the only purpose of an autoencoder is to copy the input to the output, 73
the encoded representation allows performing different types of tasks, such as dimensionality reduction, image 74
denoising, and anomaly detection to name a few. Among the different types of autoencoders, we used a type of 75
recurrent neural networks, that is, auDeep [20], whose aim is the unsupervised feature extraction from audio 76
data. 77

Typically, neural network and deep learning models require a large amount of annotated data; however, in 78
some health contexts and certainly in our study, it is not possible to collect large amounts of data. To allow the 79
use of a classifier based on neural networks, we adopted a data augmentation approach to enlarge the size of the 80
input dataset [35]. In particular, through three different operations, that is, time warping, frequency masking, 81
and time masking, each log mel spectrogram1 has contributed to increasing the number of inputs. This approach 82
does not require collecting further input data, and it is computationally cheaper compared to methods based on 83
audio deformation that require more complex operations on the audio waveform. 84

To the best of our knowledge, this is the first study that successfully uses a neural network model combined 85
with data augmentation to automatically classify a small dataset of audio file related to MCI and eD subjects. In 86
particular, the strengths of our method include 87

— the early detection of the prodromal phase of cognitive decline classifying potential patients in three classes 88
in a single shot, avoiding binary classification as proposed in [28]; 89

— the capability to fully automatically process the audio files and extract the required features, avoiding any 90
manual features selection and manipulation activities; 91

— the capability to use a neural network model despite the small size of the dataset; 92
— the use of a data augmentation approach that does not bias or distort the audio file, which is extremely 93

important in this specific context, and that can be successfully used in future researches; and 94
— the possibility to standardize the screening of cognitive impairment using the audio files capturing the 95

spontaneous speech of the subjects. In particular, our method paves the way toward a standard way of 96
collecting and analysing the audio file that does not alter the data itself and avoids any manual activities 97
that may lead to unfair and non-uniform evaluations. 98

The promising results confirm the strength of the linguistic approach and the proposed method allows easy 99
scalability. 100
The rest of the article is organized as follows. In Section 2, we review the literature on methods to detect 101

language disorder in early-stage dementia subjects. Section 3 summarises the main characteristics of the dataset. 102
We present our automatic method for speech classification for dementia in Section 4, including the data aug- 103
mentation approach used to overcome the dataset size problem. In Section 5, we discuss the results of our 104
method, comparing them with state-of-the-art neuropsychological screening tests and other manual and semi- 105
automatic methods based on transcription and annotation of speech. Some concluding remarks are made in 106
Section 6. 107

2 RELATED WORKS 108

There is extensive literature that confirms the worth of linguistic features in detecting health-related issues [30]. 109
In Section 2.1, we discuss the available studies on dementia classifiers based on speech analysis. Then, we describe 110
various approaches proposed for data augmentation for audio files in Section 2.2. 111

1In the log mel format of the spectrogram, the horizontal axis represents the time in linear scale, the vertical axis represents the frequency

in logarithmic scale, and the intensity is color-coded.
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2.1 Speech Analysis for Dementia Detection112

While traditional clinical methods to diagnose the early stage of dementia are not ideal [33], language assess-113
ments provide an effective, simpler and more economic approach [11]. In particular, automatic speech analysis114
based on natural language processing, speech recognition, and machine learning techniques can provide objec-115
tive and fast diagnostic results [28]. The features of the spoken language that may aid in dementia detection can116
be classified into three different classes: morphological, syntactic, and phonological. Researchers have largely117
investigated morphological features. In [41], the authors used different types of morphological features, such as118
the number and rate of distinct lemmas; the number and rate of nouns, verbs, adjectives, pronouns, and con-119
junctions; and the number of first person singular verbs in distinguishing MCI patients from healthy controls.120
Whereas, in [3] and [16], the authors found verbs play an important role especially in a small size corpus, in121
particular, the frequency of the verb, the proportion of main clauses with nonfinite or finite verbs, the counts122
of nouns, verbs, and noun-verb ratio are statistically significant features. Syntactic features were explored in [4]123
and [42] showing that dementia patients tend to produce shorter and less complex sentences and that syntactic124
factors may vary among different patients. Phonological features, such as articulation rate, speech tempo, hesita-125
tion ratio, and silent pause, have been explored more recently. In [32], the authors found that voiceless segments126
produced by patients affected by dementia were highly correlated with fluency. Whereas, a classifier based on127
the total duration of the “s” phoneme, the pseudo-syllable rate, the average pause duration, the total count of128
“m” phonemes was proposed in [44]. In another study, the authors showed that MCI patients produce longer129
vowels during text reading tasks [39]. Linguistic features are usually used with learning models to facilitate and130
automate the diagnosis of dementia and researchers explored different approaches based on support vector ma-131
chines [17, 19, 21], neural networks [38], random forest [15, 40], and Naive Bayes [18] classifiers. Typically all132
these approaches require a combination of different features and a significant amount of manual processing to133
extract and clean the features to be used.134

2.2 Audio Data Augmentation135

Neural network models usually require a large amount of data for training, improving the accuracy, and avoid-136
ing overfitting. Data augmentation is a technique to increase the training dataset—when extra annotated data137
is not available—through slightly modified copies of existing data or newly created synthetic data. Researchers138
have explored different techniques for audio data augmentation. In [25], the authors investigated three distortion139
methods, that is, vocal tract length distortion, speech rate distortion, and frequency-axis random distortion, to140
artificially augment training samples. Whereas in [23], the authors proposed a method to transform the spec-141
trograms using a random linear warping along the frequency dimension. A different approach involves the142
superimposing of a generated noise signal to the original audio [22] or the mixing of the original audio signal143
with music and TV/movie audio [37]. Whereas, a method that changes the speed of the audio signal was pro-144
posed in [27]. In [26], the authors used an acoustic room simulator to generate simulated audio data for speech145
recognition. The SpecAugment method proposed in [35] is simple and computationally cheap and operates on146
the log mel spectrogram of the input audio. In particular, the proposed augmentation operations, inspired by147
computer vision approaches, allow keeping the audio features robust to deformations in the time direction and148
partial loss of frequency information and partial loss of small segments of speech.149

3 DATASET DESCRIPTION150

The study was approved by the Ethical Committee of Azienda Ospedaliera Reggio Emilia (no. 2013/0013438). The151
cohort enrolled 96 participants,2 and it is balanced in terms of gender (48 males and 48 females), age (from 50 to152

2Given the particular kind of data employed for this study and the restrictions on them from the Italian legislation, unfortunately we cannot

make the datasets publicly available.
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Table 1. Characteristics of the Cohort

HC subjects MCI subjects eD subjects

Neurological assessment • MMSE ≥ 24 • MMSE ≥ 18 • MMSE ≥ 18
and inclusion criteria • MoCA ≥ 18

• No neurological pathologies • No problem • Need of support
• No sensory impairment in daily living for daily living
• No intellectual disability activities activities
• No familiarity with dementia

Age 61.60 ± 6.93 64.34 ± 7.33 66.38 ± 6.70

Education (years) 13.00 ± 3.92 11.28 ± 4.35 9.38 ± 4.01

75 years old), and education (all the subjects have at least a junior high school certificate). In particular, the cohort 153
included 48 healthy control subjects (HC) and 48 cognitively impaired subjects. Of the latter, 32 subjects with 154
MCI and 16 with eD. All the subjects were requested to complete a cognitive assessment path and the traditional 155
cognitive battery including verbal tasks, the Mini-Mental State Examination (MMSE) and the Montreal 156
Cognitive Assessment (MoCA). Table 1 provides the main characteristics of the cohort. A comprehensive 157
description of the cohort building process can be found in Beltrami et al. [4]. It is worth noting that the statistical 158
analysis showed no differences for age between the three subgroups, while the level of education of the eD 159
group is significantly lower than the HC group (p-value = 0.0171). However, adequate verbal comprehension 160
and production were mandatory inclusion criteria to be enrolled in the pathological group. 161
In addition to the standard cognitive evaluation, all subjects were requested to record their spontaneous speech 162

induced by these three questions: Could you please describe this picture? (the picture showed a living room with 163
some characters during certain domestic activities) [10], Could you please describe a typical working day?, and 164
Could you please describe the last dream you remember?. The audio files were recorded in a quiet room using 165
common off-the-shelf equipment, that is, an Olympus-Linear PCM Recorder LS-5 (in WAV files; 44.1 KHz, 16 bit). 166
The length of the resulting 288 audio files (i.e., three for each subject) varies between approximately 10 seconds 167
and 9 minutes. In particular, there are no differences between the three classes in terms of minimum duration, 168
while the audio files of the eD subjects have a maximum duration equal to one-third of the other two classes. 169
However, all the audio files have a duration of 85 seconds on average and there are no significant differences 170
between the three classes. 171

4 MILD COGNITIVE IMPAIRMENT AND EARLY DEMENTIA SPEECH CLASSIFIER 172

In this section, we present an automated method for speech analysis for classifying MCI and eD subjects. Firstly, 173
we provide details about the data augmentation technique adopted. This is important as it will help in under- 174
standing the reasons behind the selection of a particular methodology. Secondly, we describe the architecture of 175
the classifier based on a recurrent neural network and a multilayer perceptron. 176

4.1 Data Augmentation Technique 177

Typically, a large training dataset is a crucial aspect for the performance of the deep learning models; however, 178
it is not always possible to collect new and labeled data. Data augmentation is an effective suite of techniques 179
to enhance the size of the training dataset by applying random and realistic transformations, such as rotation, 180
mirroring, translation, noise overlap, and hue, and saturation adjustment for images. 181
In the literature, there are several data augmentation approaches for audio files; however, due to the specific 182

goal of this study, we avoided adopting techniques that heavily distort the original samples. Indeed, we were 183
interested in the audio features characterizing dementia, and we could not afford to select data augmentation 184
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Fig. 1. The original log mel spectrogram without augmentation (a) and with the time warp (b), the frequency masking (c),
and the time masking (d) applied. The grey box and band identify the wrapped region in (b) and the masked region in (c)
and (d), respectively.

Fig. 2. Architecture of the speech classifier for dementia. The coding of the input data learnt during the encoding phase of
the autoencoder allows the classification through a simple multilayer perceptron.

techniques introducing bias in the learning process. We used the SpecAugment suite presented in [35] that trans-185
forms the log mel spectrogram to increase the number of inputs. In particular, the suite consists of the three186
operations shown in Figure 1, that is, the time warping, which allows one to shift the spectrogram in time in a187
random direction (Figure 1(b)); the frequency masking, which masks a random slice of frequency steps (Figure188
1(c)); and the time masking, which masks a random slice of time steps (Figure 1(d)). This approach does not189
require collecting further input data, and it is computationally cheaper compared to methods based on audio190
deformation that require more complex operations on the audio waveform.191

4.2 Autoencoder and Multilayer Perceptron Architecture192

The proposed classifier for MCI and eD combines a recurrent neural network and a multilayer perceptron. Firstly,193
we used auDeep [20], which is a specific type of recurrent neural network called autoencoder, to learn efficient au-194
dio data coding in an unsupervised way. In particular, an autoencoder aims to reconstruct a given input through195
two complementary phases, that is, encoding and decoding. The dimensionality reduction that characterizes the196
first phase produces a code preserving only the most relevant features of the input. Then, we used that code to197
train a multilayer perceptron able to classify potential dementia subjects. Figure 2 shows the proposed architec-198
ture. In practice, we trained the autoencoder using the log mel spectrogram of the audio files, and we used the199
encoded representation to feed the multilayer perceptron.200
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The architecture of the classifier depicted in Figure 2 is characterized by the following four stages. 201

(1) Preprocessing. In this phase, the log mel spectrogram is extracted from each raw audio file. To maxi- 202
mize the performance of the autoencoder, we set the extraction parameters according to the description 203
provided by the auDeep authors. In particular, since auDeep works better using quite tight windows 204
with overlap and a relatively large number of frequency bands, we used a 160-ms window size with an 205
overlap of 80 ms and 256 frequency bands. Moreover, we used a threshold between −45 dB and −60 dB 206
to remove the background noise. This preprocessing made it possible to extract from each raw audio file 207
a set of 5-seconds-long spectrograms: the shorter slices were padded with silence while the longer slices 208
were cut to the required length. As a result, considering the different numerosity of the three groups of 209
subjects, the differences in terms of duration between the audio files, and the split radio adopted for the 210
training (80–20), the input data was composed of 1,958 samples for the HC subjects, 1,306 samples for 211
the MCI subjects, and 653 samples for the eD subjects. 212

(2) Training the autoencoder. The extracted spectrograms were used to train the autoencoder that 213
through a dimensional reduction process learned the features characterising the audio file to recon- 214
struct the given input. In particular, we used a unidirectional encoder and a bidirectional decoder. The 215
first can learn from the past state (i.e., the backwards learning propagation), while the latter can learn 216
from the past and the future states (i.e., the forward learning propagation), simultaneously. Both the 217
encoder and the decoder contain two layers with 256 gated recurrent unit cells. This made it possible to 218
reach a good balance between network depth, classification performance, and training time. In practice, 219
the training was done setting a batch size of 64 for 128 epochs and a learning rate of 0.001. Whereas, the 220
dropout rate was set to 20% for all hidden units. Also, we applied the 20-fold Cross-Validation technique 221
to validate the stability and the performance of the classifier. 222

(3) Features extraction. In this stage, the learnt representations of each spectrogram were extracted from 223
the hidden layer of the autoencoder, to feed the multilayer perceptron. 224

(4) Training the classifier. In this final stage, we used a multilayer perceptron with softmax output to 225
classify the subjects. In particular, the multilayer perceptron contains 4 hidden layers with 128 hidden 226
rectifier linear units, and the training was performed for 400 epochs setting a learning rate of 0.001 and 227
a dropout rate of 20% for all hidden units. 228

5 RESULTS AND DISCUSSION 229

In this section, we present the results of our method based on automatic speech analysis to classify potential 230
dementia subjects. The proposed method was run on the Google Colab platform using a 12 GB NVIDIA Tesla 231
K80 GPU, and the classification ability was demonstrated using the following performance measures: precision, 232
recall, accuracy, and F1 score. In particular, we evaluated the method using the original dataset and considering 233
the data augmentation approach, and we assessed the classification capability considering both the three-class 234
classification task and the two-class classification task by merging in the pathological subjects (PS) group 235
both MCI and eD subjects. The learning process was carried out by apportioning the data into training and test 236
sets without significant differences in terms of characteristics, with an 80 – 20 split ratio. The comparison with 237
the state-of-the-art approaches was also performed retrieving the same performance measures provided by the 238
authors in their papers. Moreover, we reimplemented the method based on Convolutional Neural Network 239
(CNN) and Long Short-TermMemory (LSTM) proposed in [31], to evaluate the classification capability using 240
a promising full automatic approach for speech analysis. The reason behind the selection of this methodology 241
is that the automatic speech-based method proposed by the authors achieved better results in comparison with 242
reference approaches by using the log mel spectrogram to capture vocal characteristics. Moreover, a similar 243
approach for speech emotion recognition, which involves both CNN for extracting high-level features from 244
spectrograms and LSTM for aggregating long-term dependencies, was presented in [12]. 245
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Table 2. Automatic Classifiers Results (Macro-Averaged Precision and Recall): the DepAudioNet
Method Compared with the Proposed Method Based on Autoencoder

Dementia classes Method Precision Recall Accuracy F1 score

HC / MCI / eD

DepAudioNet 51.02% 49.40% 52.90% 50.20%

DepAudioNet + Augmentation 59.71% 60.90% 62.60% 60.30%

Our method 58.59% 56.88% 65.23% 57.72%

Our method + Augmentation 86.19% 83.28% 86.98% 84.71%

HC / PS

DepAudioNet 55.90% 59.20% 59.20% 57.50%

DepAudioNet + Augmentation 68.74% 71.30% 71.30% 70.00%

Our method 77.16% 77.35% 77.26% 77.25%

Our method + Augmentation 90.84% 90.56% 90.57% 90.70%

Table 2 outlines the classification results of the proposed method based on autoencoder in comparison to246
DepAudioNet, which is the method based on CNN and LSTM presented in [31].247
Firstly, we evaluated the performance of the two methods in the three-class classification task (i.e., HC, MCI,248

and eD) using the original dataset without data augmentation and with data augmentation. It is worthy to notice249
that our method based on autoencoder and without data augmentation equals in performance to the DepAu-250
dioNet method with data augmentation. However, the results improved on average by 40% when we introduced251
the data augmentation. In particular, the proposed method based on autoencoder achieved a precision, recall,252
accuracy, and F1 score of 86.19%, 83.28%, 86.98%, and 84.71%, respectively.253
Then, we evaluated the two methods in the two-class classification task. In this case, the proposed method254
without data augmentation outperforms the DepAudioNet method with data augmentation with average results255
for precision, recall, accuracy, and F1 score 10% higher. The selected data augmentation approach turns out to be256
a good choice in the detecting dementia context allowing one to improve the results of the DepAudioNet-based257
classifier on average by 21.40%. However, the largest increase is obtained by coupling data augmentation with the258
autoencoder-based classifier. Indeed, the proposed method with data augmentation achieved a precision, recall,259
accuracy, and F1 score of 90.84%, 90.56%, 90.57%, and 90.70%, respectively.260
It is worth noticing that the proposed method presents very short training times. In particular, the training261

time lasted 4 minutes and 25 seconds for the original dataset and 5 minutes and 47 seconds for the augmented262
one, both for the three and the two-class classification task. Moreover, the proposed method performs well in263
the three-class classification task avoiding the binary classification proposed in [29].264

Table 3 summarizes the selected state-of-the-art approaches reporting the language of the used dataset and265
the associated used method, that is, k-Nearest Neighbor (kNN), Logistic Regression (LogR), Neural net-266
works (NNs), Random Forest (RF), Support Vector Machine (SVM), and Naive Bayes (NB). In particular,267
we inserted only the best result when building a classifier for distinguishing control from pathological subjects,268
and the * symbol after the keyword of the method identifies studies that used the same dataset proposed in this269
work for the evaluation. Most of the cited works in Table 3 performed a lot of experiments applying manual270
and automatic features extraction techniques, and in some cases, the authors achieved good results training the271
proposed method only on the most significant features. In this work, we let the autoencoder identify the most272
relevant features independently, avoiding the introduction of any bias in the learning phase. We believe that273
the fully automatic analysis of the spontaneous speech of the subjects, avoiding any manual activities that may274
alter the screening, is of the utmost importance to proceed toward standardization of the automatic methods for275
cognitive impairment evaluation.276
The methods based on traditional machine learning techniques usually obtain good results, especially when277

the size of the dataset is a limiting factor for the application of methods based on the deep learning approach. In278
[21], the authors proposed a method based on SVM able to achieve good results with a precision of 85.70% and279
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Table 3. Comparison between the State-of-the-Art Methods for MCI Detection and the
Proposed Method Based on Autoencoder and Data Augmentation

Method Language # classes Precision Recall Accuracy F1 score

kNN* [3] Italian 2 72.70% 70.80% 72.10% 71.74%
LogR* [3] Italian 2 74.40% 76.60% 75.00% 75.48%
NN* [3] Italian 2 76.70% 75.40% 76.00% 76.04%
RF* [9] Italian 2 - - - 70.30%
SVM* [9] Italian 2 - - - 74.45%
SVM [19] Swedish 2 - 80.00% 83.00% -
SVM [17] Swedish 2 - 77.00% 72.00% -
SVM [21] Hungarian 2 85.70% 72.00% 80.00% 78.25%
NN [38] Swedish 2 100.00% 49.00% 75.00% 65.77%
RF [15] Swedish 2 - - - 68.00%
RF [40] Hungarian 2 73.10% 79.20% 71.40% 76.03%
SVM [40] Hungarian 2 75.00% 75.00% 71.40% 75.00%
NB [40] Hungarian 2 72.20% 54.20% 61.90% 61.92%
NB [18] Swedish 2 - - 86.00% -
Our method Italian 2 90.84% 90.56% 90.57% 90.70%

Our method Italian 3 86.19% 83.28% 86.98% 84.71%

an accuracy of 85.70%. Recently, methods based on NNs have started to show their potential. In particular, the 280
method presented in [38] exploits acoustic features and metadata to train a deep NN architecture and exhibited 281
a precision of 100.00% and an accuracy of 75.00%; however, it achieved a very low recall of 49.00%. By combining 282
a NN approach and a data augmentation technique, in this work, we have overcome the problem of the size of 283
the dataset, and we have proposed a method able to outperform the state-of-the-art approaches exhibiting high 284
classification results. In particular, the method proposed in this study achieved on average 90.67% classification 285
results in the two-class classification task and 85.29% classification results in the three-class classification task, 286
which shows the effectiveness of our approach. 287

6 CONCLUSIONS 288

Aging is becoming a meaningful challenge for many countries from social, financial, and economic perspectives. 289
Prompt detection of the early stages of dementia or even cognitive decline related to non-neurological condi- 290
tions (systemic diseases such as renal dysfunctions, chronic pulmonary diseases, inappropriate pharmacological 291
therapies, hypothyroidism, etc.) represents a crucial research problem. In this article, we proposed a method to 292
detect MCI and eD conditions by analyzing subjects speech productions. Using a deep recurrent autoencoder 293
combined with a specialized data augmentation approach, we can automatically extract and learn the features 294
from audio data of the spontaneous speech of the subjects, avoiding any manual features selection and manipu- 295
lation activities, and fully automatic discriminate healthy controls subject from MCI and eD subjects, exhibiting 296
an accuracy of 86.98% and an F1 score of 84.63%. 297
The strengths of our study include the possibility to standardize and automate the massive screening of cog- 298

nitive impairments. The use and automatic evaluation of routinely collected audio data minimize the required 299
resources and greatly reduce the potential risk of referral and diagnostic biases. The obtained results are very 300
encouraging and suggest that a fully automatic approach is feasible and can achieve better results in detection 301
and prediction tasks than manual and semi-automatic approaches based on transcription and manual futures 302
extraction. 303
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Finally, it is worth noting that the language-specific profiling of pathological verbal productions proposed304
represents a complementary approach to the method proposed in this study and it can be very useful to drive305
the implementation of a valid and reliable dementia screening tool. Moreover, it might strongly support the306
extension of the proposed method to other languages with appropriate training and transfer learning approach.307
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