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Vorwort der Herausgeber
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Kurzfassung

Die Verwendung von faserverstärkten Kunststoffen (FVK) nimmt weltweit stetig zu. Die Kom-
bination von diskontinuierlichem Sheet Molding Compound (DiCo-SMC) und kontinuierlichem
SMC (Co-SMC) in einer neuen, hybriden Materialklasse (CoDiCo-SMC) verspricht günstige
Herstellungskosten bei gleichzeitig hoher lokaler Steifigkeit und Festigkeit zu erreichen. Aller-
dings gefährden auftretende Fertigungsabweichungen die Funktionserfüllung der gefertigten
Bauteile. Die resultierende Forderung nach fehlerfreien FVK-Bauteilen gilt neben den hohen
Preisen für Rohmaterialien als ein weiterer Kostentreiber.

Mithilfe des Ansatzes einer bauteilindividuellen, funktionsorientierten In-line-Qualitätssicherung
soll im Rahmen dieser Arbeit Abhilfe geschaffen werden. Für diese Art der Qualitätssicherung
werden In-line-Messergebnisse in Funktionsmodelle integriert. Metamodelle der Funktions-
modelle beschleunigen die Funktionsbewertung und ermöglichen eine Funktionsaussage
innerhalb der Zykluszeit in der Produktion.

In der vorliegenden Arbeit wurde die bauteilindividuelle, funktionsorientierte In-line-Qualitäts-
sicherung exemplarisch für die neue Werkstoffklasse CoDiCo-SMC umgesetzt. Zur Quan-
tifizierung von drei relevanten Fertigungsabweichungen (lokale Glasfaseranteile, Pose des
Co-SMC Patches, Delamination) wurden drei verschiedene Messtechniken eingesetzt. Die
Terahertz-Spektroskopie wurde zum ersten Mal zur In-line-Messung lokaler Glasfaseran-
teile in DiCo-SMC eingesetzt. Die Puls-Phasen-Thermografie wurde zur Quantifizierung
der Delamination und eine Industriekamera zur Messung der Pose des Co-SMC Patches
genutzt. Für jede Messtechnik wurde die Messunsicherheit gemäß des „Guide to the ex-
pression of uncertainty in measurement“ (GUM) quantifiziert. Die Messergebnisse wurden in
einem parametrierten Finite-Elemente-Modell (FE) weiterverarbeitet und zu einer Funktion-
sprädiktion aggregiert. Mit Hilfe der Messergebnisse und der modellierten Funktion konnten
über diese Input-Output-Beziehungen Metamodelle trainiert werden. In dieser Arbeit wird
die prädizierte Bauteilfunktion ebenfalls als Messergebnis verstanden. Daher wurden die
Mess-unsicherheiten sowohl der FE-Modelle als auch der Metamodelle bestimmt.

Der vorgeschlagene Ansatz wurde anhand von zwei exemplarischen Prüfkörpern validiert.
Die Ergebnisse zeigen, dass insbesondere die Messung der lokalen Glasfaseranteile und
der Pose des Co-SMC Patches Rückschlüsse auf die bauteilspezifische Steifigkeit zulassen.
Allerdings muss aufgrund der ermittelten Messunsicherheiten derzeit noch auf eine industrielle
Anwendung verzichtet werden. Die Nutzung bauteilspezifischer Funktionsinformationen nach
der Fertigung ermöglicht es, gängige Sicherheitsfaktoren in der Dimensionierung von FVK-
Bauteilen zu reduzieren.
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ŷl Estimate of the component function for a set l of

combined manufacturing deviations
a.u.
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Introduction 1

1 Introduction

This work deals with in-line metrology for fiber-reinforced polymers. A 100% component
assessment based on in-line measurements combined with a functional model is proposed
for component-specific quality assurance, considering the individually realized component
function.

1.1 Motivation

Lightweight design increases resource efficiency. Material and energy are saved both during
manufacturing and the life cycle of a product. The same or improved product performance
is achieved with fewer resources. (May 2020) The advantages of lightweight design are
particularly evident for moving masses. Examples from the transportation sector, reinforced
by the existing legal framework conditions (European Commission 2019), are widely discussed.
For example, a weight reduction of 10% in an internal combustion engine vehicle reduces fuel
consumption by up to 8% (Chu & Majumdar 2012). The trend towards battery-electric drives
also requires the exploitation of existing lightweight design potential to compensate for the
weight disadvantages of battery-electric vehicles (Schuh et al. 2014). Significant advantages
can also be achieved in machinery and plant engineering, especially for highly dynamic
applications (Bauernhansel 2016). Lightweight design is therefore still of utmost importance.
However, high material and development costs are existing disadvantages (May 2020).

Lightweight material design, as one possibility, involves replacing conventional with innovative
materials, which simultaneously provide a lower density and higher mechanical properties.
Fiber-reinforced polymers (FRP) have a high lightweight potential due to their low weight,
excellent mechanical properties and a high freedom in design. Using carbon fiber-reinforced
polymers (CFRP) in an application-specific design can save up to 70% of the required
component weight compared to steel or 30% compared to aluminum, while fulfilling the same
function. In recent years, however, potentials for weight reduction have been exploited mainly
for prestige objects and non-structural parts. (Cherif 2016) Thus, the consequent next step
to further reduce vehicle weight is to substitute structural steel components for cost-efficient
lightweight FRP.

Continuous CFRP are characterized by their high stiffness and strength in fiber direction,
which make them very attractive for structural components. The excellent material properties
are opposed by higher material and manufacturing costs. Therefore, full-scale deployment is
often economically not viable (May 2020). Glass fiber reinforced polymers (GFRP) achieve
a significantly higher market penetration, with a market share of over 90% in the area of
FRP. The sheet molding compound (SMC) process is the most widespread manufacturing
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process with a production volume of 205 kt in 2019 in Europe alone. (Witten & Mathes
2019) Discontinuous fiber-reinforced SMC stands out with significant lower material costs. Its
advantages include a high freedom in design due to its high formability during the compression
moulding step and low manufacturing costs. In contrast, the chopped, discontinuous glass
fibers used in conventional SMC composites provide lower stiffness and strength. As result,
SMC is used in non-structural components, such as lightweight body panels for vehicles or
interior parts of trains (European Alliance for SMC/BMC 2016; Cherif 2016).

Discontinuous fiber 

reinforced polymers

Continuous fiber 

reinforced polymers

High fiber volume content

Controlled fibers alignment

High stiffness and strength

Restricted formability

High cycle times

High scrap rate

Extensive trimming

Good formability

Function integration potential

Low finishing demands

Low cycle times

Low stiffness and strength

Process related complex 

microstructure

CoDiCoFRP
Discontinuous fiber reinforced polymers

with continuous fiber reinforcements

Figure 1.1: Advantages and disadvantages of continuous and discontinuous sheet molding
compound; own illustration according to Böhlke & Kärger et al. (2016)

The use of fiber-reinforced components must be increased globally to fully exploit the eco-
nomical, ecological and technological advantages of lightweight construction. Only a cost-
efficient, large-scale production with a high degree of automation can achieve this goal. Hybrid
composites could theoretically combine the benefits of different composite materials. The
International Research Training Group (IRTG, DFG GRK 2078) "Integrated engineering of
continuous-discontinuous long fiber reinforced polymer structures (CoDiCoFRP)1" follows
an innovative approach to accomplish exactly this goal (Böhlke & Henning et al. 2019).
Continuous and discontinuous SMCs are united in a co-molding process to tailor a material
class with the freedom in design of discontinuous SMC and the superior mechanical properties
of continuous CFRP. Ultimately, complex geometries are produced from discontinuous SMC,

1Karlsruhe Institute of Technology (KIT). International Research Training Group CoDiCoFRP. https://
www.grk2078.kit.edu (accessed on Jan. 5, 2022).

https://www.grk2078.kit.edu
https://www.grk2078.kit.edu
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while load paths are locally reinforced by unidirectional carbon fiber patches. An overview of
this new material class is given in Figure 1.1.

1.2 Problem statement

FRPs originated in applications with high performance requirements, such as the aerospace
industry. Here, harsh rejection criteria, such as a limit of 2% void faction, exist. This traditional
demand for a “defect-free” component is considered as a cost driver and needs to be recon-
sidered, especially for less performance-driven components. In today’s mass applications,
low manufacturing costs are of decisive importance to ensure further dissemination of the
technology. (Talreja 2015) The comparatively high costs of FRP components, often caused
by relatively high material costs and manufacturing processes that are not yet fully developed
for larger series, are seen as one of the main obstacles to the widespread industrial use of
FRP (May 2020). Current costs of about 80 Euro/kg for CFRP components are far above
the acceptance threshold of less than 20 Euro/kg for an economic large-scale production in
automotive engineering (Reden & Schüppel 2019).

Manufacturing deviations are inevitable for composite structures due to process variations
and varying quality of input materials (Donaldson & Miracle 2001; Talreja 2015). They can be
reduced, but not completely avoided. It follows that even “defect-free” components contain de-
fects below the metrological detection limit. The significance of those defects is directly linked
to the local performance requirements of a component. A component-specific assessment
of the effects of defects could reduce manufacturing costs, because individual components
would no longer be rejected based on generalized criteria. An individual assessment requires
a characterization of existing defects by means of in-line non-destructive testing (NDT) and a
subsequent measurement-based mechanical evaluation of the influence on the functionality
of the component. This functional assessment needs to adhere to the cycle time. Hence, com-
putationally intensive models (finite element models) that describe the component behavior in
detail must be replaced by models that are faster to evaluate (surrogate models). However,
these data-driven surrogate models are to be trained on the computationally intensive models.
Therefore, both the suitability of computational expensive and surrogate models needs to be
guaranteed.

Overall, defects could be regarded as an inherent characteristics of the component state.
This engineering approach tolerates defects as long as they do not jeopardize the safe use of
a component. In return, manufacturing costs could be reduced. Figure 1.2 depicts a vision
of the overall methodology for a cost-effective FRP design approach, allowing a balanced
relationship between manufacturing costs and level of performance. Process models and com-
ponent simulations are already created during the design phase, before manufacturing. This
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knowledge shall be used to characterize the relevant material properties and manufacturing
deviations. Making use of the existing models, the component performance can be evaluated
based on characterization results. The more precise knowledge about component-specific
properties allows to prevent overperformance and thus, to reduce costs. By knowing the
individual component performance, a design closer to the actual functional requirements can
be chosen. The characterization and performance evaluation need to adhere to the cycle
time to ensure a 100% component assessment.

This work focuses on the characterization by means of in-line measurements and a subse-
quent performance evaluation making use of in-line functional models.

Performance evaluation
▪ Structural integrity

Characterization
▪ Quantification of the 

material state

▪ Consideration of 

manufacturing deviations

Trade-off
▪ Cost

▪ Performance

Design and manufacturing
▪ Process modeling and

simulation

▪ Component manufacturing

Figure 1.2: Cost-efficient design and manufacturing process for fiber-reinforced polymers;
own illustration based on Talreja (2015)

1.3 Research goal

The problem statement is addressed by the following overall research goal:

Function-oriented quality assurance of hybrid sheet molding compound based on in-line
measurements and in-line surrogate models of finite element simulations

Four research questions are derived from the research goal:

1. In-line measurements: Is it possible to quantify common manufacturing deviations of
hybrid sheet molding compound within the cycle time?

2. Parametrized simulations: Do simulations with imported measurement results of manu-
facturing deviations represent the material behavior of hybrid sheet molding compound
accurately?
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3. In-line surrogate model: Can virtual training data, generated from simulations, be used
to achieve "real-time capability" of the functional assessment?

4. Measurement uncertainty: Do the measurement uncertainties of the in-line mea-
surement technologies, the simulation, and the surrogate model allow for an industrial
application?

Additionally, the research aims for the underlying idea that any produced composite material
can be characterized based on its manufactured component state. In-line measurement tech-
nologies allow for generating component-specific, function-relevant data. This measurement
data serves as input for creating digital representations of the real component (digital twin)
via parametrized finite element models. A surrogate model is trained using an extensive
collection and combination of potential manufacturing deviations (database of component
states) as well as the input-output relation from the computationally more expensive model
for each of the components states in the data base. Afterwards, the trained surrogate model
is able to perform quality assurance tasks of functional requirements within the cycle time,
because the mapping between input (measured component state) and output (function) is
stored in a model easier to evaluate. This property refers to the term "real-time capability" in
the third research question. Thereby, the human effort focuses on identifying suitable mea-
surement technologies, creating appropriate functional models and the respective surrogate
models. Furthermore, the approach shall not be bound to the exemplary material system
(CoDiCo-SMC) used in this work, but should make a first step towards a function-oriented
measurements for all kind of composites and hybrid composites, such as CFRP laminae and
intrinsic CFRP-metal hybrids.

1.4 Structure of this work

After the problem statement and the research goal have been motivated in Chapter 1, a general
overview on the further course of this thesis shall be given (cf. Figure 1.3). In Chapter 2,
an introduction to required fundamentals follows, which enable the understanding of the
contextual relationships and their integration into the subsequent research approach. Then, in
Chapter 3, the existing research approaches are presented based on formulated requirements
from the state of the art in research and technology. Taking the existing approaches into
account, Chapter 3 closes with the derivation of the research deficit. Chapter 4 presents
the solution approach and the general framework of the research approach to address the
research deficit. In Chapter 5, suitable measurement technologies are selected, qualified, and
evaluated for the hybrid SMC at hand. This measurement data forms the general prerequisite
for the methodological procedure of data propagation for enabling a function-oriented quality
assurance presented in Chapter 6. In Chapter 7, the solution approach will be tested on
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two different specimen geometries. Chapter 8 contains a discussion, followed by an outlook,
before the summary in Chapter 9 concludes the thesis.

1 Introduction

1.2 Problem statement1.1 Motivation

1.4 Structure of this work1.3 Research goal

2 Fundamentals

2.2 Fiber-reinforced polymers2.1 Measurement and quality assurance

2.3 Finite element method (FEM)

3 State of the Art

3.2 Literature review of research

focus areas

3.1 Requirements

3.3 Research deficit

4 Approach

5 Qualification and assessment of measurement technologies

5.3 Industrial image processing

5.1 Initial assessment and selection

5.4 Active thermography

6 Methodology for in-line measurement propagation

6.2 In-line qualification of the functional

assessment

6.1 Functional assessment of interacting

manufacturing deviations

7 Application of function-oriented measurements for CoDiCo-SMC

7.2 Multi-axial stress state7.1 Pre-study on tensile specimens

8 Discussion and outlook

9 Conclusion

5.2 Terahertz spectroscopy

Figure 1.3: Structure of this thesis



Fundamentals 7

2 Fundamentals

This chapter focuses on the fundamentals for a function-oriented quality assurance of fiber-
reinforced polymers. A common understanding of measurement and quality assurance is
established, the characteristics of sheet molding compounds (SMCs) as a class of fiber-
reinforced polymers are described and the finite element analysis as a common tool in the
design and dimensioning process is introduced. Each section closes with the most important
takeaways for the remainder of this work.

2.1 Measurement and quality assurance

The central terms of measurement, measurement uncertainty and different degrees of inte-
gration for production-integrated metrology are defined.

2.1.1 Measurement

The term measurement is defined as “the process of experimentally obtaining one or more
quantity values that can reasonably be attributed to a [...]” measurand (JCGM200 2012). A
measurand is a property of an object expressed as a number and a reference unit (JCGM100
2008). Generally, the result of a measurement is only an estimate of the measurand. Thus,
it needs to be accompanied by a statement of the uncertainty of that estimate. (JCGM100
2008)

In this work, the term measurand is understood in a broader sense. In particular, the pre-
dicted product function of a fiber-reinforced component is considered similar to an indirectly
determined measurand. This allows the quantification of the measurement uncertainty for the
component-related function prediction. (JCGM100 2008; Häfner 2017)

2.1.2 Function-oriented measurement

A function-oriented measurement of the quality relates measured product characteristics to its
individual function. Thus, a comparison to the required function is enabled. A mathematical-
physical model of the function, fed with measurement results, must be created to establish a
function-oriented evaluation.

Functional models and simulations are often already created during the design process. In this
case, these models only need to be adapted for the measurement process and the evaluation
of the measured quantities. Instead of standardized parameters, the functional model is used
for an individual analysis of multiple measurement results and serves as “virtual functional
gauge”. A high model quality in combination with measurements under low measurement
uncertainty is a decisive factor for the reduction of functional uncertainty. Functional capability
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becomes quantitatively predictable, whilst insufficiently described component characteristics,
tolerances and measurement evaluations can be omitted. This implies a paradigm shift to
the language of function rather than the language of tolerance and implies a rethinking of
the entire process chain. Designers and metrologists, as a cooperating team, have to under-
stand the functional relationships in order to derive function-oriented measurands from the
mathematical-physical model. (Weckenmann & Hartmann 2013; Hartmann & Weckenmann
2014; Weckenmann & Hartmann 2015)

Advantages arise along the entire process chain (Weckenmann & Hartmann 2013):

1) Causal relationships are better understood and an approach for design optimization
exists.

2) Scrap rates are reduced because excessively strict component requirements are
avoided.

3) Multiple measurement results are combined in the functional model (data fusion).

Therefore, quality assurance has the significant task to generate information from mea-
surements that permits a functional assessment of the specified requirements. If selected
properties and characteristics of a unique component are processed as data by means of
models, one can refer to a digital twin (Stark & Damerau 2018).

2.1.3 Production-integrated metrology

In-line metrology, as a part of the production system, provides a continuous stream of qual-
ity information on the component and the production system. Off-shopfloor measurements
are generally conducted in the measurement laboratory. The use of production-integrated
metrology enables an early detection of product quality and possible manufacturing deviations
close to the value-adding process. Production-integrated metrology (on-shopfloor) can be
divided into different integration levels (cf. Figure 2.1). In-line measurements, including the
respective information flow, are performed within the cycle time of the manufacturing process,
while off-line measurements next to the production line are used for random sample measure-
ments. In-line measurements are further distinguished between a direct integration into the
production machine (on-machine) or integrated into the production line, but at separate test
stations (off-machine). In the production machine, measurements can be performed during
(in-process), before or after the actual processing step (off-process: pre- or post-process).
The integration of in-line measurement technology is associated with additional expenditures
compared to end-of-line inspections. Additionally, high demands exist on the resilience and the
measurement uncertainty (cf. Section 2.1.4) of the in-line measurement system, even in harsh
production environments. However, its use provides a 100% (component-specific) inspection
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and avoids value creation on defective products. Thus, in-line inspection for quality-critical
features is often more economical than the cumulative costs of subsequent value-added
processes on defective components. (Lanza et al. 2019; Gao et al. 2019) In-line metrology
offers particularly high potential for increased value creation when quality information is
directly linked to the product function (Wagner et al. 2020).

Integration levels

In-Line

Off-Line

On-Machine

Off-Machine

In-Process

Off-Process

Off-Shopfloor

On-Shopfloor

Post-Process

Pre-Process

Figure 2.1: Integration levels of production-integrated metrology; own illustration according to
Lanza et al. (2019) and Gao et al. (2019)

2.1.4 Measurement uncertainty

The term measurement uncertainty is defined as a non-negative parameter associated with
the measurand. It characterizes the dispersion of quantity values that can be assigned to
the measurand based on known information about the measurement process. (JCGM200
2012)

2.1.4.1 Guide to the expression of uncertainty in measurement (GUM)

A standardized procedure for determining measurement uncertainties is defined in the “In-
ternational Guide to the Expression of Uncertainty in Measurement (GUM)”. Its goal is to
provide a method which is applicable to all kinds of measurements, including all possible
input data used in measurements.

It is based on the concept of the expanded uncertainty U , which describes an interval ±U

around the estimate of the measurand ŷ . This interval contains, based on the available infor-
mation, the set of quantity values of the measurand with a defined probability. A mathematical
function describes the relationship between the estimate of the measurand ŷ and the N input
estimates x1, x2, ..., xN . Equation 2.1 is called measurement function. (JCGM100 2008)

ŷ = f (x1, x2, ..., xN ) 2.1

Estimated values for the standard uncertainties u(xi ) of all input quantities xi must be deter-
mined. Uncertainty components are either calculated from a series of repeated measurements
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leading to a probability distribution (type A), or based on an assumed probability distribution
from a subjective degree of belief (type B). In the latter, the information comes from other
sources, such as a calibration certificate or an expert estimate. In each case, determining
the standard uncertainty of an input variable xi is based on the assumption of an adequate
probability density function. The combined standard uncertainty uc(ŷ) is calculated according
to Equation 2.2, based on the estimated standard uncertainty of each input estimate u(xi ).
The covariances u(xi , x j ) need to be taken into account if correlations between the input
estimates prevail. (JCGM100 2008)

u2
c(ŷ) =

N∑
i=1

N∑
j=1

∂ f

∂xi

∂ f

∂x j
u(xi , x j ) =

N∑
i=1

(
∂ f

∂xi

)2

u2(xi )+2
N−1∑
i=1

N∑
j=i+1

∂ f

∂xi

∂ f

∂x j
u(xi , x j ) 2.2

The expanded uncertainty U is calculated by multiplying the combined standard uncertainty
uc(ŷ) by a coverage factor k, as given in Equation 2.3 (JCGM100 2008).

U = k ·uc(ŷ) 2.3

Often, repeated estimates of the measurand ŷ are assumed to be normally distributed around
the measurand Y . The coverage factor can be calculated based on the effective degrees
of freedom veff of the uncertainty contributions. Commonly, a confidence level of 95.45%
is chosen, leading to a coverage factor k ≈ 2 for a sufficient number of measurements.
(JCGM100 2008)

2.1.4.2 Simulative approach (GUM supplement 1)

Additionally, a procedure for the simulative determination of the measurement uncertainty
(MU) using the Monte Carlo method (MCM) is defined by JCGM101 (2008). The measure-
ment uncertainty is calculated based on repeated random simulation experiments. For each
experiment, random values are drawn according to the statistical distributions that can be
assumed for the input variables xi . The estimate of the measurand ŷ is calculated based on
the random input values using a mathematical model of the measurement. Evaluating the
model for M repeated random experiments yields to a probability density. The realized model
values can be written as

ŷr = f (xr ),r = {1, ..., M }. 2.4

The r th draw xr contains the realizations x1,r , ..., xN ,r for the N input variables. The average
y and the sample standard deviation s ŷ are reasonable estimates for Y and u(Y ), as given in
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Equation 2.5 and 2.6:

Y ≈ y = 1

M

M∑
r=1

ŷr 2.5

u2(Y ) ≈ s2
ŷ =

1

M −1

M∑
r=1

(ŷr − y)2 2.6

An associated probability density function p(ŷ) can be calculated based on the experimental
values and an assumption for the underlying distribution. The determination of measurement
uncertainty using the MCM comes with two main advantages (JCGM101 2008):

1) No calculation of partial derivatives for complicated or non-linear models is needed,
leading to a reduced analysis effort.

2) The estimate of the measurand is improved for non-linear models.

2.1.4.3 Other standards

Deutsches Institut für Normung e.V. (2011b) defines an experimental method for the tactile
coordinate metrology. At least 20 repeated measurements are performed on a calibrated
standard in the same way as on the actual component. A calibrated standard must be similar
to the component in size, shape and material. Measurement procedures and environmental
conditions should also be comparable. Four uncertainty contributions are considered to
determine the expanded uncertainty U of each measured quantity:

1) the standard uncertainty of the calibration of the standard ucal,
2) the standard uncertainty of the measurement procedure up,
3) the standard uncertainty from variations in material and production uw,
4) and the standard uncertainty from systematic deviations of the measurement procedure

ub.

Alternatively, ub can be considered as a systematic deviation from the calibration value,
named b, leading to (Schwenke & Franke 2007):

U = k
√

u2
cal +u2

p +u2
w +b2 2.7

The procedure described above can equally be applied to all types of optical and tactile
sensors (Wendt et al. 2007).

2.1.4.4 Uncertainty evaluation in continuous modeling

Continuous models, such as finite element models, use continuous differential or integral
equations to describe reality. Usually, discrete representations of those equations are derived
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for numerical solution. An uncertainty estimation of those models is a key requirement for
application in metrological problems. (Esward et al. 2003)

Four main sources of uncertainty exist (Esward et al. 2003), whereby modeling and solution
errors are comparatively small so that they can be neglected in most cases (Lord & Wright
2003; Häfner 2017):

1) Modeling error uSim,M: The chosen continuous equation does non adequately describe
reality.

2) Discretization error uSim,D: The chosen discrete time step or mesh leads to errors.
3) Input quantity error uSim,I: Input quantities are inaccurate.
4) Solution error uSim,S: Solving differential equations using linear algebra leads to errors.

The combined modeling uncertainty uc,Sim is calculated according to GUM:

uc,Sim =
√

u2
Sim,M +u2

Sim,D +u2
Sim,I +u2

Sim,S 2.8

Sampling methods, such as the MCM, are particularly suited for the uncertainty determination
of input quantities The main advantage is that statistical distributions do not need to be
explicitly propagated through the model equations for sampling methods. However, repeated
model runs are time-consuming (Esward et al. 2003). Latin Hypercube Sampling (LHS)
reduces the number of model runs while providing good estimates of output quantity means
and standard deviation (Lord & Wright 2003). The proposed number of runs should be around
ten times as large as the number of input quantities (Loeppky et al. 2009).

2.1.5 Summary: Function-oriented quality assurance

Based on the concepts described, the following conclusion can be drawn:

1. The goal of a modern quality assurance is not to evaluate measured product char-
acteristics with the help of tolerances, but to evaluate the product function using a
mathematical-physical model in the sense of a digital twin. A function-oriented quality
assurance is enabled.

2. Higher integration levels of production-integrated metrology enable component-specific
measurements.

3. Each measurement needs to be accompanied by a measurement uncertainty in order
to quantify the quality of the measurement. A quantified product function can also be
understood as a measurement.
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4. Measurement uncertainties are determined according to GUM (JCGM100 2008), whereby
simulative approaches are equivalent. The measurement uncertainty of optical and
tactile sensors can be evaluated according to Deutsches Institut für Normung e.V.
(2011b).

5. Numerical solutions of continuous models, such as the finite element analysis (FEM),
are also subject to uncertainties. The discretization error and the input quantity error
are of particular importance.

2.2 Fiber-reinforced polymers (FRPs)

Sheet molding compounds (SMCs) as a type of fiber-reinforced polymers (FRPs) are intro-
duced. An overview of existing measurement principles for FRPs is given. The described
material models for FRPs relate measurement results to material behavior.

2.2.1 Definition of FRPs

Composites are a macroscopic combination of at least two distinct materials. The materials
have a recognizable interface and substantially differ in their mechanical properties. A contin-
uous matrix constituent (matrix) binds together and provides form to the stronger and stiffer
reinforcement constituent. The combination of the constituents leads to a balanced set of
structural properties, superior to its constituent materials alone. Thermosets or thermoplastics
usually serve as matrix material and transfer the load to the reinforcement material. Glass and
carbon fibers are widely used reinforcements and primarily carry the load, providing strength
and stiffness to the component on the macroscopic level. At least 10% volume fraction of
reinforcement constituent are required to usefully increase structural properties. (Donaldson
& Miracle 2001)

Common forms of the reinforcement constituents are straight continuous fibers, discontinuous
fibers, particles or woven fabrics (Donaldson & Miracle 2001). Discontinuous fibers usually
have a fiber length of 25 to 50 mm (Schürmann 2007). Continuous fiber composites consist
of fibers with a fiber length similar to the overall dimension of the composite part (Donaldson
& Miracle 2001).

Generally, higher reinforcement volume fractions provide higher component strength and
stiffness, as long as a sufficient impregnation of all reinforcements is given. A fiber alignment
along the loading direction increases strength and stiffness in this particular direction. Com-
posites behave quasihomogeneous on the macroscopic level. (Cherif 2016; Domininghaus
2012)
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Advantages of composites are an improved corrosion resistance, long fatigue lifes and
tailorable properties, besides their high stiffness, high strength, and low density. The current
major challenges are cost saving measures and proving the presumed advantages of the
materials in terms of an improved overall life cycle sustainability. This requires a complex
consideration of the economic, ecological and social effects of production along the entire
value chain. (Mathes & Witten 2013)

2.2.2 Sheet molding compound (SMC)

Sheet molding compound is a processable, flowable, sheet-like molding material consisting
of cross-linkable resins, fibers, and additives. It flows under pressure and fills the mold cavity.
Curing is initiated by an increased mold temperature. SMC was developed in the early 1960s
and is one of the most processed FRPs. (Mathes & Witten 2013) SMC accounts for 18%
(205 kt) of the European production volume of glass-fibre-reinforced polymers (Witten &
Mathes 2019).

SMC technology allows designers excessive freedom in design. Low processing pressure,
low tooling costs, low cycle times, good surface finish and paintability, low specific weight,
good stiffness and high temperature resistance were decisive criteria for the use of this new
group of materials in the electrical and automotive industries, e.g. for housings and body
panels. Further applications can be found in civil engineering and mass transportation.

The large number of individual components in the matrix formulation (resin, hardener, fillers,
additives) complicates the reproducible fabrication with respect to a constant compound
quality. This is further complicated by the common batch production. Even minor deviations
and production fluctuations in the semi-finished product (agglomeration of filler material
or insufficient fiber impregnation) can lead to a scrap rate of up to 7% in the subsequent
production steps. (Mathes & Witten 2013; Neitzel et al. 2014)

2.2.2.1 Production process of discontinuous sheet molding compound

SMC prepregs (abbreviation for pre-impregnated fibers) are required for the compression
molding process, in which the heated cavity of the mold determines the final shape of the
component. This general principle separates the fiber impregnation process from the shaping
of the component for SMCs. (Cherif 2016)

Within the fiber impregnation process, the mixture of resin, hardener, and filler is continuously
knife-coated onto an upper and lower carrier foil with a defined thickness in a special prepreg
plant. Glass or carbon fiber rovings are cut by a cutting unit to the desired length of 25
to 50 mm for the production of discontinuous SMC (DiCo-SMC). After cutting, the roving
must break up loosely into individual filaments so that it can be finely distributed. The cut
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fibers fall without a preferential orientation onto the resin film (planar isotropy). Sandwiched
between a second resin film, the components are compacted in a calendar zone, preventing
air inclusions and ensuring a complete resin impregnation of the fibers. Figure 2.2 illustrates
the principle. The fiber content is adjusted via the web speed and is usually around 30 weight
percent ( wt.-%). After calendering, the SMC is matured for several days up to weeks at 30 °C
to increase its viscosity. The shelf life of the semi-finished SMC is limited to a few months.
(Schürmann 2007)

Figure 2.2: Principle of a SMC prepreg plant (Böhlke & Henning et al. 2019)

Afterwards, SMC prepregs are further processed in a compression molding process, using
pressures of 25 to 250 bar and temperatures between 140 and 160 °C. Mostly rectangular
SMC cuttings are stacked and inserted into the mold (cf. Figure 2.3). Pressure and temper-
ature reduce the viscosity of the matrix system during compression molding. The closing
movement of the mold induces a material flow and the mold cavities are filled. A local orien-
tation of the discontinuous fibers in flow direction emerges. A chemical cross-linking of the
matrix takes place because of the increased temperature. The pressure is held during the
curing process. An automated process achieves cycle times around one to three minutes,
dependent on the size of the component. Post processing, such as deburring or drilling, is
necessary after molding. (Cherif 2016; Böhlke & Henning et al. 2019)

The moulding cycle time is considered as time constraint for both in-line measurements and
real-time applicability of functional evaluations within this work.
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Figure 2.3: Compression molding of SMC components (Cherif 2016)

2.2.2.2 Production process of continuous sheet molding compound

Continuous, unidirectional SMC (Co-SMC) prepregs consist of continuous glass or carbon
reinforcement fibers, aligned in the direction of motion of the carrier foil during prepreg
production. The melt resin impregnation process is the most common manufacturing process
(cf. Figure 2.4).

Initially, the matrix resin is applied to a carrier film in a dedicated process at elevated tem-
perature and stored temporarily. Subsequently, the fibers are impregnated in a separate
plant. The resin film is tempered by heated calender rolls and the resin viscosity is thereby
adjusted to a range favorable for impregnation. At the same time, the roll pressure supports
the impregnation of the fibers, and the defined roll gap allows for a precise adjustment of
the fiber volume fraction, commonly up to 60 vol.-%. After passing through a cooling section,
edge trimming and winding take place. In contrast to discontinuous SMC, maturing takes
place directly on the plant within a few minutes.

The process results in very good reproducibility of the basis weight. Co-SMC meets extreme
mechanical requirements due to the parallel fiber orientation and the higher fiber volume
fraction compared to discontinuous SMC. However, flowablility is drastically reduced. Thus,
the whole mold needs to be covered when using continuous prepregs. Carbon fibers, due to
their inherent high strength and stiffness, are of special interest for this material class, but
come at a higher cost. (Cherif 2016; Neitzel et al. 2014; Böhlke & Henning et al. 2019)
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Figure 2.4: Principle of a unidirectional prepreg plant (Schäferling 2019)

2.2.3 Hybrid sheet molding compound

The innovative research approach of a hybrid SMC within the DFG GRK2078, hereinafter
also referred to as CoDiCo-SMC, requires some specific characteristics, which are presented
in the following subsections. The hybrid manufacturing process, the material formulation
required for it and any process-related manufacturing deviations that may occur are presented
in more detail.

2.2.3.1 Production process of CoDiCo-SMC

The manufacturing of locally continuous-fiber reinforced components based on discontinuous
SMC enables the economic production of stiff structures with a reasonable freedom in design
(Bücheler 2018). The flowability of discontinuous SMC allows the molding of complex geome-
tries and the integration of inserts, while the positioning and alignment of the continuous SMC
provides the required structural integrity of the component (Böhlke & Henning et al. 2019). A
cured CoDiCo-SMC component is produced in a sequence of three steps, shown in Figure 2.5.
The illustrated prepregs, stored on coils, originate from the presented production process
described in Section 2.2.2.1 and 2.2.2.2. Stacking leads to the desired fiber architecture of
the continuous SMC. Complex geometries pose a challenge to the draping of the hybrid
preform. Co-molding describes the simultaneous hot pressing of both prepreg types. (Böhlke
& Henning et al. 2019) It demands special resin properties to permit the material flow of dis-
continuous fibers, while inhibiting changes in position and orientation of the continuous fibers
(cf. Section 2.2.3.2. Special molding tools with magnetic fixations additionally increase the
positional stability of Co-SMC CF prepregs. (Bücheler 2018) However, 100% mold coverage
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is proposed in literature as well (Pangboonyanon et al. 2016). Optimized post-processing
strategies are required for the hybrid material (Böhlke & Henning et al. 2019).

Discontinuous

SMC prepreg

Continuous 

SMC prepreg

2) Stacking 3) Co-Molding

Finished CoDiCo-SMC 

component

1) Cutting

Figure 2.5: Production process of CoDiCo-SMC components; according to Schäferling (2019)

Overall, the manufacturing process of hybrid components is prone to multiple process vari-
ations, because manufacturing deviations of the individual components and the compound
material occur. A detailed analysis on observed manufacturing deviations follows in Sec-
tion 2.2.3.3.

2.2.3.2 Material formulation

The used resin systems for both discontinuous glass and continuous carbon fiber SMC semi-
finished materials are based on an unsaturated polyester polyurethane hybrid (UPPH). The
resin formulation was developed at the Fraunhofer Institute for Chemical Technology (ICT)
(Bücheler 2018). The specimen material used in this work was also produced at the ICT.
Detailed material compositions are given in Table 2.1 and Table 2.2, respectively. The length
of a glass fiber was 25.4 mm with a fiber diameter of 13.5 µm (Görthofer et al. 2019).

Table 2.1: Composition of discontinuous UPPH GF Sheet Molding Compound (Trauth 2018)

Component Trade name Supplier Quantity

UPPH resin Daron ZW 14141 Aliancys 100 parts
Release agent BYK 9085 BYK 2.0 parts
Deaeration aid BYK A-530 BYK 0.5 parts
Inhibitor pBQ Fraunhofer ICT 0.3 parts
Peroxide Trignox 117 Akzonobel 1.0 part
Thickener (Isocyanate) Lupranat M20R BASF 19.5 parts
Glass fiber Multistar 272 Johns Manville 41 wt.-% (nom.)
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Table 2.2: Composition of continuous UPPH CF Sheet Molding Compound (Trauth 2018)

Component Trade name Supplier Quantity

UPPH resin Daron AQR 9001 Aliancys 100 parts
Release agent BYK 9085 BYK 2.0 parts
Impregnation additive BYK 9076 BYK 3.0 parts
Inhibitor pBQ Fraunhofer ICT 0.3 parts
Styrene Mono Styrol BASF 2.9 parts
Peroxide Trignox 117 Akzonobel 1.0 part
Thickener (Isocyanate) Lupranat M20R BASF 25.0 parts
Accelerator BorchiKat 0243 Borchers 0.17 parts
Carbon fiber PX3505015W-13 Zoltek 60 wt.-% (nom.)

2.2.3.3 Manufacturing deviations in CoDiCo-SMC

FRPs are manufactured by various methods (Neitzel et al. 2014). All those manufacturing
processes are subject to variations in process parameters or input quality (Donaldson &
Miracle 2001).These variations lead to deviations of the manufactured component from the
designed, ideal component. SMC, as a class of FRPs, is also affected by manufacturing
deviations (defects). Generally, defects are grouped into three categories: matrix, fiber and
interface defects. Incomplete curing and voids are possible matrix defects; fiber misalignments
and irregularities in fiber distribution are attributed to fiber defects; and seperation between
layers (delamination) are interface defects. (Talreja 2015)

A brief overview of reported manufacturing deviations in CoDiCo-SMC, without claim to
completeness, is given in Table 2.3. Further defects might occur during the service life of
the product (Donaldson & Miracle 2001; ASTM International E07.10 Committee 2017; Wang
& Zhong et al. 2020). The interested reader is referred to Wang & Zhong et al. (2020), who
categorized reported manufacturing-induced and in-service defects in FRPs into different
scale dimensions (nano-scale, micro-scale, meso-scale, macro-scale).

Defects jeopardize the structural integrity of a component. Voids reduce the stiffness (Gross
& Seelig 2018; Talreja 2015), the strength and the fatigue life (Schürmann 2007; Donaldson &
Miracle 2001). Voids lead to stress and strain concentrations and are often the starting point
of failure (Mehdikhani et al. 2018). Fiber misorientations and decreased fiber volume fractions
lower stiffness and strength as well, both for Co-SMC (Schürmann 2007; Schäferling et al.
2019) and DiCo-SMC (Kehrer & Pinter et al. 2017; Trauth 2018). Delaminations cause a loss
of interlaminar shear strength (Donaldson & Miracle 2001).
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Table 2.3: Overview of manufacturing deviations in CoDiCo-SMC

Manufacturing deviation Reference

Matrix defects

Voids
Krämer et al. (2014),
Böhlke & Henning et al. (2019)

Fiber defects

Fiber fraction in DiCo-SMC
Mathes & Witten (2013), Trauth (2018),
Schäferling et al. (2019), Bretz & Häfner et al. (2021)

Fiber orientation in DiCo-SMC
Görthofer et al. (2019),
Meyer et al. (2020)

Fiber fraction in Co-SMC
Neitzel et al. (2014),
Trauth (2018)

Misalignment of Co-SMC
Pangboonyanon et al. (2016), Bücheler & Henning (2016),
Fengler & Schäferling et al. (2019), Schäferling et al. (2019)

Interface defects

Delamination
Böhlke & Henning et al. (2019),
Bretz & Hinze et al. (2019)

2.2.4 Measurement technologies for FRPs

Measurement technologies in the field of FRPs are often referred to as non-destructive testing
(NDT). This term is defined as the development and application of techniques to examine
materials or components in ways without impairing their future usefulness. It includes the
activities of detecting, locating, measuring, evaluating, and assessing. (Technical Committee
ISO/TC 135 2005) The integration of NDT technologies into production processes enables
process monitoring and control, so that manufacturing costs are reduced (Imkamp & Berthold
2009).

Research and industry have been developing and improving NDT for FRPs for more than 30
years. Numerous NDT technologies, based on different physical principles, exist (Wang &
Zhong et al. 2020; Technical Committee ISO/TC 135 2005). The most relevant procedures are
illustrated in Figure 2.6. Each technology has its advantages, but none of them is able to fully
characterize the component state and possible defects, especially when in-line measurements
are required (Schäferling 2019; Wang & Zhong et al. 2020). The selection and combination
of suitable NDT technologies poses a challenge, but is indispensable to provide appropriate
information to assess the structural integrity of FRPs (Wang & Zhong et al. 2020).
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Figure 2.6: Overview of common NDT technologies; own illustration

2.2.5 Mechanics and failure behavior

Existing models suited for the description of the material behavior of Co- and DiCo-SMC in
the linear elastic range are introduced. A brief introduction on basic failure criteria is given as
well.

2.2.5.1 Mechanics of discontinuous SMC

In the following, the material class of discontinuous SMC is regarded as a two-phase material,
consisting of a matrix and a fiber phase (Brylka 2017). Eshelby initially found an analytical
solution for the inhomogeneity problem, consisting of an ellipsoidal inclusion perfectly bonded
to an infinite homogeneous elastic matrix (Eshelby 1957). The Mori-Tanaka method expands
this idea towards ellipsoidal particle reinforced composites (Mori & Tanaka 1973; Benveniste
1987). This approach is still frequently used due to its simple and explicit formulation. The
effective stiffness of the homogenized composite material with discontinuous, non-interacting
fibers is given by the Mori-Tanaka approach based on orientation averages (Kehrer & Pinter
et al. 2017):

CMT =CM +φF

φM 〈((CF −CM)−1 +Pud)−1〉F︸ ︷︷ ︸
〈A∗〉oa

−1 +φF(CF −CM)−1

−1

2.9

CM describes the stiffness tensor of the isotropic matrix material, CF the stiffness tensor of the
isotropic fiber material, φF the fiber volume fraction, and φM = 1−φF accordingly the matrix
volume fraction. Hill’s polarization tensor Pud for a prolate spheroidal inclusion in an isotropic
medium is given in Equation A1.1 in the Appendix A1. The orientation average 〈A∗〉oa for the
transverse isotropic tensor A∗ is calculated based on the orientation tensors of 2nd and 4th
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order N and N according to Equation 2.10 (Kehrer & Pinter et al. 2017). Again, the calculation
of the coefficients is given in the Appendix A1 (cf. Equation A1.3).

〈A∗
i j kl 〉oa =b1Ni j kl +b2(Ni jδkl +Nklδi j )+b3(Ni kδ j l +Ni lδ j k +N j lδi k +N j kδi l )

+b4(δi jδkl )+b5(δi kδ j l +δi lδ j k )
2.10

The symmetric fiber orientation tensors of second and fourth order N and N, respectively,
give the statistical distribution of fibers in a representative volume element (cf. Equation 2.11
(a) and (b)). Here, p is a unit vector that describes the direction of a fiber. ψ(p) indicates the
probability that fibers are aligned in direction p. (Advani & Tucker 1987)

(a) Ni j =
∮

pi p jψ(p)dp (b) Ni j kl =
∮

pi p j pk plψ(p)dp 2.11

2.2.5.2 Mechanics of continuous SMC

Co-SMC can be described as a continuous, unidirectional lamina (UDL). A UDL is considered
as a transversely isotropic material, because same material properties prevail perpendicular
to the longitudinal direction of the fibers. Figure 2.7 shows the normal and shear stresses in a
representative volume element of a UDL.

3 (⊥)

2 (⊥)

1(||)

Figure 2.7: Representative volume element of an unidirectional lamina, according to Schür-
mann (2007)

Usually, Hooke’s law of elasticity is described by the engineering constants E (Young’s
modulus), G (shear modulus), and ν (Poisson’s ratio):
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Based on the transverse isotropy, the following notifications and simplifications hold:

E1 = E∥; E2 = E3 = E⊥; G31 =G21 =G⊥∥; ν31 = ν21 = ν⊥∥; G⊥⊥ = E⊥
2(1+ν⊥⊥)

2.13

Thus, only five independent elastic constants are to be determined for the case of transverse
isotropy. The basic elastic constants are:

• the two Young’s moduli E∥ and E⊥,
• the shear modulus G⊥∥,
• and the two Poisson’s ratios ν∥⊥ and ν⊥⊥.

Fiber-reinforced structures are predominantly thin-walled. It can usually be assumed that a
plane stress condition is present. Thus, ν⊥⊥ is not demanded and the number of required
basic elastic constants reduces to four.

The values for the independent elastic constants of a UDL can either be determined ex-
perimentally or, in the case of widely used fiber-matrix systems, taken from literature (cf.
Table A5.1). Alternatively, data from similar systems can be used or the constants can be
approximately calculated analytically from the individual components of the used fibers and
matrix material. (Schürmann 2007) The analytical calculation of the engineering constants
is recommended, because it avoids additional experimental investigations in the case of
changing material parameters (Barbero 2013). The elastic properties of the composite are cal-
culated, based on the rule of mixtures, from the elastic properties of the individual components
(fibers and matrix) according to their fraction in the FRP as a series or parallel connection.
Corrections factors are needed in some cases to adapt the analytical relationships to the
experimental results. The semi-analytical equations for calculating the elastic constants,
based on the material properties of the individual components, are as follows (Schürmann
2007):

E∥ =φF ·E∥F + (1−φF) ·EM 2.14
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E⊥ = EM

(1−ν2
M)

· 1+0.85 ·φ2
F

(1−φF)1.25 + φF·EM

(1−ν2
M)·E⊥F

2.15

G⊥∥ =GM · 1+0.4 ·φ0.5
F

(1−φF)1.45 + GM
G⊥∥F

2.16

ν⊥∥ =φF ·ν⊥∥F + (1−φ) ·νM 2.17

ν∥⊥ = ν⊥∥
E∥

·E⊥ 2.18

ν⊥⊥ =φF ·ν⊥⊥F + (1−φF) ·νM

 1+νM −ν⊥∥ EM
E∥

1−ν2
M +νM ·ν⊥∥ EM

E∥

 2.19

Supplementary, it deserves to be mentioned that further homogenization schemes have been
developed within the IRTG. The scheme of Kehrer (2019) holds for transversal isotropic fibers
as well.

2.2.5.3 Failure criteria

Failure criteria predict the load conditions under which a material fails. Most of the criteria were
developed between the end of the 19th and the beginning of the 20th century. In continuum
mechanics, these criteria have been pushed into the background due to advances in the fields
of fracture mechanics and micromechanics. However, they are still in use due to their simple
formulation and can be applied with sufficient accuracy from an engineer’s perspective. In
general, materials are categorized into ductile and brittle material behavior. (Gross & Seelig
2018) In contrast to ductile materials, brittle materials, like continuous and discontinuous SMC,
show no significant inelastic deformations prior to fracture (Gross & Seelig 2018; Trauth 2018).
Failure predictions in finite element softwares often rely on strength-based failure criteria. The
general form of a failure criterion is given in Equation 2.20, with stress components σ j and
material strengths R j . The fracture condition is met, when IF ≥ 1. (Barbero 2013; Schürmann
2007)

IF =
n∑

j=1

σ j

R j
⪌ 1 2.20

The stress exposure fE was introduced to help the design engineer in predicting the risk of
failure. It compares the current stress state to the maximum stress state that can be withstood.
A visualization of fE as a fraction is given in Equation 2.21. Using the stress exposure in
Equation 2.22 circumvents the usage of the inequation in Equation 2.20. The reciprocal of the
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stress exposure f −1
E is called stretch factor fS and gives the factor by which the existing stress

state must be multiplied until failure is reached. Failure occurs, when fE = 1. (Schürmann
2007; Verein Deutscher Ingenieure e.V. 2006)

fE = vector length of the existing stresses
vector length of stresses causing failure

2.21

n∑
j=1

σ j

fE ·R j
= 1 2.22

Failure criteria are characterized into phenomenological criteria and criteria which distinguish
between fracture types. The maximum stress criterion is one of the simplest phenomenologi-
cal criteria, while the Tsai-Wu criterion describes failure of anisotropic materials based on
interactions of the stress tensor components. More material parameters need to be deter-
mined to parametrize the Tsai-Wu criteria compared to the maximum stress criterion. Hashin
and Puck failure criteria are widely used criteria for FRPs and distinguish between fiber and
matrix failure. (Barbero 2013) In the following, the maximum stress criterion and the Puck
criterion are presented in more detail.

Maximum stress criterion According to this criterion, the material behavior is characterized
by a tensile strength R+, a compression strength R− and a shear strength S. Failure occurs
when the maximum principal stress reaches R+, the minimum principal stress reaches R−, or
the shear stress reaches S. Different strength values, dependent on the material orientation,
can be used to describe an anisotropic material. (Barbero 2013; Gross & Seelig 2018)

fE = max



σ1
R+

1
if σ1 > 0 or −σ1

R−
1

if σ1 < 0

σ2
R+

2
if σ2 > 0 or −σ2

R−
2

if σ2 < 0

σ3
R+

3
if σ3 > 0 or −σ3

R−
3

if σ3 < 0

|τ12|
S12

|τ13|
S13

|τ23|
S23

2.23

Puck criterion Stress interactions as well as fiber and matrix failure are considered in
Puck’s criterion. Fiber fracture (FF) is primarily caused by a stress σ1 in the fiber direction.
Nevertheless, uniaxial stresses σ2 and σ3 also lead to additional longitudinal strains in the
fiber direction. Thus, a fiber fracture criterion for a continuous lamina is proposed, which
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includes the stresses σ2 and σ3. (Knops 2008) However, the influences of these Poisson’s
ratio effects is in the low single-digit percentage range. Therefore, the maximum stress
criterion is often used in practice. (Verein Deutscher Ingenieure e.V. 2006)

fE,Puck,FF = 1

±R±
∥

[
σ1 −

(
ν⊥∥−ν⊥∥F ·mσF

E∥
E∥F

(σ2 +σ3)

)]

with

{
R+
∥ for [...] ≥ 0

−R−
∥ for [...] < 0

2.24

In the equation above, ν⊥∥, ν⊥∥F, E∥, and E∥F stand for the Poisson’s ratios and the Young’s
moduli of the lamina and the fiber, respectively. The magnification factor mσF accounts for
biaxial strain close to the interface between matrix and fiber. It is proposed to set mσF = 1.1

for CFRP. (Knops 2008)

Puck developed an inter-fiber fracture (IFF) condition related to stresses in the fracture plane.
The IFF fracture planes are fiber-parallel planes, oriented in the longitudinal direction of
the fibers. Stresses are not given in the lamina coordinate system, but as stresses in fiber
direction, normal to the fiber-parallel plane, and tangential to the fiber-parallel plane. The
resulting stresses in the fracture plane are calculated from the lamina stresses by a coordinate
transformation to the fracture plane. Stresses in the thickness direction can be neglected for
thin lamina. Thus, the following three different IFF modes are discerned for thin lamina (Puck
et al. 2002).

IFF mode A:

fE,Puck,IFF,A =
√√√√[(

1

R+
⊥
−

p+
⊥∥

R⊥∥

)
·σ2

]2

+
(
τ21

R⊥∥

)2

+
p+
⊥∥

R⊥∥
·σ2 ; for σ2 ≥ 0 2.25

IFF mode B:

fE,Puck,IFF,B =
√√√√(

τ21

R⊥∥

)2

+
(p−

⊥∥
R⊥∥

σ2

)2

+
p−
⊥∥

R⊥∥
·σ2 ; for σ2 < 0 and

∣∣∣∣ σ2

τ21

∣∣∣∣≤ ∣∣∣∣ R A
⊥⊥

τ21,c

∣∣∣∣ 2.26

IFF mode C:

fE,Puck,IFF,C =
[(

τ21

2(1+p−
⊥⊥)R⊥∥

)2

+
(
σ2

R−
⊥

)2]
R−
⊥

−σ2
; for σ2 < 0 and

∣∣∣∣τ21

σ2

∣∣∣∣≤ ∣∣∣∣τ21,c

RA
⊥⊥

∣∣∣∣ 2.27

Traditional criteria are usually based on basic lamina strengths R+
⊥, R−

⊥, R⊥∥, and R⊥⊥ (Puck
et al. 2002). These strengths can be determined in experiments. Transformations of the basic
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strengths, such as RA
⊥⊥, are necessary, because Puck’s criterion assumes that only stresses

acting in the fracture plane are causing failure (Puck et al. 2002). The shear stress τ21,c

is present at the transition point from mode B to C. More information about the strength
transformation and the transition point can be found in literature (Puck et al. 2002; Schürmann
2007; Knops 2008). Guidelines on the choice of inclination parameters are given in Verein
Deutscher Ingenieure e.V. (2006). The Puck criterion is an essential part of the aforementioned
standard as an initiative to standardize the design and dimensioning of FRP components
(Verein Deutscher Ingenieure e.V. 2006). Additionally, an Abaqus user subroutine is available
based on this standard1.

2.2.6 Summary: Properties of hybrid sheet molding compound

The summary of this section, relevant to the hybrid SMC under consideration, is given as
follows:

1. Manufacturing processes of SMC are prone to process variations and variations of input
quality, leading to individual combinations manufacturing deviations for each component.

2. Various technologies exist for non-destructive testing of FRPs. However, no method is
suitable to characterize all defects. Additionally, the suitability for an in-line application
needs to be considered.

3. The linear-elastic material behavior can be modeled using Mori-Tanaka homogenization
based on orientation averages for DiCo-SMC and semi-analytical approaches for the
Co-SMC. Classical failure criteria apply for a general assessment.

4. The homogenization approach is capable to consider variations in fiber fraction or void
content.

2.3 Finite element (FE) method

The finite element method (FEM) is an established tool for the dimensioning of components
during the design phase (Mathes & Witten 2013). In the following, the basic steps for building
a FE model are described. Thus, the integration of occurring manufacturing deviations at
different levels in the model structure can be understood.

1Kremer, T., KLuB-VDI2014 v2.0: Subroutine zur Festigkeitsanalyse von Faser-Kunststoff-Verbunden nach der
VDI-Richtlinie 2014, Teil 3 für ABAQUS. https://www.klub.tu-darmstadt.de/media/fachgebiet_klub/
downloads_3/KLuB-VDI2014_v2.zip (accessed on Jan. 5, 2022).

https://www.klub.tu-darmstadt.de/media/fachgebiet_klub/downloads_3/KLuB-VDI2014_v2.zip
https://www.klub.tu-darmstadt.de/media/fachgebiet_klub/downloads_3/KLuB-VDI2014_v2.zip
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2.3.1 Necessity and concept

The deformation behavior of components is mathematically described by partial differential
equations. Analytical solutions of those differential equations do not exist for every problem.
Especially for complicated geometries and load conditions, or for complex material laws in
case of anisotropoy or nonlinearity, an analytical solution might not be given. Many numerical
methods have been developed over the years to solve such problems. The FEM is only one
of them, but the most widely used in the field of engineering. (Fish & Belytschko 2007)

The basic idea of FEM is to divide the solid geometry into a finite number of small, geo-
metrically simple subdomains, the finite elements. These elements itself consist of multiple
nodes. The discretization is typically referred to as meshing and the totality of all elements
and nodes as the mesh of the FE model. In practice, the geometries under consideration
are often so complex that a finite number of elements is not sufficient to exactly represent
the geometry. The resulting inaccuracies are called geometric discretization error. (Fish &
Belytschko 2007)

The local displacement function u(x), dependent on the position vector x, needs to be
found to solve the differential equation for a linear elastic problem. The differential equation
itself initially requires a twofold differentiability of u(x), leading to a strongly restricted set of
potential solutions. This problem is circumvented by transforming the differential equation for
each element into its weak form. The weak form can be solved by functions which can be
only differentiated once. The element-related displacement functions ue(x) can by expressed
by:

ue(x) =ue(x, y, z) =N e(x, y, z)de =
nen∑
j=1

N e
j (x)de

j , 2.28

with the known polynomial N e
j (x), called shape function, and the unknown nodal displacement

de
j . At least linear shape functions, with nodes at the corner points of each element, are

required to prevent displacement jumps at the element boundaries. Thus, the stress is
constant within an element. The solution is interpolated between the nodes. Generally, a finer
mesh or shape functions of higher order improve the solution accuracy, but the computational
cost increases as well. A global system of linear equations is built upon the element-wise
formulation. Here, the same displacement of a shared node in each adjacent element is used
as a boundary condition. The system of equations, given in Eq. 2.29, is obtained:

f =Ku, 2.29
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with the force f , the displacement u and the stiffness matrix K. The vectors fand u contain
the 3D forces and displacements at every node of the mesh. (Fish & Belytschko 2007; Barbero
2013)

The following systematic step-by-step approach is given by Fish & Belytschko (2007). In
today’s CAE environment, the focus lies on the pre- and postprocessing for the end user.

1) Preprocessing: Subdivision of the problem domain into finite elements

(a) Determination of the relevant geometry
(b) Definition of material properties
(c) Definition of initial and boundary conditions
(d) Consideration of potential further constraints (e.g. contact definition)
(e) Spacial discretization of the geometry

2) Element-wise consideration: Development of element-related equations
3) Assembly: Generation of the global system of equations from the individual elements
4) Solution: Solving the global system of equations
5) Postprocessing: Evaluation of the results and visualization

2.3.2 Element types

Solid elements are 3D elements to discretize a volume. Typically, a 3D solid element is
a tetrahedron or hexahedron in shape. Every node has three displacement degrees of
freedom. In principle, it can be used to model all kind of problems. However, solid elements
are only accurate when a reasonable aspect ratio is maintained. Thus, it is demanding on
computational resources, especially for thin structures. (Neto 2015)

Shell elements are used for modeling structures that are thin in one dimension compared to
their other two dimensions. Thus, the displacement field and the stress take a very simple
form. Sheet metals, vehicle frames or fuselages of an aircraft are examplary objects that
are conventionally modeled by shell elements rather than by solid elements. The element
thickness is defined as an element property. Nodes typically have three displacement and
three rotational degrees of freedom and are in the midsurface of the element. The shell theory
assumes that normals to the midsurface remain straight and normal. These simplifications
reduce the computational costs compared to solid elements. They are used for an efficient
modeling of bending problems and deformations in the plane. However, stresses in thickness
direction are neglected and connections to solid elements are challenging. (Fish & Belytschko
2007; Nasdala 2015)

Continuum shell elements (CSE) have only displacement degrees of freedom and depict the
element thickness through additional nodes compared to conventional shell elements. They
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can easily be stacked and connected to solid elements. The 3D shell geometry is discretized
by CSE in the same way as 3D solid elements do. (Barbero 2013; Nasdala 2015)

2.3.3 Extended finite element analysis (XFEM)

The classical FEM requires continuity of displacement of neighboring elements (cf. Equa-
tion 2.28). Discontinuities, such as cracks or delaminations, cannot directly be handled by
the FEM. Tedious meshing procedures, using fine meshes that conform to the boundaries as
well as mesh refinements, are necessary. The Extended Finite Element Method (XFEM) over-
comes this problem and uses fixed meshes. The position of discontinuities is not considered
during meshing. XFEM uses enrichment functions and additional degrees of freedom as a
central approach for the approximation of the local displacement function u(x) in the region
of the discontinuity. The approximation of u(x) is enriched as:

u(x) = ∑
i∈I

Ni (x)di︸ ︷︷ ︸
standard FEM,

cf. Eq. 2.28

+ ∑
i∈I∗

N∗
i (x) ·ψ(x) ·d∗

i︸ ︷︷ ︸
enrichment

, 2.30

with the unknown nodal displacement d and d∗. I denotes all nodes in the mesh, and the set
of enriched nodes is given by I∗. The localized enrichment functions N∗

i (x) ·ψ(x) capture the
discontinuities of u(x). Typically, the shape functions Ni (x) and N∗

i (x) are chosen identically.
Jumps are commonly modeled using the Sign or Heaviside function for ψ(x). Singular stress
and strain states can be captured using additional enrichment functions. (Fries 2018)

2.3.4 Summary: FE model for hybrid SMC

Summarizing the key concepts of FEM leads to the following conclusion:

1. The FEM allows to model the behavior of anisotropic material systems and hybrid
components under different load conditions.

2. Variations in the assembly of hybrid components, such as misalignments of Co-SMC,
can be considered during the preprocessing step of the FEM.

3. The XFEM is generally suited to consider manufacturing deviations leading to disconti-
nuities, such as delaminations, in DiCo-SMC.
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3 State of the art

In this chapter, the state of the art of the topics required for the solution approach is presented.
First, requirements for the implementation of a function-oriented in-line quality assessment of
hybrid SMC are defined in Section 3.1. Relevant scientific approaches are then presented
in Section 3.2 and compared with the previously defined requirements. Finally, Section 3.3
concludes with the research deficit addressed in this thesis.

3.1 Requirements

On the basis of the previously outlined fundamentals, three overall requirements for a method
for the function-oriented in-line quality assurance of hybrid SMC are derived. These require-
ments are related to the research questions (RQ, cf. Section 1.3), subdivided into further
evaluation criteria and explained below. The requirements and evaluation criteria provide the
foundation for deriving the research deficit. Table 3.1 summarizes the review and is based on
the requirements and evaluation criteria presented in this section.

Measurement technologies for FRPs (RQ 1): Many different measurement technologies
exist for FRPs. Therefore, the most promising technologies including respective research
approaches are initially presented. Non-destructive testing is a prerequisite for an in-line
deployment. However, suitable reference measurement technologies are considered in this
section as well. Existing research work in the field of measurement technology is evaluated
whether an SMC-like application has taken place and whether multiple defects could be
detected. An already existing in-line integration is addressed as well for deriving the research
deficit.

In-line functional assessment of manufacturing deviations (RQ 2 and 3): Experimental
investigations are often used to establish a basic understanding. However, a simulative
assessment of manufacturing deviations is favorable compared to cumbersome experiments.
Ideally, in-line measured data is directly integrated into simulations (measurement data
integration), according to RQ 2. Interactions of multiple manufacturing deviations need to
be considered. A real-time applicability of the functional assessment, facilitated by suitable
surrogate models (RQ 3), needs to be guaranteed to allow for a 100% inspection.

Analysis of measurement uncertainty (RQ 4): The in-line measurement technologies
themselves, FE simulations and surrogate models are all subject to uncertainties and build
upon each other. Thus, the measurement uncertainty of all of them needs to be considered.
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3.2 Literature review of research focus areas

This section mainly describes recent works in the field of FRPs relevant for a function-oriented
quality assurance of hybrid SMC. The existing scientific contributions are categorized into four
subsections: measurement technologies, assessment of manufacturing deviations, function-
oriented measurements, and surrogate modeling of FE simulations. In the last two categories,
works not related to FRPs are as well considered.

3.2.1 Measurement technologies for FRPs

Recent works in NDT technologies, according to Figure 2.6, and suitable reference measure-
ment technologies relevant for this thesis are presented in this section. A concise overview
and comparison to the reported manufacturing deviations in CoDiCo-SMC (cf. Table 2.3) is
given in Table 5.1.

3.2.1.1 Computed tomography

X-ray computed tomography (CT) is used extensively for both qualitative and quantitative
assessments in the aerospace and automotive industries. Especially the use of CT for NDT
of aerospace composites has increased significantly. The multiscale structure of FRPs can
be non-destructively detected by CT with high spatial resolution. CT provides both 2D and
3D information on the outer and inner composite structure. (Kruth et al. 2011; Naresh et al.
2020)

Schipp et al. (1992) measured X-ray absorption coefficients of CFRP samples. The fiber mass
fraction was calculated using the measurement results as well as an analytical equation for the
effective absorption coefficient of matrix and fibers. The authors estimated the experimental
error to be less than 3 wt.-%.

Bertram et al. (2016) developed an in-line measurement approach for fiber volume fraction
(FVF) of SMC using CT. The resin material formulation was adjusted to increase the contrast
between matrix and fibers. Different nominal FVF between 0 and 20 vol.-% were realized
by stacking DiCo-SMC and pure resin specimen. Fast evaluation results of the FVF were
generated using a support vector regression approach based on single X-ray projection
images. The relative attenuation and the attenuation path length were chosen as feature space.
Cross-validated error measures were between 0.60 and 1.68 vol-%. This approach overcomes
the challenging FVF measurements based on volumetric images. Time consuming generation
of volumetric images, image blur and the lack of transferability of the parameterization of
different image thresholding techniques traditionally limit the use of CT volumetric images for
the measurement of FVF (Pinter 2018).
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CT was further used to determine fiber orientations of both discontinuous (Pinter 2018;
Schöttl & Weidenmann et al. 2021) and continuous FRP (Lightfoot et al. 2017; Schöttl & Dörr
et al. 2020). Voids (Little et al. 2012; Tserpes et al. 2016; Naresh et al. 2020), delaminations
(Léonard et al. 2017), and cracks (Naresh et al. 2020; Schöttl & Kolb et al. 2020) were detected
as well. However, the latter methods are only suitable for reference measurements due to
high measurement times. In addition, micro-CT is often used in these applications.

3.2.1.2 Terahertz spectroscopy

Terahertz (THz) technology has emerged as a promising candidate in the field of NDT
over the past two decades. THz waves are in the frequency range between 100 GHz and
10 THz and penetrate most non-metallic and non-polar media. The frequency-dependent
profile of a material, which among other things consists of the refractive index n( f ) and the
absorption coefficient α( f ), can be calculated from the time domain by means of the Fourier
transform. THz waves offer great potential for in-line and in-process measurements due to
their non-contact and non-ionizing nature. (Rieh 2021; Nüßler & Jonuscheit 2021)

Wietzke et al. (2007) conducted one of the first investigations on optical properties of compos-
ites in the THz range. They identified a mostly linear correlation between the refractive index
and the nominal additive content of granulate additives as well as glass fibers in compounded
polymers. In contrast to the refractive index, the absorbance did not prove to be a useful
measure for the additive content.

Jördens & Scheller & Wichmann et al. (2009) estimated the orientation of short glass fiber-
reinforced liquid crystal polymers based on their birefringence properties in a transmission
setup. However, this method assumed 100% oriented fibers. Jördens & Scheller & Wietzke
et al. (2010) overcame this restriction and determined the average orientation of all short fibers
and the percentage of fibers oriented in the preferential direction in a measurement region.
The GFRP was considered as a dielectric mixture with possible orientations of the short
fibers in all three spatial directions. Analytical calculations of the refractive index, based on
the dielectric mixture model, were linear in the fiber volume fraction. Samples were measured
three times under varying sample orientations with respect to the polarization axis of the
THz pulse, allowing the determination of the ordinary and extraordinary refractive index.
Subsequently, the local fiber content was inferred.

Krumbholz et al. (2009) integrated a THz transmission setup into the extrusion die of a
polymer compounding process. Temperature and density changes were considered due to
their influence on the refractive index. The evaluation of pulse amplitudes at fixed time stamps
enabled in-process measurements of the additive content, because higher additive contents
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increased the optical path length and led to time delays of the electromagnetic wave. The
material thickness was assumed to be constant in the measurement section.

Hauck et al. (2014) used a reflection setup for determining the orientation-dependent refraction
indices based on three consecutive measurements under different sample orientations. The
sample was an injection molded, 4 mm thick short-fiber reinforced polymer plate. Furthermore,
the filler content of CaCO3 in polypropylene was determined based on time differences and
received pulse energies with a resolution of 2 wt.-%. A high linear correlation was observed
between the water content in polymers and the absorbance. Since water absorption only
marginally affects the refractive index of a polymer, a thickness correction could be made in a
combined evaluation of refractive index and absorbance.

Dong et al. (2015) investigated artificial delaminations (Teflon films) between eight GFRP
layers using a reflective THz set-up. The sample size was 50 mm x 50 mm x 1.85 mm. It was
raster-scanned with a spatial step size of 0.1 mm. THz measurements were compared to
ultrasonic (US) C-scans. Both, lateral and axial resolution were significantly better when using
the THz system. In contrast to US, THz measurements could provide quantitative information
on the individual lamina and delamination thickness.

Ryu et al. (2016) succesfully detected three overlapped, differently shaped, multi-delaminations
in a unidirectional GFRP using a reflective THz set-up with a 25° incidence angle. Determined
thicknesses of the delaminations deviated less than 10% from their nominal value and the
depth of the defects in the specimen was measured with less than 5% error. The authors
confirmed the higher resolution of THz spectroscopy compared to US.

Im et al. (2020) obtained defect information in a CF-skin honeycomb sandwich composite
panel using a reflection setup. The investigations showed a reasonable signal-to-noise
ratio (SNR) when the electrical field was perpendicular to the fiber orientation. In contrast,
THz radiation does not penetrate through CFRP at 0°. A linear behavior of the normalized
resistance, dependent on the angle between fibers and electrical field, was found.

Overall, THz spectroscopy shows promising results for multiple NDT tasks in GFRPs, espe-
cially for the measurement of local FVF. So far, multiple measurements of the same specimen
region are necessary to estimate the FVF. Up to now, long glass-fiber reinforced SMCs have
not been subject to investigations in the THz spectrum. Reference measurements according
to international standards have not been performed to quantify the quality of existing results.
A measurement uncertainty analysis has also not been performed to date. However, the
detection and measurement of delaminations in larger areas is time-consuming because of
limited measurements areas of the THz beam. Measurements of CFRPs as polar media are
limited.
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3.2.1.3 Infrared thermography

Infrared thermography (IRT) allows for fast NDT of large surfaces. Generally, an infrared
camera records the response of a specimen in the infrared spectrum. Enclosed anomalies in
the component change the heat diffusion rate and become apparent in the thermographic
image. IRT is mostly categorized into active and passive methods, based on the origin of heat
differences. In passive thermography, heat differences between specimen and environment
are inherently present. Contrary, active thermography uses an external heat stimulus to excite
the component and investigate its thermal response. Pulsed phase thermography (PPT) is
an active technique which combines the time efficiency of pulsed thermography (PT) while
providing depth information based on phase images like lock-in thermography (LT). In PPT,
the discrete Fourier transform (DFT) is applied to a time series of infrared images recorded
after an impulsive excitation. Active thermography proved to be a useful NDT applications for
many composites. (Maldague 2001; Yang & He 2016).

Meola & Carlomagno (2010) investigated in-process temperature differences in continuous
GFRP specimens under low velocity impact. Local delaminations developed during the
impact experiment and were identified through elevated temperatures. In a subsequent LT
examination, the induced delaminations were also detected.

Montanini (2010) quantitatively measured artificial subsurface defects in a Plexiglas specimen
using LT and PPT. Defects were represented by flat-bottomed holes. A thorough MU analysis
according to GUM was carried out for diffusivity measurements and defect depths. Defect size
measurements were only assessed by their standard deviation based on three measurements
using different geometrical reference circles.

Amenabar et al. (2011) investigated delaminations in 10 mm thick GFRP wind turbine blades
with different NDT techniques. Teflon films of 250 µm and 55 µm thickness were integrated
into the specimens to artificially represent delaminations. Using thermography, five defects of
different shape and in different depths could be detected in both test specimens with a mean
areal deviation of 8%. The authors further concluded that both a transmissive and reflective
setup can be suited for inspection, dependent on the material under investigation. Image blur
and acquisition time limited high-thickness measurements.

Duan et al. (2012) quantified the suitability of IRT as a testing technique using probability
of detection (PoD) curves for various heating sources and post processing techniques. The
object under investigation was a CFRP specimen with embedded Teflon delaminations of
differenz sizes and depths. Overall detection rates as well as size-to-depth ratios with 90%
PoD were determined.
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Schäferling (2019) developed a multisensory system, consisting of a laser light section system
and PPT, for the simultaneous detection and quantification of multiple defects in CoDiCo-SMC.
A data fusion approach for 2D thermographic images and 3D cloud of points (CoP), generated
by laser light section, was developed. Fused measurement results were visualized in a 3D
layer model of the component. PPT was considered as a measurement technology instead of a
testing method. Consequently, measurement uncertainty analyses were conducted according
to GUM for the individual systems as well as for the data fusion process. Flat-bottomed holes
were used for the investigation of the PPT measurement uncertainty.

Manta et al. (2019) measured differences in thermal diffusity in a graphene nanoplatelet/epoxy
nanocomposite using PT in a transmission setup. A fixed threshold was employed to the
normed temperature distribution for void detection. The relative void fraction was fed forward
into a FE simulation of a representative volume element for assessing the influence on thermal
properties. Numerical simulation results were in accordance with the validation limits, defined
by the experimental uncertainty.

Altogether, IRT is an established NDT method. Artificial delaminations and voids were success-
fully detected in various composites. Several authors have already evaluated the application
possibilities as a measurement technology. However, MU analyses were conducted with
flat-bottomed holes only, although integrated Teflon films are preferable as artificial repre-
sentation of delaminations in FRPs. PPT offers the best balance between information and
measurement time.

3.2.1.4 Machine vision

Machine vision covers a wide range of tasks. This subsection focuses on the feature extrac-
tion (shape, position, and orientation) of CFRPs, especially in hybrid composites. For the
foundations and further application examples, the interested reader is referred to Beyerer
(2016).

Kosse et al. (2014) implemented a robot-guided camera system and laser light section
sensor for automated quality assurance of CFRP preforms. Diffuse dome lighting guaranteed
homogeneous illumination and minimized reflections of the preform for 2D surface detection
using an industrial camera. The 3D geometry of the preform was recorded by the laser
light section system. Data fusion of 2D and 3D information enabled the evaluation of fiber
orientation and fiber waviness. A detailed analysis of the measurement uncertainty was
presented in a subsequent work (Kosse 2018).

Bücheler & Henning (2016) investigated the influences of different molding conditions and
matrix formulations on the accuracy of Co-SMC patch positioning. DiCo- and Co-SMC were
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separated using a gray value threshold and a bounding box was drawn around the patch.
Deviations were quantified by the displacement of the centroid of the patch as well as the
rotation, length and width changes of the bounding rectangle. Information about a camera
calibration was not given.

Corbridge et al. (2017) used a grid technique to measure displacements of unidirectional
prepregs in a co-molding process. Parallel lines were drawn onto the surface of the unidirec-
tional prepreg in two perpendicular directions with a grid distance of 20 mm. The prepreg as
well as the finished material were scanned in a flatbed scanner. Intersections were determined
in both scans using the MATLAB© image processing toolbox. Thus, a displacement field was
calculated based on 4-noded linear elements.

Zaiß & Demmerle et al. (2017) showed that differences in the reflectivity of both material
components in CoDiCo-SMC become visible in scans using a laser light section system. The
approach was not further pursued, but could enable positional detection of Co-SMC. Con-
versely, the different materials were clearly visible in thermographic images. In a subsequent
work, Schäferling (2019) manually identified the orientation and position of Co-SMC in fused
3D thermographic images using the software Geomagic Control.

Schmidt et al. (2017) and Groß et al. (2018) integrated a laser line scanner into the automated
fiber placement process for the production of multi-layer inserts. The contour of the CFRP
prepregs was measured to correctly place metal sheets in the hybrid layup (CFRP and metal
sheets). The edges of the tapes were identified based on height differences with respect to
the previous layer. Subsequently, the metal insert was detected by an infrared camera.

Brabandt (2018) extended the use of laser light section systems for the in-line quantification of
defects critical to quality in CFRP preforms. Using data fusion of two laser light section sensors,
even complex 3D preform geometries could be scanned. The measurement uncertainty of
the system was evaluated according to GUM.

Fengler & Schäferling et al. (2019) detected the centroid and the orientation of a Co-SMC
patch in thermographic images. The longitudinal edges of the patch were identified and used
for the calculation of the orientation. Image processing was conducted using MATLAB©. The
same approach was as well performed by the author of this thesis for camera images (Bretz
& Häfner et al. 2019).

Existing works show that sophisticated systems are necessary when manufacturing deviations
have to be quantified on fiber level. However, simpler systems, such as an industrial or
thermographic camera, are sufficient for the detection of local CF patch reinforcements in a
hybrid material.
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3.2.1.5 Ultrasonic testing

Ultrasonic testing (UT) is one of the most common NDT technologies for composite materials.
The measurement of ultrasonic parameters provides extensive quality information. Delam-
inations, voids, and stiffness parameters can be determined in composite structures. The
ultrasonic method itself uses longitudinal, shear, Lamb, Rayleigh or guided waves. Traditionally,
UT uses a couplant between the ultrasonic transducer and the media under inspection to
bridge the large acoustic impedance difference between air and solid media. Thus, UT are
comparably slow and require significant setup time. In contrast, air-coupled UT is challenging
because of large acoustic impedance differences between air and solid media. This results in
a low acoustic energy input. However, frequencies between 50 kHz and 5 MHz have been
successfully applied. Laser UT describes a method for a non-contact ultrasonic excitation in
the media using lasers. (Donaldson & Miracle 2001; Fischer et al. 2019)

The work presented below highlights new research findings from recent years in the field of
UT of FRP. In particular, non-contact UT is addressed.

Grimberg et al. (2013) determined elastic properties of planar isotropic thermoset based on
Lamb waves using a commercial air-coupled UT system. A comparison of the experimentally
determined dispersion curves with a theoretical modeling allowed a nonlinear optimization of
the material parameters. Mechanical tests showed a good agreement to the non-destructively
determined Young’s moduli and the shear modulus.

Karabutov & Podymova (2014) linearly correlated the void fraction in CFRP with the maximum
resonance attenuation peak of a transmitted ultrasonic signal. The resonance bandwidth
further showed a quadratic correlation with the void fraction. The authors proposed critical
threshold values as an evaluation criterion, since interply delaminations occurred for porosities
higher than 5 vol.%. Although ultrasonic wave were laser-excited, the specimen under investi-
gation was still in contact with a transmitter material and a piezoelectric detector, making this
principle inadequate for in-line measurements.

Park et al. (2014) developed a contactless ultrasonic wavefield imaging technique for delami-
nation detection. Ultrasonic waves were excited by a laser and a laser Doppler vibrometer
was used for the contactless measurement of the specimen response. The application was
demonstrated on exemplary sections of a CFRP aircraft wing segment and GFRP wind turbine
blades. Delaminations and debondings were succesfully visualized. Nevertheless, a special
surface treatment of the sample structures was necessary.

Webersen et al. (2016) induced a broadband, multi-modal ultrasound signal in a continuous
FRP plate using a laser. The signal was received by a piezoceramic transducer attached
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to the plate. A developed semi-analytical FE solver allowed inverse parameter identification
based on two measurements for an orthotropic material model. For planar isotropic materials,
a single measurement was sufficient to determine the material parameters.

Zaiß & Jank et al. (2017) evaluated several UT methods regarding their application potential
for NDT of CoDiCo-SMC. Resonant frequencies for Co- and DiCo-SMC were determined by
ultrasonic spectroscopy using a couplant. Air-coupled UT C-scans showed areas of different
transmitted amplitudes. However, attempts to categorize different defects led to ambiguous
results. The authors considered thermography to be more promising compared to UT, although
not fully satisfactory.

Essig (2018) integrated an air-coupled ultrasonic transmitter and receiver in a demonstrative
pultrusion line for continuous in-line inspection of continuous CF tape. The energy transmitted
through the CF tape was analyzed with respect to cracks and deviating fiber impregnations.
Cracks were successfully detected even with continuous tape feed, whereas varying degrees
of impregnation were characterized purely qualitatively without tape movement.

Zhang et al. (2018) compared an air-coupled piezoeramic receiver to an optical microphone
in a raster scanning transmission mode with respect to their detection capabilities of delami-
nations. Another piezoceramic transmitter was used to excite ultrasonic waves in the CFRP
and GFRP specimens. Results were further compared to thermographic images. The optical
microphone was more sensitive than the traditional air-coupled receiver and acoustic results
were comparable to thermographic results. However, thermography has a time advantage
over the raster scanning technique.

Fischer et al. (2019) assessed impact damages in composites using laser excitation and
a broadband, air-coupled optical microphone for detection. The technique provided a high
resolution of damaged regions in transmission mode. Especially low impact damages could
be detected in contrast to CT scans.

The author of this thesis used non-contact ultrasonic to investigate DiCo-SMC specimens of
different glass fiber fractions. The aim was to characterize the fiber fractions based on the
sound velocities of the symmetric and asymmetric modes using laser-excited Lamb waves
and an optical microphone as receiver (Bretz & Häfner et al. 2019). Similar approaches
successfully correlated ultrasonic speed with fiber fractions in concrete (Benaicha et al. 2015;
Ham & Popovics 2015). Due to comparatively long measurement times and time-consuming
evaluations, this method was not further pursued.

Even though UT has been firmly established in NDT of FRPs for many years due to its good
measurement resolution (Donaldson & Miracle 2001), research activities have only paved
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the way for cost-efficient, prototypical in-line applications in recent years (Essig 2018). Since
non-contact measurement is desirable due to shorter measurement times, large reflection
losses at the air-solid interface and the large attenuation of high-frequency ultrasound in air
limit its use due to low SNR at the receiver. The use of an optical microphone as a receiver is
shown to be a promising new technology (Zhang et al. 2018; Fischer et al. 2019).

3.2.1.6 Eddy current testing

Eddy current testing (ECT) can be used for FRPs with conductive fibers, such as CF. According
to Maxwell’s equations, electrical currents are induced in the fibers by a changing magnetic
field of the measurement device. Defects influence the local electrical conductivity, leading to
changes in the eddy currents. The changes can be measured. (Donaldson & Miracle 2001)

Mizukami & Watanabe (2018) measured the through-thickness conductivity of CFRPs. Con-
ductivity in fiber direction depends on the CF fraction. However, conductivity in transverse and
thickness direction are stronger influenced by contacts between carbon fibers. The authors
assumed a constant CF fraction.

Berger (2019) developed a tool-integrated eddy current sensor for the preforming process
of CF layups. CF misorientations were detected in classes of approximately 6.7°. Missing
rovings, gaps, and folds were successfully classified using support vector machines.

Brasington et al. (2021) provided an overview of inspection techniques for a variety of defects
in the automated fiber placement process. Gaps and overlaps of CF were detected, but
detection capabilities depended on the size of the defects.

Wang & Wu et al. (2021) introduced an 8-shaped eddy current probe to generate a stronger
vertical eddy current component. The authors measured a maximum eddy current loss of
19.6% for delamination defects in CFRP. Noise was reduced. Lift-off distance reduced the
capability to detect delamination.

Meng et al. (2021) used ECT for investigating self-sensing capacities of cement paste. Steel
and carbon fibers were used as fillers in the cement paste. CF fraction was kept constant
close to the electrical percolation thresholds of the filler materials. Multiple influencing factors
on the electrical resistance, such as voids, cracks, debonded fiber length, and fiber fraction,
were reported.

3.2.1.7 Thermogravimetric analysis (TGA)

Destructive matrix removal allows for a precise measurement of fiber mass fraction (FMF)
in FRPs. Matrix dissolution in either a hot liquid medium or in a furnace for combustion
leaves only fibers behind. The FMF ξ is calculated based on the weight measurement of the
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total specimen mass m and the remaining fiber mass mF after matrix removal using a high
precision scale. (ASTM International D30.04 Committee 2015a)

ξ= mF

m
3.1

The fiber volume fraction (FVF) φ is calculated based on the respective densities of fiber ρF

and matrix ρM according to

φ=
mF
ρF

mF
ρF

+ mM
ρM

, 3.2

including the relation of fiber mass mF and matrix mass mM with m = mF +mM.

Generally, TGA is recommended for GFRPs in national and international standards (ASTM
International E37.01 Committee 2020; Deutsches Institut für Normung e.V. 2020). The
standard procedure for determining FMF in CFRP is sulfuric acid digestion. However, Bücheler
& Kaiser et al. (2016) expanded the field of application for TGA towards CFRPs. Nonetheless,
TGA is not applicable for an in-line measurement due to its destructive character, but is suited
for reference measurements.

3.2.2 Assessment of manufacturing deviations in FRPs

The research work that the authors in this subsection have in common are they all assessed
manufacturing deviations in FRPs, either in experiments or simulations.

Colombo & Vergani (2014) experimentally investigated the effect of delaminations in non-
crimp GF tensile specimen on static and dynamic properties. Static properties were not
affected, but fatigue life was reduced by almost 40%. The presence of delaminations changed
the failure mode in fatigue testing. Debonding was observed using a thermographic camera.

Talreja (2015) proposed to assess voids in FE simulations on the microstructural level rather
than in homogenized volumes. The author further highlighted that voids at a crack tip of a
delamination impede the critical energy release rate.

Dong (2016) created representative volume elements of carbon fiber reinforced epoxy com-
posites for a FE analysis. The author analytically and numerically investigated the influence
of different void fractions on effective composite properties. Especially matrix-dominated
properties were reduced by higher void fractions.

Stamopoulos et al. (2016) produced unidirectional CFRP laminates with four different void
fractions in an autoclave process. Reference samples were extracted from the four different
plates and the void fraction was analyzed using CT and the commercial software VGStudio
Max. Further specimens were extracted for four different mechanical tests. Especially the
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matrix-dominated material properties were reduced by higher void contents. Strength values
were stronger reduced compared to elastic properties.

Tserpes et al. (2016) measured porosity in unidirectional CFRP laminate samples in CT
scans using VGStudio Max and integrated the void fraction into FE simulations. Porosity
characteristics extracted from CT were validated by optical microscopy measurements. The
detected voids were categorized into different sizes and analytically integrated into repre-
sentative volume elements of the epoxy resin in a two-step procedure. A series of tests was
conducted to mechanically characterize the epoxy resin itself. The rule of mixtures and the
Hashin damage criteria were applied to predict the material behavior of porous CFRP on
component level. A good agreement between tensile tests and simulations was achieved. A
greater influence of void fraction on strength compared to stiffness was confirmed.

Fengler & Kärger et al. (2018) determined optimal Co-SMC patch positions for product design.
Optimal positions minimized both the global strain energy of the component and the patch
length in CoDiCO-SMC. A linear elastic material behavior was assumed. In a subsequent
work, Fengler & Schäferling et al. (2019) identified robust patch positions. Experimentally
determined manufacturing deviations were integrated into the evaluation. Robust patch
positions were defined by two different robustness measures. Both measures indicated a
design space in which acceptable manufacturing deviations did not jeopardize the product
function in terms of stiffness.

Schäferling et al. (2019) experimentally determined the individual influence of different defects
in CoDiCo-SMC tensile specimens. Resin accumulations (lower FMF), folds, fiber misorienta-
tions and delaminations were deliberately integrated into the Co-SMC of different specimens.
The tensile strength was stronger impaired than the Young’s modulus. CoDiCo-SMC speci-
mens with delaminations showed a slight reduction in tensile strength.

Görthofer et al. (2019) proposed a virtual process chain for DiCo-SMC. Local fiber orientations
from compression molding simulations were mapped to structural simulations. Simulated fiber
orientation distributions were in good agreement with CT measurements. Structural simulation
results were experimentally validated. Influences of varying fiber orientation distribution were
investigated, but a constant fiber volume fraction of 25 vol.-% was assumed in the simulations.
Integrating simulated and measured fiber orientation distributions increased the simulation
accuracy with respect to the experiments.

Franz et al. (2019b) investigated potential production variations in 500 FE simulations with
random laminate orientations. The quasi-isotropic CFRP layup was additionally reinforced
by two unidirectional CF patches. A tensile load case and two bending load cases were
considered. Outer layers and layers with a nominal orientation of 45° were more sensitive
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regarding deviating orientations. The authors recommended to individually tolerance ply
stack-ups based on the load case. Franz et al. (2019a) simultaneously considered the FVF
and the ply thickness besides the patch angle. The statistical variations of the three patch
characteristics were investigated for 26 patches on a topology optimized geometry in 2000
FE simulations. Angle variations dominated the behavior when variations in thickness and
FVF were coupled. Without coupling, all three variations were almost equally important. Franz
et al. (2021) incorporated deviating CFRP ply-orientation angles and angles of CF reinforce-
ment patches into a tolerance optimization approach. Costs, modeled by an exponential
penalty function, were minimized while structural integrity was guaranteed using a constraint
function.

Trauth et al. (2021) investigated DiCo-SMC tensile specimens, water jet cut from charge
and flow regions parallel and perpendicular to the flow of different sheets. Representative
FVF were obtained by multiple TGA measurements at different regions of the sheets. The
tensile specimens were further CT-scanned to determine fiber orientation tensors. A mean
field method, including the results from TGA and CT, approximated the effective elastic
behavior well. Varying fiber fractions showed significant influence on mechanical properties
in experiments and simulations.

Manufacturing deviations in FRPs are a well-known challenge, which is given attention es-
pecially during the design process (Mesogitis et al. 2014). The focus in the investigation
of manufacturing deviations has so far been primarily on unidirectional lamina. Although
measurement technologies have been used in some papers, no work has yet integrated indi-
vidual in-line measurement results into a FE simulation. In both experimental and simulative
investigations of manufacturing deviations in CoDiCo-SMC, no combinations of manufacturing
deviations have been considered so far.

3.2.3 Applications of function-oriented measurements not related to FRPs

The authors covered in this subsection used mathematical-physical models in various fields
of application to convert acquired measurement results into functional capabilities.

Weckenmann & Hartmann (2013) coined the term function-oriented measurement (cf. Sec-
tion 2.1.2). The authors demonstrated this approach by modeling the ink transfer of a mi-
crostructured anilox roll as a use case. A physical model equation was set up taking into
account the pick-up volume and the transfer ratio of the ink. Anilox rolls with varying surface pa-
rameters were manufactured while manufacturing imperfections were quantified using optical
measurements. Subsequently, resulting form deviations were considered in time-consuming
simulations. Higher measurement data resolution further increased the computing time. The
individually simulated function showed a good correlation to conducted experiments.
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Häfner & Lanza (2017) presented an approach for individual function prediction for manufac-
tured micro gears. In this approach, high-precision off-line 3D measurements of micro gears
were processed by FE simulations to determine actual tooth root stresses and correlated
with experimental data from life cycle experiments. The model uncertainty was quantified
according to the principles of GUM (cf. Section 2.1.4.1). In a subsequent work, Häfner &
Biehler et al. (2018) replaced the computationally expensive FE models with an artificial neural
network (ANN). A higher model uncertainty was accepted for a faster function prediction using
the ANN.

Wagner et al. (2020) and Wagner (2020) developed function-oriented production control
strategies for high precision products. An exemplary application was carried out in the
production of injections systems. State-space models were used as a digital twin to predict the
realized product function (volume of injected fuel) based on individual in-line measured quality
characteristics. The adaptation of the model parameters to experimental results reduced the
model uncertainty. Sampled input data from statistical distributions was propagated through
the state-space model to gain a large amount of virtual data sets for surrogate model training.
The surrogate model (Elastic Net method) with minimal overall uncertainty was determined.
In a further step, this surrogate model was integrated into a discrete-event material flow
simulation, enabling a virtual end-of-line test to ensure the optimum pairing of components
with respect to the function.

The use of functional models to provide more meaningful measurement results is emerging
as a trend in different industries. Real-time requirements are considered as a main challenge.
Only one work demonstrated in-line measurements and data processing according to the
production cycle (Wagner et al. 2020).

3.2.4 Surrogate modeling of FE simulations

In general, surrogate models replace computationally expensive simulations with functions
that are cheaper to evaluate, making them significantly faster. Most surrogate models converge
to their original simulation with increased training effort. However, an uncertainty is to be
expected. A model function can be approximated in different ways. Response surfaces
denote mathematical functions, often polynomials, fitted to the response of the model function.
Artificial neural networks (ANNs) also belong to this category. Emulators are probability
distributed collections of functions, whereas the model function is assumed to be a realization
of these functions. The averaged collection of functions also defines a response surface.
Additionally a measure for the uncertainty is given by the variance between the individual
functions. Gaussian processes (Kriging models) are most frequently used. A visualization of
response surfaces and emulators is given in Figure 3.1. Response surfaces and emulators



State of the art 45

are data-driven, meaning they are only constructed from input and output values. As a third
method, the computational effort can further be reduced by deliberately neglecting physical
aspects in order to enhance the computation speed. (Sinsbeck 2017) Such low fidelity models
are not further considered within this work.

Model Function Response Surface Emulator

Figure 3.1: Comparison of response surfaces and emulators; according to Sinsbeck (2017)

The authors in this subsection showed successful applications of surrogate models in the
context of FE simulations. Most of the presented contributions apply surrogate modeling to
the field of lightweight design using FRPs.

Dey et al. (2017) presented an extensive review on existing surrogate model techniques
and suitable sampling methods. For performance evaluation, they examined the natural
frequencies of a laminate composite cantilever plate. The authors compared the surrogate
modeling techniques in terms of the number of training data required and resulting model
uncertainties for uncertain input variables (material parameters and ply-orientation angle).
A polynomial regression showed high performances for this use case. According to the
authors, ANN are especially suited for higher dimensional inputs, but a lot of training data is
needed. Nevertheless, the authors emphasized the inherent problem-dependency of surrogate
modeling, so that no model can be said to be universally superior.

Häfner & Biehler et al. (2018) developed a surrogate model which related shape deviations of
micro gears, obtained via time-consuming off-line measurements at a coordinate measuring
machine (CMM), to tooth root stresses. Nine gear properties served as input values into
the ANN, while one scalar stress value was returned. The authors further evaluated the
measurement uncertainty of the ANN. Different surrogate model realizations were generated
by partially shuffling training and validation sets. Furthermore, different combinations of input
values, according to their probability distribution, were fed into the various surrogate models.
This procedure led to statistically distributed tooth root stresses. The standard uncertainty of
the surrogate model was estimated by assuming a normal distribution of the stress values.
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Pfrommer et al. (2018) optimized the stiffness of 50 grippers in a composite draping process.
A deep ANN, initially trained by 584 FE simulations, predicted the shear angle of all composite
elements. Optima in the surrogate model were found using differential evolution. Identified
candidates were evaluated using FE simulations and added to the training data to iteratively
improve model accuracy. The prediction of all shear angles yielded better results than pre-
dicting a scalar maximum. However, training costs were significantly increased. The authors
noted that systematic generation of training data should be considered in future models.

Hürkamp et al. (2019) investigated the influence of process parameter variations on com-
ponent properties using surrogate models. The object of investigation was a multi-material
lightweight component, produced in consecutive deep drawing and injection molding pro-
cesses. The FE simulated effects of varying blank holder forces and different injection times
were mapped using proper orthogonal decomposition (POD), similar to a principal compo-
nent analysis. The aim of the procedure was an in-line prediction of the relevant resulting
component properties and providing them for subsequent structural simulations.

Fengler & Schäferling et al. (2019) substituted costly FE simulations by a Kriging model to
identify optimal Co-SMC patch positions. Numerous evaluations of the objective function were
necessary to calculate the robustness measures. The design parameters of the patch served
as input variables. The output value was the objective function composed of component
stiffness and patch length. Only design parameters which led to results close to the Pareto
front were used as training data of the Kriging models.

Lee et al. (2020) investigated the influence of corroded steel wires on the tensile strength of
entire strands. A strand consisted of a core wire and six twisted helical wires. Different types of
corrosion were geometrically represented in FE models at the wire level. These results were
used to train a Kriging model. The influence on the entire strand was modeled analytically,
whereby the stress values of the individual wires were obtained from the surrogate model.
The statistical distribution of the input variables was represented by a Monte Carlo simulation
(MCS) so that confidence levels for the predicted tensile strength could be provided. The
authors identified the tensile strength and strain of steel as the most critical input variables
using a sensitivity analysis.

Franz et al. (2021) proposed a design approach for optimized tolerances of CFRP ply-
orientation angles and local CF reinforcement patches based on a Kriging model. Training
sets of 1000 to 1200 FE simulation results were generated for surrogate model training.
The usage of LHS guaranteed an efficient coverage of the entire design space. A genetic
algorithm was used to identify optimal tolerances with respect to manufacturing costs. The
authors proposed to use the cost-optimal tolerances for quality assurance.
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The presented studies show that surrogate models have so far mainly been used in the design
phase. Yet, there is a trend towards further use of design phase results during production for
quality assurance (Franz et al. 2021). Measurement results in the context of quality assurance
were fed into the surrogate model in only two of the presented works (Häfner & Biehler et al.
2018; Lee et al. 2020). However, no in-line measurements were used.

3.3 Research deficit

Using the requirements presented in Section 3.1, Table 3.1 categorizes the research works
just presented. From this overview, it is clear that a large number of different measurement
technologies as well as assessment approaches of detected manufacturing deviations exist.
The research deficit can be summarized as follows:

The production of FRPs, and accordingly also of hybrid SMC, is subject to a wide range of
manufacturing deviations. In particular, the use of multi-sensor systems has emerged as
the means of choice in recent years to exhausively evaluate component quality. However, in
the presented research, data fusion is only performed on sensor level with a limited number
of measurement technologies. A detailed consideration of the measurement uncertainty
is conducted in the fewest number of applications. Especially for the still very young THz
measurement technology, which offers great potential for in-line measurement of FRPs,
detailed uncertainty considerations are missing.

The well-known influence of manufacturing deviations has so far only been taken into account
in component design. In a few papers, representatively averaged off-line measurement results
were used in simulations for functional predictions. However, component-specific quality
assurance cannot be achieved using this methodology if off-line measurements or functional
evaluations take longer than the respective cycle time of a product.

The successful integration of modeled relationships between geometrical features and realized
function into function-oriented quality control loops of a large-scale injection system production
highlights the enormous potential of a function-oriented quality approach (Wagner 2020).
However, a large-scale injection system production contrasts with the production of FRPs,
which is still perceived as immature and costly. A function-oriented approach to quality
assurance based on in-line measured quality characteristics using surrogate models trained
on simulation results does not exist in the field of FRP production. Integrated measurement
data was so far off-line obtained and only few approaches used surrogate models.

Overall, no approach was so far presented for FRPs that integrates multiple in-line measure-
ments into surrogate models for a function-oriented assessment of the component function,
adherent to the cycle time.
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Table 3.1: Overview of relevant research for a function-oriented quality assurance of hybrid
SMCs (Abbreviations: MT – Measurement technology, FA – Functional assessment,
MU – Measurement uncertainty)
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Measurement of FRPs

Schipp ’92 G# # # # # # # # G# # #
Bertram ’16  # G# # # # # # # # G#
Pinter ’18  # # # # # # # # # #
Wietzke ’07 G# # # # # # # # # # #
Jördens ’09, ’10 G# # # # # # # # # # #
Krumbholz ’09 G# #  # # # # # # # #
Hauck ’14 G# # # # # # # # # # #
Dong ’15 G# # # # # # # # # # #
Ryu ’16 G#  # # # # # # # # #
Im ’20 G# # # # # # # # # # #
Meola ’10 G# # # # # # # # # # #
Montanini ’10 G# # G# # # # # # G# # #
Amenabar ’11 G# # # # # # # # G# # #
Duan ’12 G# # # # # # # # G# # #
Schäferling ’19, ’19     # # # #  # #
Manta ’19 G# # # # # # # # G# # #
Kosse ’14, ’18 G# # # # # # # #  # #
Bücheler ’16  # # # # # # # # # #
Corbridge ’17  # # # # # # # # # #
Schmidt ’17, Groß ’18 G# #  # # # # # # # #
Brabandt ’18 G# #  # # # # #  # #
Grimberg ’13 G# # # # # # # # # # #
Karabutov ’14 G# # # # # # # # # # #
Park ’14 G# # # # # # # # # # #
Webersen ’16 G# # # # # # # # # # #
Zaiß ’17  G# G# # # # # # # # #
Essig ’18 G#  G# # # # # # G# # #
Zhang ’18 G# # # # # # # # # # #
Fischer ’19 G# # # # # # # # # # #
Mizukami ’18 G# # # # # # # # # # #
Berger ’19 G#   # # # # #  # #
Brasington ’21 G# # # # # # # # # # #
Wang ’21 G# # # # # # # # # # #
Meng ’21 G# G# # # # # # # # # #
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Assessment of manufacturing deviations in FRPs

Colombo ’14 # # #  # # # # # # #
Talreja ’15 # # # #  #  # # # #
Dong ’16 # # #  # # # # # #
Stamopoulos ’16 G# # #  # # # # # #
Tserpes ’16 G# # #   G# # # # # #
Fengler ’18, ’19  #  #  G# # # # # #
Görthofer ’19  # #   G# # # # # #
Franz ’19, ’19, 21’ # # # #  #  G# # # #
Trauth ’21  G# #   G# # # # # #

Applications of function-oriented measurements not related to FRPs

Weckenmann ’13, ’15 # # #     # G# # #
Häfner ’17, ’17, ’18 # # #     G#    
Wagner ’20, ’20 #           

Surrogate modeling of FE simulations

Dey ’18 # # # #  # #  # G# G#
Pfrommer ’18 # # # #  # #  # # #
Hürkamp ’18 # # # #  # G#  # # G#
Lee ’20 # # #    #  # G# G#
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4 Approach

Based on the identified research deficits (cf. Section 3.3) and the developed research ques-
tions (cf. Section 1.3), this work aims at extending the approaches of quality assurance for
FRPs by the further processing of obtained measurement data in functional models. CoDiCo-
SMC, as a hybrid material class, serves as an exemplary material. The use of a functional
model shall provide a remedy for tolerance limits determined under incomplete knowledge
from the design engineer and resulting harsh rejection criteria. Thus, the production of func-
tionally adequate fiber composite components should be facilitated more cost-effectively, by
reducing scrap.

Figure 4.1 illustrates the fundamental concept of an individual, function-oriented component
assessment (component-specific quality assuranc). The functional requirements determine
the component design and its dimensioning in product development. However, ideal produc-
tion processes cannot be expected, so manufacturing deviations are to be accounted for (cf.
Table 2.3). In-line measurements facilitate the characterization of the individual component
state, according to the concepts described in Section 1.2. The integration of these individual
measurement results into FE simulations, which originate from the product design process,
shall enable an individual evaluation based on the realized function. However, FE simulations
do not meet the requirements for an assessment within the cycle time in production due to
high computational efforts. Data-driven surrogate models, trained on vast results from param-
eterized FE models, should be used to enable function evaluations based on measurement
inputs in real time (production cycle time).

Realized 

component

Functional 

requirement

Product design Production

FE simulations

Ideal 

component

Production 

process

Functional comparison

Training data

Consideration of 

manufacturing deviations

In-line 

measurements Realized 

functionality

Surrogate 

model

Function-oriented quality assurance

Characterized, 

realized 

component

Figure 4.1: Fundamental concept for the function-oriented quality assurance of FRP compo-
nents

The solution approach is divided into two chapters (cf. Figure 4.2). First, suitable measurement
technologies for quantifying relevant manufacturing deviations of the exemplary material class
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(CoDiCo-SMC) are selected, qualified (if necessary), and assessed. Previous works indicated
that multisensory systems are required to quantify the spectrum of possible manufacturing
deviations (cf. Table 3.1). In a second step, the additional information obtained (in-line
measurements) are processed in a functional model to obtain information about the functional
capability of a component. The in-line measurements serve as an input for the functional
model. Thus, partial quality data (in-line measurements) is enriched towards a functional
statement. This process is referred to as in-line propagation of measurements. Here, the
first task is to develop a suitable off-line modeling (FE model) of the combined influences
of manufacturing deviations (cf. Section 6.1). Possibilities for the analytical consideration of
manufacturing deviations as well as the representation of deviations in the model structure
are addressed. An uncertainty evaluation also provides information on the adequacy at this
point. Data-driven surrogate models are proposed (cf. Section 6.2) to empower the off-line
model for an in-line application. Benefits of different models are considered and the surrogate
models are then evaluated for their capability, through the quantification of measurement
uncertainty.

The methodology is applied using two validation specimens in Chapter 7. Measurements
of multiple specimens are acquired and evaluated in a function-oriented manner to explain
differences in stiffness and strength. Tensile specimens represent components under uniaxial
loading, whereas a more complex stress state is realized using a modified specimen in
analogy to a three-point flexural test.
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Figure 4.2: Methodological solution approach for a function-oriented quality assurance of
hybrid sheet molding compounds
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5 Qualification and assessment of measurement technologies

In this chapter, three in-line measurement technologies are identified for CoDiCo-SMC and
examined in detail. THz spectroscopy is enabled to measure local differences of fiber mass
fractions (FMF) by a developed measurement model. An industrial camera is proposed to
quantify Co-SMC position and orientation on a CoDiCo-SMC specimen. Using a thermo-
graphic camera, the position and size of a delamination can be measured. An analysis of
the measurement uncertainty according to GUM is performed for all three measurement
technologies.

5.1 Initial assessment and selection of measurement technologies for
CoDiCo-SMC

The previously presented general measurement technologies for FRPs (cf. Section 3.2.1) are
evaluated regarding their suitability for the detection and measurement of observed manu-
facturing deviations in CoDiCo-SMC (cf. Table 2.3). Of several measurement technologies
under consideration for a certain manufacturing deviation, the preferred technology further
considered within the scope of this thesis is highlighted in gray (cf. Table 5.1). Non-destructive
testing is a prerequisite. The in-line potential can be estimated from the measurement time
and resolution. A thorough examination follows in the subsequent sections of this chapter.

Voids could not reliably and repeatably integrated into DiCo-SMC for reference measurements.
Although random voids were induced by applying small amounts (< 100 mg) of the propellant
ammonium bicarbonate (NH4HCO3) between two DiCo-SMC layers before the molding
process, substantial surface damages and discolorations of the specimen occurred as well.
IRT measurements were strongly impeded by these side effects. Thus, the measurement of
void fraction was discarded within the scope of this thesis.

Fiber fraction in DiCo-SMC is traditionally measured using computed tomography (CT).
Approaches using ultrasonic testing (UT) exist as well. Both technologies are characterized
by high measurement times. THz spectroscopy is a promising measurement technology
that offers reduced measurement times. Its potential for quality assurance of DiCo-SMC has
not yet been exhausted and will therefore be considered more intensively in the course of this
work to quantify fiber fraction in DiCo-SMC. High resolution, but destructive thermogravimetric
analysis (TGA) serves for reference measurements.

Fiber orientation in DiCo-SMC is usually measured using CT, but high measurement times are
required. THz spectroscopy provides an alternative. However, additional material handling is
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necessary for performing measurements in different orientations of the object under investiga-
tion. Ideally, these handling operations need to be automated. Reliably reproducing different
fiber orientation distributions (FODs) poses another challenge. Therefore, the measurement
of fiber orientation was excluded of the scope of this work.

Deviations in carbon fiber (CF) fraction of Co-SMC should be physically noticeable in the elec-
trical resistance. However, several potential micro-defects influence the electrical resistance
as well. Thus, it is so far not possible to distinguish between the different defects due to a
lack of resolution. The development of a suitable measurement methodology by means of
eddy current testing (ECT) is not pursued in this work.

Misalignment of Co-SMC have already been measured using imaging technologies in the
visible and infrared spectrum. Since the relevant measurement information of the Co-SMC
patch position could also be obtained without a dome light, the simpler measurement setup
using an industrial camera was chosen.

Delaminations were measured in high resolution using UT and THz spectroscopy. Both
technologies offer shorter measurement times than CT. However, the measurement times
for large areas are considered too high based on the inherent measurement principle (local
measurement). Infrared thermography (IRT) as an areal measurement technology was
chosen to be further considered. Additionally, preliminary works in the field of CoDiCo-SMC
exist (Fengler & Schäferling et al. 2019; Schäferling 2019).

Table 5.1: Comparison of measurement technologies for quantifying manufacturing deviations
in CoDiCo-SMC

Measurement
technology

References
Requirements for
in-line integration
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Voids

CT Tserpes et al. (2016)  #  
IRT Manta et al. (2019)   G#
UT Karabutov & Podymova (2014)  # G#
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Measurement
technology

References
Requirements for
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Fiber fraction in DiCo-SMC

CT
Bertram et al. (2016)

 # G#Pinter (2018)

TGA
ASTM International E37.01 Committee (2020)

# #  ASTM International D30.04 Committee (2015a)
Jördens & Scheller & Wichmann et al. (2009)

THz Krumbholz et al. (2009)  G#  

UT
Grimberg et al. (2013)

 # G#Webersen et al. (2016)

Fiber orientation in DiCo-SMC

CT Pinter (2018)  #  

THz
Jördens & Scheller & Wietzke et al.
(2010)

 G# G#

Fiber fraction in Co-SMC

CT Schöttl & Dörr et al. (2020)  # G#

ECT
Berger (2019)

  #Meng et al. (2021)
TGA Bücheler & Kaiser et al. (2016) # #  

Misalignment of Co-SMC (patch position)

CT Schäferling (2019)  #  
Bücheler & Henning (2016)

Industrial camera Bretz & Häfner et al. (2019)    

Dome light camera Kosse et al. (2014)    
IRT Fengler & Schäferling et al. (2019)   G#
IRT (3D) Schäferling (2019)   G#

Delamination

CT Léonard et al. (2017)  # G#
Amenabar et al. (2011)

IRT Schäferling (2019)   G#

THz
Dong et al. (2015)

 G#  Wang & Zhong et al. (2020)

UT
Park et al. (2014)

 G#  Zhang et al. (2018)

Overall, three measurement technologies are used in this work, each for a different task. An
overview of the different measurement technologies used in this work and the respective
measurands are given in Figure 5.1.
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Position and size 

of delamination

Pulsed phase 

thermography

Position and orientation 

of Co-SMC patch

Industrial image 

processing

Local fiber mass fractions 

of DiCo-SMC

THz

spectroscopy

Figure 5.1: Proposed measurement technologies and respective measurands for CoDiCo-
SMC

The comparatively young THz technology is enabled to be deployed as an in-line measure-
ment technology for the measurement of fiber fractions in DiCo-SMC by means of a regression
model (cf. Section 5.2). In addition, methods for reducing the measurement time are derived
and examined with respect to their applicability. The measurement uncertainty is considered
in accordance to JCGM100 (2008) both for the measured fiber mass fraction (FMF) and
the resulting, homogenized component stiffness in the sense of a component function (cf.
Section 2.1.1). The basic requirements for the use of established areal measurement tech-
nologies (industrial and thermographic camera) are already fulfilled according to the state of
the art. Measurement uncertainty analyses according to JCGM100 (2008) are also carried
out to evaluate the deployment potential related to CoDiCo-SMC (cf. Section 5.3 and 5.4).

5.2 Terahertz spectroscopy for the measurement of glass fiber
fraction

Since local variations in FMF can occur in a component due to random variations in the
production process, these should be quantified non-destructively. Thus, the aim of the THz
measurements is the non-destructive measurement of the FMF. Both the presented state of
the art (cf. Section 3.2.1.2) and an own preliminary work (Bretz & Häfner et al. 2021) showed
promising results for the application of THz spectroscopy as a non-destructive measurement
technology for the local FMF in DiCo-SMC. In a preliminary work, the refractive index in
the THz spectrum has already been determined as a well-suited independent variable in a
regression model to predict local FMF (Bretz & Häfner et al. 2021).

In this section, this approach is further elaborated. This implies first of all an extended
number of samples with different nominal thicknesses compared to the 4 mm thick samples
used so far. A detailed measurement uncertainty analysis of the established measurement
model is used to evaluate the suitability of the measurement technology. This evaluation
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is also carried out at the functional level (material stiffness). The suitability for an in-line
use is demonstrated by investigating different measurement diameters and approaches for
improving the measurement speed.

5.2.1 Apparatus and methods

The following subsections describe the general experimental setup, the properties of the
reference specimen, and the data processing.

5.2.1.1 Terahertz system and measurement setup

The basic principle for generating a pulsed THz radiation is to excite a very fast change
in electric current in a photoconductive material using a femtosecond laser beam (Rieh
2021). The TERA K15 (Menlo Systems GmbH), a fiber-coupled turn-key THz time-domain
spectrometer, was used to characterize the specimen within the THz spectrum. It operates in
the far infrared spectral range up to 4.5 THz with a spectral resolution of less than 1.2 GHz.
The standard spot size of the THz beam at the specimen surface was 10 mm, approximately
740 times larger than a fiber diameter. Only local measurements can be recorded in the
beam path. These local measurement regions have the size of the beam cross section.
Initially, 100 time domain signals were recorded for the time period of 400 ps and averaged by
the commercial software ScanControl (Menlo Systems GmbH). Thus, multiple Fabry-Pérot
echoes were captured. The initial overall measuring time for a measurement region was
about 50 s, as recommended in the manual1. The linear guidance of the designed specimen
holder ensured the precise positioning of the measurement region in the optical beam path.
The test setup in transmission mode is shown in Figure 5.2. A slightly converging beam was
set between the optical lenses L1 and L2. Thus, different measurement diameters could be
achieved by different distances of the specimen holder from the lens L2. The optical beam
path is highlighted by the white dashed line in Figure 5.2b.

5.2.1.2 Reference specimens

Only a destructive measurement, such as TGA, allows the separation of fibers and matrix for
the determination of the FMF with negligible uncertainty compared to other measurement
technologies. Therefore, reference specimens are first measured non-destructively using THz
spectroscopy and then destructively using TGA. This allows to relate the properties in the
THz spectrum to the destructively determined fiber mass fractions. Thus, the non-destructive
THz measurement model is established.

1Menlo Systems GmbH (2016), TERA K15/TERA SYNC Time-Domain THz Spectrometer - User Manual.
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(a) Isometric view (b) Top view

Figure 5.2: THz measurement setup including reference specimen and THz system

Two different DiCo-SMC prepreg materials with higher and lower nominal FMF (35 and 45 wt.-
%) were provided by Fraunhofer ICT in addition to the standard nominal FMF of 41 wt.-% (cf.
Table 2.1). Two or three layers of prepreg were stacked to form the initial charge. Different
prepreg materials were combined to achieve as different FMFs as possible. The dimension of
the cavity were 458 mm × 458 mm. A full mold coverage was chosen to inhibit any material
flow and to maintain the mostly planar isotropic fiber orientation from the prepreg production
process. The mold was heated up to 145 °C and closed with a hydraulic press by Lauffer with
a maximum press force of 500 kN. The pressure was maintained for 90 s before demolding.

After molding, the plates were cut into a total of 14 different reference specimens according
to the external dimensions given in Figure 5.3. The chamfered edge defined the distinct
orientation of the reference specimen. Six THz measurement regions were defined in every
reference specimen. The standard diameter of the measurements regions was set to 10 mm
for twelve reference specimens. Additionally, the six measurement regions of two reference
specimens were THz measured with a beam diameter of 14 and 20 mm, respectively. The
thickness of every measurement region was measured using a micrometer screw gauge
Mitutoyo MDC-25SX with a maximum permissible error (MPE) of ± 2 µm and a digital nu-
merical interval of 1 µm. THz measurements without any specimen (air measurements) were
performed between the measurement of each specimen to obtain a current reference value
(cf. Equation 5.1) and to compensate for a potential drift of the signal over time.
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Figure 5.3: Technical drawing of DiCo-SMC reference specimen, including the circular THz
measurement regions

After performing the THz measurements, the measurement regions were water jet cut for
destructive determination of the FMF using TGA. The resin was burned at a temperature of
750 °C for a period of six hours.

Additionally to the 14 reference specimens within this work, the already existing optical
parameters and referenced FMF of 18 measurement regions with a nominal thickness of
4 mm from a preliminary investigation of the author were further used (Bretz & Häfner et al.
2021). The DiCo-SMC from this investigation was based on the same resin formulation and
production process. However, industrially produced nominal prepreg FMFs were different
(41, 45 and 50 wt.-%). Dry glass fibers were added between the four prepreg layers of 12
measurement regions to broaden the range of investigated FMF. All measurement results for
the 102 reference specimens are given in Table A2.1 in Appendix A2.

5.2.1.3 Data processing

Exemplary time domain signals are given in Figure 5.4a. Optical material parameter extraction
from the recorded time domain signals was conducted using the commercial THz signal pro-
cessing software TeraLyzer (Menlo Systems GmbH). The determined thickness measurement
uncertainty was directly taken into account for the calculation of the optical parameters and
its respective uncertainties. According to Bretz & Häfner et al. (2021), especially the refractive
index n showed high correlation with the FMF. The refractive index is generally defined by:

n( f ) = 1+ ζ · c

2π f d
, 5.1
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with the phase shift ζ of the signal with respect to the air measurement, the speed of light c,
the frequency f and the material thickness d . All calculations of the frequency-dependent
refractive indices for the different measurement regions were performed with the respec-
tive mean thickness of the measurement region and the calculated thickness uncertainty.
TeraLyzer results were imported into MATLAB© for further data analysis.

5.2.2 Regression model

A linear regression model between the mean refractive index and the FMF in DiCo-SMC was
already presented (Bretz & Häfner et al. 2021). This model allows for the non-destructive
measurement of local FMF in DiCo-SMC. Furthermore, possible dependencies of nominal
thickness changes are to be considered, so that the following regression model is investigated
in this section:

ξ̂(n,d) =β0 +β1 ·n +β2 ·d +β12 ·n ·d 5.2

The mean refractive index n and the thickness d of a measurement region were chosen as
independent variables for the estimate of the measurand ξ̂ (local glass fiber mass fraction). An
interaction term between n and d was considered. The variables β0, β1, β2, and β12 describe
the regression coefficients.

The mean refractive index n was limited to the frequencies between 0.3 and 0.55 THz,
because of the observed linear behavior up to 0.55 THz for all measurement regions. Exem-
plary calculated refractive indices over the frequency are given in Figure 5.4b for different
DiCo-SMC and UPPH (0 wt.-% FMF).

Generally, a higher FMF leads to an optical denser medium, because glass is optically denser
than UPPH. Initially, the calculated refractive index decreases approximately linearly for
increasing frequencies. At higher frequencies, abrupt changes of the refractive index n( f ) are
observed. This is due to THz receiver signals close to the noise level, which leads to failed
calculations of n( f ). Generally, thicker and optical denser media absorb the electromagnetic
waves stronger, which limits the spectrum for calculation of optical material properties.

Variables were normalized (z-score) for regression analysis. Measurement regions with
the same nominal thickness showed strong multicollinearity in FMF and thickness (Bretz &
Häfner et al. 2021). This effect is drastically reduced through the usage of multiple nominal
thicknesses, as similar FMF exist for substantially different thicknesses (cf. Figure 5.5a).
A significance level (p-value) of 1% was chosen for all regression analyses. The adjusted
coefficient of determination (R2

adj) was used to assess the model, penalizing a potential overfit
of the model. Additionally, a k-fold cross-validation (k = 10) was performed to determine the
RMSE on unseen data.
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Figure 5.4: THz data of exemplary measurement regions

All 72 measurement regions investigated with a beam diameter of 10 mm as well as the 18
measurements regions from Bretz & Häfner et al. (2021) were initially included into the re-
gression analysis. Thus, model (M1) was acquired (cf. Table 5.3). Basically, the measurement
results of the refractive index of DiCo-SMC and UPPH confirm the linear character, as also
illustrated in Figure 5.5b. However, Wietzke et al. (2007) demonstrated that extrapolations of
optical parameters from multimaterials to pure materials can lead to questionable results.

For this reason, model (M2) was set up, which contains all data points previously described
except for the six pure UPPH values. This measure simplifies model (M2) to only one
independent variable (cf. Equation 5.3) and reduces the k-fold cross-validated RMSE by
more than 1 wt.-%. Model (M2) explicitly focuses on the FMFs of technical relevance, which
likely occur due to process variations (cf. Section 5.2.4). Extrapolations are not viable for
model (M2), which is exemplarily shown by the falsely predicted FMF ξ̂ of 19.36 wt.-% for the
mean measured refractive index of pure UPPH (cf. Appendix A3).

ξ̂(n) =β0 +β1 ·n 5.3

Two data points show substantially larger residuals (> 6 wt.-%) compared to all other data.
These two outliers are highlighted in Figure 5.5b. The measured refractive index of those
regions is larger than those of comparable measurement regions. This might indicate surface
roughness, impurities due to the release agent or other foreign materials. Thus, these two
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data points are excluded for a third regression analysis, leading to model (M3) with a cross-
validated RMSE of 1.66 wt.-% (cf. Equation 5.3 and Table 5.3). This regression model and
its residuals are illustrated in Figure 5.6. The restrictions regarding the limited value range
for FMF apply analogously to (M2). Only (M3) will be considered in the further course of this
work.
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Figure 5.5: Distributions of fiber mass fraction, thickness and refractive index for different
measurement regions; grouped according to nominal thickness; UPPH labeled

Table 5.3: Comparison of linear regression models

No. DOFs independent var. Estimate p-value R2
adj k RMSE (wt.-%)

(M1) 86

(intercept) 43.98 4.7e-102

0.95 10 3.14
n 10.97 1.7e-042
d 0.74 6.2e-002
d ·n -2.09 1.3e-004

(M2) 82
(intercept) 46.57 2.8e-115

0.81 10 1.98
n 3.99 2.9e-031
(intercept) 46.74 1.0e-118

(M3) 80
n 4.23 4.8-037

0.87 10 1.66
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Figure 5.6: Linear regression of the fiber mass fraction based on the mean refractive index n
in the THz spectrum

5.2.3 THz measurement uncertainty

A linear regression model based on the averaged refractive index n was established for non-
destructively measuring the FMF (cf. Equation 5.3). According to Adunka (2000), empirical
approximations are also subject to uncertainty, due to the estimation of the regression
coefficients. Therefore, Equation 5.3 is considered as a function ξ̂(n,β0,β1) for the uncertainty
analysis. Thus, it follows for the combined uncertainty of fiber mass fraction uξ̂, based on
Equation 2.2:

u2
ξ̂

(n,β0,β1) =
(
∂ξ̂

∂n

)2

u2
n +

(
∂ξ̂

∂β0

)2

u2
β0

+
(
∂ξ̂

∂β1

)2

u2
β1

+2
∂ξ̂

∂β0

∂ξ̂

∂β1
uβ0,β1 , 5.4

whereby un describes the mean based on all uncertainties of the refractive index un( f ) for all
frequencies f between 0.3 and 0.55 THz. The uncertainties u2

β0
, u2

β1
, and uβ0,β1 are obtained

from the covariance matrix of coefficient estimates (cf. Equation 5.5). The results given
capture the uncertainty of regression coefficients based on the linear regression performed in
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Section 5.2.2 for regression model (M3). Further covariances are not considered.

Cov(β0,β1) =
(

u2
β0

uβ0,β1

uβ0,β1 u2
β1

)
=

(
0.0326 0.0011

0.0011 0.0337

)
5.5

The calculation of the frequency-dependent refractive index n( f ) is subject to a frequency-
dependent uncertainty un( f ), which is determined directly in the software TeraLyzer using 25
repeated measurements. Additionally, the material thickness influences the calculation of the
refractive index (cf. Equation 5.1). Here, the uncertainty of the thickness measurement of the
DiCo-SMC uc,d is considered directly as an input in the software for the calculation of un( f ). For
this purpose, the combined thickness measurement uncertainty uc,d was determined using a
3 mm thick, calibrated parallel gauge block1 (ucal) as well as 25 repeated measurements on the
respective DiCo-SMC specimen (up,d ) itself, according to Equation 5.6. Measurement results
were bias corrected. Further uncertainties from material and production were neglected.

uc,d =
√

u2
cal +u2

p,d 5.6

To project the uncertainty uξ̂ onto the functional level in the form of the uncertainty of the
estimated Young’s modulus uÊ , it is assumed that an ideal DiCo-SMC specimen with a FMF
of ξ= 41 wt.-% is measured using the proposed THz measurement model (measurement of
the refractive index and propagation through the measurement model (M3)). This leads to a
normal distribution of the measured FMF with the mean value µξ = 41 wt.-% and the standard
deviation sξ = uξ̂. From this normal distribution, ns = 100,000 samples are drawn for a Monte
Carlo simulation (MCS). This corresponds to ns randomly realized measurement results for
the FMF of an ideal DiCo-SMC. Using Mori-Tanaka homogenization (cf. Section 2.2.5.1),
the planar isotropic Young’s modulus Ê is calculated analytically for each of these ns draws.
The resulting distribution of Ê is also normally distributed, so that the uncertainty uÊ can be
estimated.

The different uncertainty contributions and the resulting uncertainty budget are summarized
in Table 5.4 for three different measurement regions (cf. no. 43, 55, and 79 in Table A2.1),
whereby the coverage factor k = 2 was used for calculating the expanded measurement
uncertainties Uξ̂ and UÊ .

1Deutsche Akkreditierungsstelle (DAkkS) D-K-15089-01-00
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Table 5.4: Uncertainty budget for Terahertz measurements of different fiber mass fractions
[nominal fiber mass fraction]

37.8 [35] wt.-% 46.9 [41] wt.-% 45.7 [45] wt.-% Unit

ucal 0.06 µm
up,d 4.59 3.65 5.21 µm

uc,d 4.59 3.66 5.21 µm

uc,d serves as input to TeraLyzer to calculate un

un 0.00832 0.00339 0.00494 -

un and Equation 5.5 serve as input to Equation 5.4 to calculate uξ̂
uξ̂ 0.994 0.444 0.574 wt.-%
Uξ̂ 1.987 0.888 1.147 wt.-%

uξ̂ used for MCS and MT homogenization to calculate uÊ

uÊ 0.268 0.120 0.154 GPa
UÊ 0.536 0.239 0.309 GPa

5.2.4 Added value of Terahertz measurements

This section shows that using the THz measurement model significantly reduces the un-
certainty in local material stiffness. So far, uncertainties in local FMF originating from the
production process needed to be accepted because of lacking measurement technologies.
The uncertainty in FMF originating from the production process served as a benchmark for
the assessment.

The uncertainty of the FMF related to the production process uξ,prod was used for comparison
to the THz measurement uncertainty uξ̂. The uncertainty uξ,prod composes of the standard
deviation of TGA-referenced measurement regions within the same reference specimen
sξ̂,TGA and a systematic deviation (bias) from the intended FMF (nominal value) bξ. Since
reference specimens with different nominal FMF exist, the systematic deviations and the
standard deviations are averaged over all specimens. Based on Table A2.1, leading to the
results of Equation A2.1 for sξ̂,TGA and Equation A2.2 for bξ given in the Appendix A2, uξ,prod

is calculated for DiCo-SMC specimen with more than 3 layers according to:

uξ,prod =
√

sξ̂,TGA
2 +bξ

2 =
√

1.572 +3.132 wt.-%= 3.5 wt.-% 5.7

Only reference specimens with application-oriented nominal thicknesses of 3 and 4 mm were
included in this calculation, so that the potential influence of extreme local outliers in FMF of
a single prepreg layer was limited. Twelve measurement regions from Bretz & Häfner et al.
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(2021) were not taken into account, as dry glass fibers were added manually. Previous studies
of the FVF in DiCo-SMC showed comparable results (Trauth 2018). Therefore, using the
THz measurement model enables a conservatively calculated reduction of the local FMF
uncertainty by about 70% (cf. Table 5.4).

Mori-Tanaka homogenization and Monte Carlo simulation (MCS) allow to map FMF un-
certainty onto the functional domain (uncertainty of Young’s modulus, cf. Section 5.2.3). A
comparable calculation of planar isotropic Young’s modulus as already presented in the previ-
ous subsection was repeated for µξ = 41 wt.-% considering the standard deviation resulting
from the production process sξ = uξ,prod. The result is illustrated in Figure 5.7a. For reference,
Figure 5.7b shows the calculated distribution of Young’s modulus based on the maximum
observed measurement uncertainty uξ̂ = 0.994 wt.-% (cf. Table 5.4). Again, the uncertainty of
the local Young’s modulus is reduced about 70%. However, if anisotropic fiber orientations
are considered instead of the planar isotropic fiber orientation, the effect will be even stronger
due to the stronger influence of oriented fiber fractions on Young’s modulus (Bretz & Häfner
et al. 2021).
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Figure 5.7: Monte Carlo simulation and Mori-Tanaka homogenization of distributed fiber mass
fractions in planar-isotropic DiCo-SMC

5.2.5 Measures for improved measurement time

Up to this point, the measurement times for each THz measurement region (MR) were too
time-consuming for a large-scale in-line application with a time budget of one to three minutes.
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For this reason, measures that increase the measurement speed or the area measured per
time are evaluated in the subsections below. An overview of the three proposed measures is
given in Table 5.5. For a change in beam diameter, two additional reference specimens were
used (cf. Figure 5.3). These specimens and the respective MRs were not used to establish
model (M3).

Table 5.5: Overview of measures for an improved THz measurement time
Measure Assessment based on Data generation MR used in (M3)

Recording time window
(RTW)

Influence on mea-
surement uncertainty

Artificial shortening of
six recordings in the
time domain

yes

Averaging Influence on mea-
surement uncertainty

Recording of six regions
with reduced averages yes

Beam diameter RMSE of estimated FMF
Six new measurement
regions per diameter no

The first two measures were applied to six measurement regions that were already used to
establish the measurement model (M3). Therefore, the evaluation of these measures was
based on the influence on the uncertainty contributions according to Equation 5.4. The results
could then be compared to the existing reference measurements. Two additional reference
specimens (cf. Figure 5.3) with enlarged diameters of the measurement regions were THz
measured for the assessment of a changing beam diameter. Here, the RMSE of the FMF
obtained using measurement model (M3) was considered for the assessment. An uncertainty
contribution un for enlarged diameters comparable to measurements with a beam diameter
of 10 mm was given for all MRs.

5.2.5.1 Reduced recording time window

The entire recording of a THz time domain signal is obtained by scanning the THz signal
incrementally with the help of the THz detector at different points in time. Different incremental
scans are realized by a mechanical change of the optical path length through the movement
of a delay unit. A reduced recording time (RTW) proportionally reduces the measurement
time as well. So far, a RTW of 400 ps was used, although the rise and fall of the maximum
signal amplitude occured within 20 ps (cf. Figure 5.4a). A shortened RTW implies a reduced
number of recorded data, so that the resolution of the Fourier transform is also reduced. The
resolution of the Fourier transform is calculated from the quotient fs/N , with the sampling
frequency fs and the number of data points N used for the FFT. However, since the mean
refractive index n was chosen as feature for the measurement model, a reduced frequency
resolution is expected to play a minor role.
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Therefore, the influence of a reduced RTW was systematically investigated by a stepwise
reduction of information. The scale factor s f indicates the ratio of the trimmed RTW to the
original RTW (400 ps). The respective air measurements were trimmed accordingly. The
calculation of optical parameters follows the same principles as presented in Section 5.2.1 and
5.2.2. For each measurement region (MR) k = {1, ...,6}, the positive difference in uncertainty
of the averaged refractive index for the scale factor s f was determined ∆un:

∆un,k,s f = un,k,s f −un,k,s f =1 5.8

In addition, the bias of the mean refractive index bn was determined with respect to the
reference measurement:

bn,k,s f =
∣∣nk,s f −nk,s f =1

∣∣ 5.9

Results are illustrated in Figure 5.8. Every boxplot summarizes the results for the k = 6 mea-
surements regions. The observed influence is moderate compared to existing measurements
(cf. Table 5.4 and Figure 5.6).
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Figure 5.8: Influence of reduced recording time window (RTW) on the measurement uncer-
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In order to determine the influences of the increased uncertainty contributions on the mea-
surement result, the three realized results of the uncertainty analysis un from Table 5.4 were
used. In the following equation, these realized results are denoted un,i with i = {1, ...,3}. The
for a reduced RTW corrected uncertainty un,s f ,i for different scale factors s f based on the i

exemplary realizations led to:

un,s f ,i =
√

(ũn,s f +un,i )2 + b̃2
n,s f

5.10

Here, the median values of the six MR, illustrated in the boxplots (cf. Figure 5.8), were used
and are denoted by 〈̃·〉. The results un,s f ,i were then subjected to Equation 5.4 to calculate
the uncertainty uξ̂,s f ,i . The differences to the respective uncertainties uξ̂ from Table 5.4
are summarized as boxplots in Figure 5.10a for different scale factors. When comparing
the results to existing uncertainties uξ̂ in Table 5.4 for a full RTW of 400 ps, the results
illustrate that an increase in measurement speed by a factor of 10 through a trimmed RTW is
reasonable.

5.2.5.2 Reduced averaging

An increased measurement speed can also be achieved by averaging fewer waveforms. Since
the recording of each waveform takes the same amount of time, a reduction in the number of
averaged waveforms leads to a proportional reduction in measurement time. A disadvantage
is that the signal quality, quantified by the SNR, can deteriorate. This is particularly relevant
for higher THz frequencies, since these wavelengths are absorbed more strongly in the
DiCo-SMC. However, since the mean refractive index n relies on frequencies between 0.3
and 0.55 THz, a lower SNR and subsequent inaccurate calculation of the optical properties in
higher THz frequency ranges can be tolerated.

The same six MR from the previous subsection investigating the RTW were also used for
this assessment. Before the TGA was performed, these six MRs were also measured with
a stepwise reduced number of averages (50, 25, 10) in addition to the initial setting of 100
averages. The respective air measurements were conducted accordingly. The procedure for
determining the optical properties remains as described in Section 5.2.1 and 5.2.2. Again,
the positive difference in uncertainty of the mean refractive index for different numbers of
measurements mavg = {50;25;10} to calculate the average was determined for the six MR
k = {1, ...,6}:

∆un,k,mavg = un,k,mavg −un,k,mavg=100 5.11
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In addition, the bias of the mean refractive index bn was determined with respect to the
reference measurement with 100 averages:

bn,k,mavg =
∣∣nk,mavg −nk,mavg=100

∣∣ 5.12

Results are illustrated in Figure 5.9. Every boxplot summarizes the results for the six measure-
ments regions. The results range in the same order of magnitude as for a reduced RTW (cf.
Figure 5.8) and are therefore also acceptable. However, a pronounced outlier was observed
both for ∆un,k,mavg and bn,k,mavg. Both identified outliers can be attributed to the same MR.
Since the outliers no longer occurred with a further reduction of the number of averages, a
random error can be assumed. Nevertheless, the results of this MR were used to estimate a
worst case scenario for the uncertainty of the measurement model.
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Figure 5.9: Influence of reduced averaging on the measurement uncertainty (MU) of the THz
model

Similar to Equation 5.10, the averaging-corrected uncertainty un,mavg,i for different averages
mavg, based on the i exemplary realizations from Table 5.4, was calculated according to:

un,mavg,i =
√

(ũn,mavg +un,i )2 + b̃2
n,mavg

5.13
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Results were again subjected to Equation 5.4, leading to the boxplots displayed in Figure 5.10b.
Based on the order of magnitude, which is the same as in Figure 5.10a, the reduction of
waveform averaging is a viable measure for a reduced measurement time as well. Even if
the values of the two outliers (cf. Figure 5.9) were chosen instead of the medians for a worst
case estimate, this would only lead to a maximum uncertainty uξ̂ = 1.105 wt.-%, which is still
well below the uncertainty uξ,prod (cf. Equation 5.7).
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Figure 5.10: Influence on the combined uncertainty of the fiber mass fraction uξ̂

5.2.5.3 Reduced recording time window and averaging

Since it was shown in the previous two subsections that a reduced RTW as well as fewer
averages are tenable, the combination of both possibilities are examined here. For this
purpose, the six MR, which were recorded using 10 averaged waveforms, were artificially
trimmed with the scale factor s f = 1/10. Additionally, the pronounced outliers from Figure 5.9
were included in this investigation for a worst case estimate.

Analogously to the previous chapters, the positive difference in uncertainty of the mean
refractive index ∆un and the bias of the mean refractive index bn were calculated with respect
to the results at full RTW and 100 averaged waveforms:

∆un,k,mavg,s f = un,k,mavg,s f −un,k,mavg=100,s f =1 5.14
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bn,k,mavg,s f =
∣∣nk,mavg,s f −nk,mavg=100,s f =1

∣∣ 5.15

The results are presented in Figure 5.11a. The calculation of the corrected uncertainty
un,mavg,s f was followed by the calculation of the influence on uξ̂, summarized in Figure 5.11b.
It turns out that the combination of both measures does not cause any significant interactions.
A maximum increase of the uncertainty by 0.197 wt.-% follows in the worst case estimate
when considering the pronounced outlier. Therefore, both measures can be combined to
enable in-line deployment.
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Figure 5.11: Influence of combined reduced averaging and recording time window length
(RTW) on the measurement uncertainty (MU) of the THz model

5.2.5.4 Increased beam diameter

Widening the measurement diameter of the THz beam is another way to increase the mea-
sured area per time. So far, a measurement diameter of 20 mm was used for mechanical
characterization of DiCo-SMC in TGA (Trauth 2018; Trauth et al. 2021). Therefore, a transfer
of the measurement model to this diameter is also aimed for. Additionally, an investigation with
the measurement diameter of 14 mm is carried out as an interim step. Thus, an approximate
twofold and fourfold increase of the measured area from the initial diameter of 10 mm was
considered.
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A similar SNR of the recordings with increased diameter compared to the standard diameter
allowed the calculation of the refractive index for both enlarged measuring diameters. The
uncertainty contribution un showed no deterioration compared to the measurements with the
standard diameter of 10 mm. Thus, the refractive indices were used for the determination
of the FMF according to (M3), cf. Table 5.3. Predicted FMF for the measurement diameter
of 14 mm showed a RMSE of 0.78 wt.-% . However, measured regions with a diameter of
20 mm showed a RMSE of 3.17 wt.-%. In this case, three measured samples were in good
agreement with the proposed measurement model. In contrast, three other samples show a
significantly larger residual (cf. Figure 5.12).
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Figure 5.12: Residuals to Terahertz measurement model for different measurement diameters

Therefore, it is not possible to make a general statement on the transferability of the mea-
surement models to any enlargement of the measurement diameters. However, since nine of
twelve specimens with an increased measurement diameter were in good agreement with the
existing measurement model, the deviations could also be attributed to poor surface quality
or foreign materials. At this point, a larger sample size is necessary to be able to make a
clear statement. In principle, an increase in the measurement diameter based on the resulting
uncertainty component and the SNR is conceivable. However, measurement diameters are
kept at 10 mm in the further course of this work.
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5.3 Industrial image processing (IIP) for the measurement of Co-SMC
positioning

In this section, an industrial camera is used to measure the pose of Co-SMC patches on
DiCo-SMC. Existing works showed that the image contrast of Co-SMC patches on DiCo-SMC
is sufficient for the detection of the patch centroid and orientation (cf. Section 3.2.1.4 and
Bretz & Häfner et al. (2019)). The camera measurement process is divided into off-line and
in-line steps so that measurement results can be obtained with high repeatability and short
measurement times (cf. Figure 5.13). Furthermore, the measurement uncertainty for the
position and orientation of the Co-SMC patch is determined on a component with the same
dimensions as the flexural specimen used for validation (cf. Section 7.2.1.2).

5.3.1 Apparatus and methods

The following subsections describe the general experimental setup, the off-line camera
calibration and the in-line image processing. Figure 5.13 illustrates the measurement process
and gives a breakdown of the individual in- and off-line operations taken.

Off-line In-line

Circle detection for 

world CSYS

Edge detection for 

specimen CSYS

Patch detection

Calibration of 

specimen holder

Intrinsic camera 

calibration

Correction of 

image distortion

Extrinsic camera 

calibration
Feature detection

Transformation to 

specimen CSYS

Circle 

measurement using 

CMM

Checkerboard 

pattern

Figure 5.13: Classification and sequence of the camera measurement

5.3.1.1 Test rig and specimen holder

An available camera test rig designed at wbk was used for the optical measurement of
the Co-SMC patches. A mono camera setup (Basler acA1920-40uc) with a Kowa lens
(LM25HC 25mm/F1.4) was selected for the measurement task. The object distance was
approximately 500 mm. The camera was connected to a notebook via USB 3.0 and controlled
via MATLAB©. A 3D-printed holder was used to fix the specimens. The specimen holder
served simultaneously as a calibration target defining the world coordinate system (world
CSYS). For this purpose, laser-cut, white circles with a nominal diameter of 5 mm were glued
onto the specimen holder. Test rig and specimen holder are depicted in Figure 5.14.
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(a) Test rig (b) Specimen holder

Figure 5.14: Measurement setup for image acquisition

5.3.1.2 Off-line calibration

Initially, the position and diameter of the attached circles were optically off-line measured
using a CMM (Carl Zeiss OI-322). The white lower left circle was defined as the origin of the
right-handed world coordinate system (CSYS). The positive axis xw was further defined by
the circle in the lower right (cf. Figure 5.15). Using these five calibrated world coordinates,
the extrinsic camera parameters could individually be determined for every measurement
according to the algorithm described in Heikkilä (2000). Additionally, five different poses of a
checkerboard pattern served for the off-line determination of the intrinsic camera parameters
using the MATLAB©-integrated function estimateCameraParameters().

5.3.1.3 In-line image processing

The commercial software MATLAB© was also used for image processing. In recorded images,
the calibration circles were first detected using the integrated function imfindcircles(). Thus,
the point correspondences between calibrated world and image coordinates were determined.
The right-handed specimen coordinate system was defined by the specimen edges of the
chamfered corner, with the shorter side representing the positive x-axis of the specimen
xspec. The specimen edges were determined using the Canny edge detector and the Radon
transform. The origin of the specimen CSYS was defined by the intersection of the regression
lines. The Co-SMC patch on the specimen was segmented using binarization and subsequent
morphological operations. Using the regionprops() function, the centroid and orientation
features of the segmented patch were determined. The intrinsic parameters known from
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checkerboard calibration were used to undistort image coordinates. Finally, the features were
transformed into the specimen CSYS. Image acquisition and processing was performed on a
notebook with an Intel® Core™ i5-8250U and without graphic card in less than 10 s.

1 Prof. Dr.-Ing. J. Fleischer, Prof. Dr.-Ing. G. Lanza, Prof. Dr.-Ing. habil. V. Schulze27.03.2021

xw

yw

xspec

yspec

-0.10838°

Figure 5.15: Exemplary world and specimen coordinate systems, patch segmentation and
feature extraction

5.3.2 IIP measurement uncertainty

Image processing, as described in Section 5.3.1.3, was used to measure the centroid and
the orientation of the Co-SMC patch on a specimen with the nominal dimensions specified in
Table 7.9. The defined features of the patch were the x-coordinate of the patch centroid xT,
the respective y-coordinate yT, and the mathematically positive rotation of the patch around
the z-axis γT with respect to the specimen CSYS.

20 images under different lighting conditions were taken for an exemplary specimen. The
intrinsic camera calibration was repeated five times. Similarly, the CMM measurements of
the calibration circles to determine the world CSYS were repeated five times. Therefore,
25 different camera calibrations consisting of extrinsic and intrinsic parameters followed. In
combination with the 20 captured images, 500 realized measurements of xT, yT, and γT were
acquired. Thus, the means y IIP for the features and the respective standard uncertainties up

were determined. The exemplary specimen was further optically calibrated using a total of six
optical CMM measurements. For optimal contrast, the component was illuminated with a red,
outer ring light and the base plate was transilluminated using white light. The origin of the
specimen CSYS at the chamfered corner was determined by the intersection of the measured
component edges. The edges of the patch were also identified using different edge filters
within the software ZEISS CALYPSO. The intersections of the four measured patch edges
defined the four corner points of the patch, from which the centroid and orientation were
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subsequently determined. The calibration procedure lead to the mean yCMM = xcal and the
standard uncertainty ucal. Additionally, the bias b = y IIP −xcal was calculated. uw is neglected
according to Deutsches Institut für Normung e.V. (2011b). The resulting uncertainty budget is
given in Table 5.6a. Equation 2.7 and the respective coverage factor k for a 95.45% level of
confidence based on the effective degrees of freedom veff (JCGM100 2008, cf. Table 5.6b)
were used for calculating the expanded measurement uncertainty U .

(a) Uncertainty budget

xT (mm) yT (mm) γT (°)

xcal 26.70 49.15 -0.63
ucal 0.02 0.02 0.10
up 0.04 0.06 0.02
|b| 0.24 0.29 0.08

uc 0.25 0.29 0.13
U 0.62 0.74 0.29

(b) Effective degrees of freedoms and cover-
age factors

xT (mm) yT (mm) γT (°)

vucal 5
vup 499
vb 6

veff 6 6 12
k 2.52 2.52 2.23

Table 5.6: Uncertainty budget of industrial image processing for Co-SMC patch measurement

5.4 Active thermography for the measurement of delaminations

In this section, thermographic images acquired by pulsed phase thermography (PPT) are
used to quantify the size and postition of delaminations in DiCo-SMC. Delaminations change
the heat flow in a component and can therefore be visualized in thermographic images. A
thermographic image analysis for delamination measurement is presented. Thermography
has already been used to detect delaminations in many earlier studies (cf. Section 3.2.1.3).
In contrast to the state of the art, the measurement uncertainty is quantified using artificial
delaminations made out of a thin Teflon layer. The special characteristics for the detection of
delaminations in CoDiCo-SMC is also discussed.

5.4.1 Apparatus and methods

The measurement setup as well as the data processing considering the hybrid material are
presented in the two following subsections. Figure 5.16 illustrates the process for analyzing
thermographic phasegrams and gives a breakdown of the individual in- and off-line operations
taken.
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Figure 5.16: Classification and sequence of the pulsed phase thermography measurement

5.4.1.1 Measurement setup

In this work, the thermographic system, which is part of the multi-sensor system developed
within the IRTG (Schäferling 2019), was further used. Both the IR camera and the pulsed
heat source of the pulsed phase thermography (PPT) system were carried by a CNC portal.
Figure 5.17 highlights the most important technical components.

Flash lamp

Thermographic 

camera

Object under 

investigation

Figure 5.17: Measurement system for pulsed phase thermography

The system was developed and put into operation by the company edevis GmbH. A photo-
graphic flash (VH3-6000 from HENSEL-VISIT) thermally stimulated the object under exam-
ination. The maximum flash energy was 6 kJ. The heat flux was recorded by the ImageIR
5385S thermal imaging camera (InfraTec GmbH) with a camera resolution of 320 x 246
pixels and 450 frames per second. The lens had a focal length of 25 mm, leading to an
optimal object distance of 300 mm. With this setup, the sharp area contained all planes that
were located at a distance of ±6 mm from the focal point. The temperature evaluation of the
specimen was observed for 60 s. A pulse delay triggered the flash 0.1 s after starting the
recording. Post-processing using Discrete Fourier Transform (DFT) was performed using the
commercial software DisplayIMG 6 from edevis. The specified frame rate and time window
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resulted in a minimum recorded frequency of 0.017 Hz after Fourier transform. Ampli- and
phasegrams were exported as grayscale images. Image post-processing was performed
using MATLAB©.

5.4.1.2 In-line Image processing

Delaminations can be detected in images that visualize the phase difference of the thermal
wave in the material under investigation (phasegram of PPT, cf. Section 3.2.1.3). Phasegrams
are more sensitive to thermal material properties than to geometric features. It has deeper
probing capabilities than amplitude. (Busse et al. 1992) Non-uniform heating, reflections
from the environment and variations in surface emissivity have a negligible effect on phase
(Ibarra-Castanedo & Maldague 2004).

Since the CoDiCo-SMC is a hybrid material and the thermal properties of DiCo-SMC (GF)
and Co-SMC (CF) are different, these differences also stand out in the image. Therefore,
if a delamination is present in CoDiCo-SMC, ideally three different gray scale areas exist
(DiCo-SMC, Co-SMC, delamination) in contrast to two for DiCo-SMC. These differences
must be taken into account so that delaminations can also be detected and quantified in the
hybrid material. A two level thresholding (binarization) was in most cases not sufficient for
delamination detection in CoDiCo-SMC. Representative recorded phasegrams for a DiCo-
and CoDiCo-SMC and their respective multilevel thresholding are illustrated in Figure 5.18a
to 5.18d.

(a) Phasegram
of DiCo-SMC
(0.067 Hz)

(b) 2 level thresh-
olding for DiCo-
SMC

(c) Phasegram
of CoDiCo-SMC
(0.084 Hz)

(d) 3 level thresh-
olding for
CoDiCo-SMC

(e) Detected CSYS
and delamina-
tion

Figure 5.18: Multilevel image thresholding for detecting and measuring delaminations in
grayscale phasegrams of CoDiCo-SMC
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Initially, a phasegram frequency for a subsequent image processing was chosen based on
SNR between delamination and background. These frequencies can be different based on
the material system (cf. Figure 5.18a vs. 5.18c). Intrinsic and extrinsic camera parameters
were calculated based on ten different poses of a checkerboard pattern using the MATLAB©

routine for camera calibration. After undistorting the calibration images, an image scale
describing the relationship between pixels and millimeters was determined with the help of
the found point correspondences. These steps were not part of the in-line measurement
procedure and conducted beforehand (off-line). Based on the camera calibration, the image
distortion was in-line corrected for every recorded image. The phasegram region, in which
the specimen was located (ROI), was cropped. This cropping excluded most parts of the
background, which represented an additional gray value area in the image, from the image
analysis. Subsequently, multilevel image thresholding was performed using the function
multithresh(), so that the different gray value areas were segmented. Since delaminations
were expected to be the darkest feature in the object because of their behavior as thermal
barriers, the corresponding channel was selected. The respective channel was binarized
and subsequently post-processed using morphological image operators. Delaminations were
detected afterwards by the function imfindcircles(). A delamination was described by the
coordinates of its centroid and its radius. Finally, the features were transformed into the
specimen CSYS. The specimen CSYS was determined analogously to Section 5.3.1.3, by
detecting and intersecting the two relevant specimen edges. A detected and measured
delamination in the respective specimen CSYS is shown in Figure 5.18e for a CoDiCo-SMC.
Image processing was performed on a notebook with an Intel® Core™ i5-8250U and without
a dedicated graphic card in less than 5 s.

5.4.2 Measurement uncertainty of pulsed phase thermography

Thermographic image processing, as described Section 5.4.1.2, was used to measure the
centroid and the radius of a circular delamination in a CoDiCo-SMC specimen with the nominal
dimensions specified in Table 7.9. The delamination (Teflon, 130 µm thick) with a nominal
radius of 10 mm was located at the centroid of the specimen, below the Co-SMC patch in
a depth of 2 mm between two DiCo-SMC layers. The defined features of the delamination
were the x-coordinate of the delamination centroid xD, the respective y-coordinate yD, and
the radius rD. The coordinates were given in the specimen CSYS.

The thermographic measurements were repeated 27 times, whereas the position of the
specimen in the image was varied. The camera calibration was repeated five times. Thus,
135 different measurement results were obtained through the combination of individual
measurements and calibrations. The means yPPT for the defined features and the respective
standard uncertainties up were calculated. Five CT measurements were further used to
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calibrate the exemplary specimen. CT reconstructions were analyzed using the commercial
software VGSTUDIO MAX. The origin of the specimen CSYS at the chamfered corner was
determined by the intersection of the three respective planes. Circles were fitted to the
delamination in the CT reconstruction to determine the calibration values for the centroid and
the radius. The calibration procedure lead to the mean yCT = xcal and the standard uncertainty
ucal. Additionally, the bias b = yCT − xcal was calculated. uw was neglected according to
Deutsches Institut für Normung e.V. (2011b). The resulting uncertainty budget is given in
Table 5.7, using Equation 2.7 and the respective coverage factor based on veff for calculating
the expanded measurement uncertainty U .

(a) Uncertainty budget

xD (mm) yD (mm) rD (mm)

xcal 29.38 54.28 10.22
ucal 0.16 0.24 0.15
up 1.81 3.75 1.07
|b| 2.69 0.94 1.17

uc 3.24 3.88 1.59
U 7.40 7.83 3.45

(b) Effective degrees of freedoms and cover-
age factors

xD (mm) yD (mm) rD (mm)

vucal 4
vup 134
vb 5

veff 10 137 16
k 2.28 2.02 2.17

Table 5.7: Uncertainty budget of thermographic image processing for delamination measure-
ment in a CoDiCo-SMC specimen with local Co-SMC reinforcement (cf. Table 7.9)

Six additional specimens were subjected to a measurement uncertainty analysis, following
the same procedure. Delaminations of three different radii (5, 7, and 10 mm) were integrated
into the DiCo-SMC at a nominal depth of 1 and 2 mm, respectively. The delaminations were
completely buried beneath a local Co-SMC patch, so that the different thermal conductivities
of DiCo and Co-SMC still needed to be considered when analyzing gray value differences
in the phasegram. The uncertainty contributions of the quantities xD and yD showed no
systematic deviations depending on the size or depth of the delamination. In accordance with
expectations, delaminations closer to the surface showed lower uncertainty in the estimation
of the radius. However, the actual radius of the delamination did not show any systematic
influence on the uncertain estimate of the radius. The averaged results for the six additional
specimens are summarized in Table 5.8. The detailed results for each of the six specimen
are given in Appendix A4.

Table 5.7a and 5.8a show that the bias b for the measurement xD is larger than for the
measurement yD. This can be explained by the uncertain estimation of the y-axis of the
specimen, caused by the apparent phase jump in the phasegram (white area at the right
edge of the specimen in Figure 5.18e). The phase jump occured on this axis because of the
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direction of excitation, in this case from left to right, by the flash lamp. The x-axis, which was
aligned parallel to the direction of excitation, could be determined more precisely due to the
absence of a phase jump. The difference in bias of xD and yD corresponded approximately to
the width of the white phase jump (4 pixels ≈̂ 2 mm). An additional flash lamp perpendicular
or opposite to the existing one could reduce this influence. The occurring difference of the
uncertainty contribution up of xD and yD was caused by using a fixed image scale. With
the use of a co-measured calibration target (cf. Figure 5.15), these contributions could be
leveled and reduced. The measurement of the radius of a delamination is independent of
a determined coordinate system. Thus, the uncertainty contribution up is smaller for radii
compared to length measurements.

(a) Uncertainty budget

xD (mm) yD (mm) rD (mm)

ucal 0.21 0.16 0.11
up 1.88 3.21 1.02
|b| 2.69 0.70 0.94

uc 3.29 3.28 1.40
U 7.40 6.63 2.96

(b) Effective degrees of freedoms and cover-
age factors

xD (mm) yD (mm) rD (mm)

vucal 4
vup 134
vb 5

veff 11 139 22
k 2.25 2.02 2.13

Table 5.8: Uncertainty budget of thermographic image processing for delamination mea-
surement in a CoDiCo-SMC specimen; delamination fully covered by Co-SMC
layer
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6 Methodology for in-line measurement propagation

This chapter presents a methodology to derive a functional statement, such as an individual
component stiffness, from in-line measurement results within the production cycle time. In a
first step, a parametrized simulation model is set up in which the different component-specific
in-line measurements of manufacturing deviations are integrated. Thus, the component-
specific function is assessed. Since the simulation models are computationally too expensive
for an in-line deployment, the second part of the methodology presented uses surrogate
models of the parameterized simulations for an in-line qualification.

6.1 Functional assessment of interacting manufacturing deviations

The FEM possesses the necessary prerequisites to model the influences of manufacturing
deviations on component stiffness (cf. Section 2.3). Hereby, multiple manufacturing deviations
and combined influences between those (interactions) can be considered. The integration
of the in-line measurements into a parameterized FE model leads to a component-specific
stiffness (simulation result). The comparison of this component-specific stiffness allows for a
comparison with the component requirements or the ideally manufactured component. The
general model set-up procedure and the quantification of occurring model uncertainties are
described in the following.

6.1.1 FE model structure

The commercial software Abaqus™/Standard from Dassault Systèmes® was used to para-
metrically model CoDiCo-SMC specimens. Since component-specific measurement results
have to be integrated into simulations, the Python™ interface of Abaqus can be used to both
read in the measurement results and integrate them individually in the model setup. The
component is always subjected to a reference load independently of the individually integrated
manufacturing deviations. The general modeling approach and the integration of potential
manufacturing deviations are presented in this section.

6.1.1.1 Geometry modeling and choice of element types

Linear and quadratic solid elements for the DiCo-SMC (Abaqus element types: C3D8 and
C3D20) as well as continuum shell elements (CSE) for the Co-SMC (SC8R) were used.
The DiCo- and Co-SMC were represented by two individual, perfectly bonded parts using
Abaqus tie-constraints. Tie constraints also permit the connection of two surfaces through a
geometric coupling when nodes do not lie on top of each other (A_Müller-Welt 2019). Thus,
meshes of both parts did not need to be identical. Linear solid elements (C3D8) needed
to be used because XFEM is only available for those elements in Abaqus™. Therefore, a
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sufficient number of solid elements through the thickness direction needs to be considered
when bending loads occur (Nasdala 2015). Several layers connected by tie-constraints each
showed an almost identical behaviour for the use of shell or continuum shell elements. Due
to the three-dimensional meshing when using CSE, it is easier to define connected surfaces
of the individual layers for CSE instead of traditional shell elements. (A_Müller-Welt 2019) In
order to ensure a sufficient fine meshing, convergence studies must be carried out.

6.1.1.2 Material modeling

Isotropic material behavior was assumed both for the glass fiber and the UPPH resin. A
Mori-Tanaka homogenization based on orientation average (planar isotropic FOD) and fiber
fraction was performed for calculating the linear elastic material properties of the DiCo-SMC
(cf. Section 2.2.5.1 and A_Frontzek 2019). A maximum principal stress and strain criterion was
chosen for the DiCo-SMC because of limited available material parameters. The maximum
principle stress for different fiber fractions was determined with a least squares method based
on experimental results (cf. Section 7.1.2.2).

The Co-SMC layer was modeled using five independent material parameters, describing a
transverse isotropy. The respective engineering constants were defined in a local coordinate
system for the elements of a Co-SMC layer. Failure in the Co-SMC layer was modeled using
a publicly available Abaqus user subroutine of the Puck criterion (cf. Section 2.2.5.3).

The material parameters used are summarized in Table A5.1 in Appendix A5.

6.1.1.3 Manufacturing deviations

Void fraction was analytically integrated into the resin based on negligible mechanical prop-
erties of voids (Gross & Seelig 2018; A_Frontzek 2019) and the void volume fraction φVoid.
This led to equivalent isotropic mechanical properties for the bulk modulus K ∗ and the shear
modulus G∗ of:

K ∗
UPPH = KUPPH

(
1− φVoid

1−α(1−φVoid)

)
, with α= 1+νUPPH

3(1−νUPPH)
6.1

G∗
UPPH =GUPPH

(
1− φVoid

1−β(1−φVoid)

)
, with β= 2(4−5νUPPH)

15(1−νUPPH)
6.2

Equation A1.4 and A1.5 in Appendix A1 can be used to calculate Young’s modulus E∗ and
poisson ratio ν∗. The resulting isotropic resin properties were then as well used for the
Mori-Tanaka (MT) homogenization of DiCo-SMC.
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In order to be able to consider local differences in FMF in the DiCo-SMC, cylindrical measuring
areas with the corresponding diameters of the THz beam (cf. Section 5.2.1) were included in
the DiCo-SMC assembly. Separate partitions were defined for the measurement regions. This
allowed the circular measurement regions to be finer meshed even in the case of a coarser
meshing of the overall component. The measurement regions can be positioned variably on
the DiCo-SMC component. However, real measurement data could only be obtained when the
respective measurement region was not covered by Co-SMC. A local material stiffness can
be defined in the measurement regions by means of MT homogenization. For the elements
of the component outside the measurement regions, the material properties were assigned
based on the average FMF measured in the component.

The Extended Finite Element Method (XFEM) was used to represent delaminations in the
DiCo-SMC. The initial delamination was modeled as a shell and positioned within the solid
elements of DiCo-SMC. Critical energy release rates were used in a Benzeggagh-Kenane
(BK) law for a single scalar fracture criterion. Critical energy release rates were only available
in fracture modes I and II for Co-SMC (Schober 2019). Thus, the critical release energy GIC

of DiCo-SMC was determined in a double cantileber beam (DCB) test (cf. Appendix A6).

Misorientations of the Co-SMC were integrated dependant on the dimensions of the Co-
SMC reinforcement. For a full Co-SMC layer, the local coordinate system, in which the
material properties were defined, was rotated by the respective misorientation for each
element. Otherwise, if a patch reinforcement was part of the assembly, the respective Co-
SMC part was rotated around its center. Local patch reinforcements can be further subjected
to misplacements, which were realized through the respective displacements of the part in
the assembly as well.

6.1.1.4 Storage of component characteristics

The characteristic information of a CoDiCo-SMC component was stored in a standardized
.csv -format in the characteristics file. This allowed for a direct integration into the automated
simulation workflow (cf. Section 6.1.1.5). The characteristic information was divided into
external geometry information and intrinsic material properties. Not only were measurement
results of measurement technologies under investigation considered in the file, but also the
nominal values of other relevant component properties that were not yet the subject of in-line
measurements. On the one hand, this enabled a straightforward sensitivity analysis with
regard to the properties through direct incorporation into the simulation workflow. On the
other hand, future results of measurement technologies can also be easily integrated and
replace the nominal values of the respective quantities used in the simulation so far.
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6.1.1.5 Simulation workflow

The overall simulation workflow is visualized in a program flow chart in Figure 6.1. The
individual information of the component characterization was stored in the characteristics file.
It was read into the function main.py. Necessary information is passed to the subfunctions
for material homogenization and delamination mapping. Manufacturing deviations of the
Co-SMC, however, were generated in the model assembly. The load case was also modeled
in main.py. For different components and load cases, the function main.py needs to be
individually modified. After the model generation, an .inp-file was obtained. This file described
the respective component individually for submitting a tailored Abaqus job. It was either
computed locally or on a high performance cluster. The result, stored in a .odb-file was also
analyzed with a script, evaluating the relevant information regarding the individual fulfillment
of the specified function of the component (stiffness, strength).

Component characteristics

(.csv)

Calculation on local workstation 

or cluster

Glass fiber fraction 

Porosity

Delamination information

Individual component 

function

Individual model description

(.inp) ABAQUS

Model generation and assembly

(main.py) Python

Homogenization of DiCo-SMC

(.py) Python

Integration of delamination

(.py) Python
Read parameter

Individual FE simulation result

(.odb) ABAQUS

ABAQUS

Analyze output database

(.py) Python

Local DiCo-SMC material properties Integrated delamination

Figure 6.1: Program flow chart for component-individual FE simulations taking manufacturing
deviations into account

6.1.2 Key metrics for assessment

An assessment of the deterministic simulation results was performed with the help of the sys-
tematic model deviation (bias) as root mean squared error (RMSE ) of the function prediction
(stiffness) based on in-line measurement data ŷSim and the corresponding experimentally
realized function y (Zhang 1993):

bSim = RMSE =
√∑T

t=1(y − ŷSim)2

T
6.3
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Similar to the coefficient of variation, a normalization was performed using the mean experi-
mental results y to achieve comparability between different load cases:

CVRMSE = RMSE

y
6.4

6.1.3 Uncertainty of the FE model

The inherent uncertainty of the function prediction model must be addressed. In the scope
of this thesis, the discretization uSim,D and input uncertainty uSim,I were considered for the
stiffness uncertainty. A strength uncertainty was not assessed within this scope. The further
two uncertainty sources presented in Section 2.1.4.4 (solution and modeling error) were
not considered in detail because of their typically small influence (Lord & Wright 2003).
Furthermore, the systematic model deviation (bias) needed to be taken into account, so
that the combined uncertainty follows (JCGM100 2008; Deutsches Institut für Normung e.V.
2011b; Häfner 2017) :

uc,Sim =
√

u2
Sim,I +u2

Sim,D +b2
Sim 6.5

The bias b was determined by the RMSE between predicted and realized function (cf. Equa-
tion 6.3).

6.1.3.1 Determination of the standard uncertainty due to input quantities

In the context of this work, a distinction shall be made between two different types of input
variables for determining the input uncertainty uSim,I. These were, on the one hand, the
uncertainties of the material properties and, on the other hand, the uncertainties of the
in-line measurement technologies (cf. Chapter 5). A collection of the potentially relevant
uncertainty contributions for a CoDiCo-SMC component is given in Table 6.1. This set holds
for the measurement technologies used in this thesis, the respective material modeling and
the model assembly. The uncertainty contributions were quantified in terms of standard
uncertainties. Both literature sources and own calculations were used in accordance with
JCGM100 (2008) (cf. Table A5.2 and A5.3).

Initially, a screening of the collected potentially relevant uncertainty contributions was per-
formed in order to identify the most relevant uncertainty contributions in advance and thus
keep the simulation effort reasonable. Here, it is generally useful to vary a single input factor
by its standard uncertainty (one factor at a time), while leaving the other input factors at
their target level (Häfner 2017). Input factors leading to minor deviations from the simulated
reference Young’s modulus were discarded. Subsequently, the simulative determination of
uSim,I was performed according to JCGM101 (2008). For an efficient and at the same time
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Table 6.1: Selection of relevant uncertainty contributions of the input quantities for the FE
simulation (uncertainties from in-line measurement technologies highlighted in
gray)

Stiffness: DiCo-SMC Stiffness: Co-SMC Co-SMC patch Delamination

uξ uφ,CF uxT uA,D

uφ,Void uE ,CF,∥ uyT uxD

uE ,GF uE ,CF,⊥ uγT uyD

uν,GF uG ,CF,⊥∥ udT

uE ,UPPH uν,CF,⊥∥
uν,UPPH uE ,UPPH

uν,UPPH

random coverage of the entire experimental space, a latin hypercude sampling (LHS) was
used instead of a Monte Carlo method (MCM). Here, the function lhs() from the Python™
package pyDOE allowed for a distribution of the parameters according to their probability
density function (PDF) while minimizing correlations. The size of the LHS was chosen to be
larger than ten times the number of input parameters remaining after the screening (Loeppky
et al. 2009). All input variables were assumed to be independent. Outputs were expected to
be normally distributed. Thus, fitting a normal distribution to the outputs allowed for estimating
the uncertainty of the output (standard deviation).

Depending on the combination of manufacturing deviations, the uncertainty contributions
of the individual input variables may vary due to the anisotropic material properties of fiber
composites. For this reason, representative test specimen configurations (combinations of
manufacturing deviations) must be selected.

6.1.3.2 Determination of the standard uncertainty due to discretization

The most reliable method to quantify the uncertainty of the discretization uSim,D is the com-
parison of the FE result of the selected mesh with a reference simulation using the finest
possible mesh (Grätsch & Bathe 2005). A representative component configuration must also
be selected at this point, since a defined nominal geometry is a prerequisite for this method.

Due to the automated model construction, meshing of an identical component always leads
to the same mesh. Therefore, uSim,D was directly determined by the difference of the Young’s
modulus with the used discretization ED and the Young’s modulus with the finest possible
discretization for reference ED,ref:

uSim,D = bSim,D = ED −ED,ref 6.6
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6.2 In-line qualification of the functional assessment

When deviations from the target state occur in the production of FRPs, a decision must be
made whether the component can still meet the functional requirements. Up to now, this has
been accomplished mainly based on defined tolerances, without checking the actual realized
function (cf. Chapter 1). Parametrized FE simulations, as presented in the previous chapter
(Section 6.1), are able to make functional statements based on digital representations of
component and material. However, the computing times are too high to be considered for an
in-line use in production.

This leads to the requirement for real-time predictions of the function of composites in order
to make the FE simulation (digital twin) usable for decisions in quality assurance while
adhering to the cycle time. The approach of data-driven models, as surrogate models of the
parameterized FE models, offers the possibility of a real-time function prediction.

For this purpose, virtual input-output relations were generated by the described FE model
(cf. Equation 6.7). Virtually realized measurement results of component states served as
input quantities. The predicted (simulated) component function (stiffness Êl ) based on these
quantities represented the main output. Additionally, the influence of the manufacturing
deviations on the strength, expressed as the stress exposure Êl , was included.

ŷl =
[

Êl , f̂E,l

]
= f (ωl ) = f (ξl , φVoid,l , xT,l , yT,l , γT,l , AD,l , xD,l , yD,l ) 6.7

The l = {1, ...,L} sets of combined ωi ,l manufacturing deviations were generated using Latin
Hypercube Sampling (LHS). For the realization of a specific manufacturing deviation ωi ,
either the corresponding PDF or a rectangular distribution for the respective value range
was chosen. It was assumed that the occurrences of considered manufacturing deviations in
production were not correlated with each other.

For a sufficient coverage of the high-dimensional space of possible manufacturing deviations,
a sufficiently large number of sets L needs to be calculated (Bellman 1961; Loeppky et al.
2009).

6.2.1 Selection of data-driven surrogate models

In the following, Kriging surrogate models and artificial neural networks (ANN) were selected
based on existing, successfully implemented surrogate models (cf. Section 3.2.4). Both
approaches fulfill the requirement of a prediction adherent to the cycle time. Both types
of models also process vectorial (multidimensional) inputs, so that a set l of combined
manufacturing deviations ωl can be used as input. Compared to the available, user-friendly
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library1 for implementing different Kriging model approaches for scalar and vectorial outputs
(Bouhlel et al. 2019), the ANN has the additional advantage that different binary cases
(specimen compositions) can be discerned in a single model. The Python™ deep learning
API Keras was chosen for ANN model creation. Using an ANN allowed for a the direct
learning of different stiffnesses or strengths in different component regions. For a Kriging
model approach, multiple models needed to be trained for the respective desired output
size. However, the advantage of the Kriging model is the inherent uncertainty information,
whereas this information has to be provided by the multiple generation of different models
based on slightly altered training data sets for ANNs (Coral et al. 2016). Furthermore, it was
necessary that the functional predictions, after being transferred to data-driven surrogate
models, reproduce the real component behavior as precisely as possible (precision), with low
systematic deviation (bias). The basic suitability has also already been demonstrated for both
types of surrogate model (cf. Section 3.2.4). A high degree of robustness of the surrogate
model was required, so that the function prediction is only slightly sensitive to uncertain input
variables (in-line measurement results). This requirement is the subject of the measurement
uncertainty analysis (cf. Section 6.2.4)

Modeling
approach

Cycle
time

Vectorial
in-/output

Binary
cases

Inherent
uncertainty
information

Precision Robustness

Kriging   #   Section 6.2.4
ANN    #  Section 6.2.4

Table 6.2: Comparison of ANNs and Kriging models for data-driven surrogate modeling and
their suitability with regard to the defined requirements: fulfilled ( ), not fulfilled (#)

6.2.2 Model training

Generally, virtual training data (input-output relation of FE simulations) within the whole
experimental space of expected manufacturing deviations is needed for both types of surrogate
models (cf. Section 6.2). FE simulation results were additionally generated as test data and
compared to the surrogate model prediction. However, slightly different approaches were
considered to take the respective advantages into account and are described in the remainder
of this section.

6.2.2.1 Kriging model

Discrete (binary) compositions of a component exist when considering DiCo- and CoDiCo-
SMC as well as delaminations. Thus, four independent training sets (training subsets) were
1Bouhlel, M.A.; Hwang, J.T.; Bartoli, N.; Lafage, R.; Morlier, J.; Martins, J. R. R. A., SMT: Surrogate Modeling
Toolbox. https://smt.readthedocs.io/en/latest/ (accessed on Jan. 5, 2022).

https://smt.readthedocs.io/en/latest/
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chosen for the four essential specimen compositions (DiCo-SMC, DiCo-SMC with delami-
nation, CoDiCo-SMC, CoDiCo-SMC with delamination). Equation 6.8 displays row-wise the
output values for the four essential specimen compositions, with the stiffness (here: Young’s
modulus E ), the Puck damage criteria fE,Puck,FF, fE0,Puck, and fE1,Puck (Verein Deutscher Inge-
nieure e.V. 2006) in the Co-SMC, as well as the stress exposure fE,0, and fE,1 to fE,M in the
M different measurement regions of the DiCo-SMC. An individual Kriging model needs to be
trained for every row in the matrix.

ŷKr =


ŷDiCo

ŷDiCo,Delam.

ŷCoDiCo

ŷCoDiCo,Delam.

 =


Ê 0 0 0 f̂E,0 f̂E,1 ... f̂E,M

Ê 0 0 0 f̂E,0 f̂E,1 ... f̂E,M

Ê f̂E0,Puck f̂E1,Puck f̂E,Puck,FF f̂E,0 f̂E,1 ... f̂E,M

Ê f̂E0,Puck f̂E1,Puck f̂E,Puck,FF f̂E,0 f̂E,1 ... f̂E,M

 6.8

Iterative reduction of model uncertainty First, an iterative approach was chosen for
training a Kriging model, making use of the inherent uncertainty information. Even when
training data is evenly distributed, regions with a higher model uncertainty exist. An iterative
training approach aimed to prevent regions of high uncertainty by explicitly choosing those
regions as training data for a next training iteration t . Therefore, an initial training set T1 five
times the input size was generated based on LHS. Afterwards, multiple rounds of consecutive
training iterations were conducted based on a search for the regions with the highest variances.
A subsequent generation of optimal training data Tt and re-training with those newly generated
FE data was performed at the points with the highest variances. However, evaluating and
assessing the variances for the existing Kriging model using a full factorial design would
drastically increase the runtime. Therefore, a grid search based on a LHS with a sufficient high
number G is proposed for evaluating the local variances of the existing Kriging model. The
regularized squared variances of all output values of an essential specimen composition e

were calculated for g = {1, ...,G} specimen realizations according to Equation 6.9 in order to find
these configurations for each of the four surrogate model compositions (cf. Equation 6.8) which
offer the most potential for improvement in training iteration t . The size of the additional training
sets was chosen to be 80. The procedure was repeated until no further improvements were
achieved in the test set P1 (convergence, cf. Section 6.2.3). Regularization was performed
because of the existing scale differences for stiffness and failure criteria. Squared variances
were chosen following the idea of least squares.

S2
t ,e,g = S2(E)t ,e,g +

3∑
k=1

S2( fE,Puck,k )t ,e,g +
M∑

k=0
S2( fE,k )t ,e,g 6.9
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Direct approach The size of each training set was directly chosen to be the size after
convergence was achieved in the iterative approach. This approach brings the advantage of
evenly distributed training data within the experimental space. The respective output values
were independently generated for the four essential specimen compositions based on the FE
simulations.

6.2.2.2 Artificial neural network

The training data set for the neural network was composed according to the direct approach
of the four training subsets (cf. Section 6.2.2.1). However, from this training data set, 20% of the
data were randomly retained as a development (validation) set to adjust the hyperparameters
(Ripley 1996). The ReLU (Rectified Linear Unit) activation function was chosen. The loss
function was chosen as the mean squared error (MSE), based on best practice for regression
problems (Reed & Marks 1998). The ANN was trained in 1500 epochs with a batch size of 50.
Early stopping was triggered if no significant improvements were identified in 20 consecutive
epochs to prevent overfitting. Adam was used as optimization algorithm. Since ANNs are
able to differentiate between classes (Aggarwal 2018), Equation 6.8 simplifies for the ANN
to equation Equation 6.10, directly integrating the different potential specimen compositions.
The row vector represents the output neurons of the ANN.

ŷANN =
[

Ê f̂E0,Puck f̂E1,Puck f̂E,Puck,FF f̂E,0 f̂E,1 ... f̂E,M

]
6.10

6.2.3 Model assessment

Three different data sets served for assessing the performance of both surrogate models.
A first test set P1 was generated using LHS to evaluate the performance over the evenly
distributed, whole parameter space. It was 20% of the size of the training set for each
specimen composition. Additionally, the performance of the surrogate model was evaluated
based on a set of virtual experiments P2 and physical experiments P3. The comparison
to physical experiments allowed a direct statement on the prediction performance and the
suitability for an application in the real world. However, the surrogate model was trained on
virtual data. Therefore, the comparison to the deterministic virtual experiments was also used.
This allowed a statement about the general ability of the surrogate model to describe the
parameter space of technical relevance based on the FE simulations. As a key metrics, the
RMSE was used analogously to Equation 6.3 again to calculate the difference between the
function prediction of the surrogate model ŷSM and the test set ŷtest, dependent on the test
sets Pi = {P1;P2;P3} and its respective number of data points Ki , in Equation 6.11. The
variable ŷSM refers to the scalar prediction, such as the Young’s modulus, of a surrogate
model (cf. Equation 6.8 and 6.10). Occurring differences between bP2 and bP3 are due to an
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insufficient description of reality by the FE simulation. Differences between bP1 and bP2 give
conclusion about the local validity of the model in comparison to the generalizability over the
whole parameter space.

bPi = RMSE(Pi ) =

√√√√∑Ki
k=1(ŷtest,i ,k − ŷSM,i ,k )2

Ki
, for

{
i = {1;2;3}

ŷtest,i = {ŷSim,P1 ; ŷSim,P2 ; yP3}
6.11

Analogously to Equation 6.4, the relative bias CVRMSE (Pi ) is determined by normalization
using the averaged output of a test data set y test,i .

6.2.4 Uncertainty of the surrogate models

Uncertainties of surrogate models consist firstly of the uncertainties of the input variables
uSM,I and of the surrogate model itself based on the available training data uSM,T (Coral et al.
2016). Furthermore, the systematic model deviation, described by equation Equation 6.11,
has to be considered (Zhang 1993). Overall, the combined uncertainty of a surrogate model
uc,SM, neglecting correlations of the individual terms, follows:

uc,SM =
√

u2
SM,I +u2

SM,T +b2 6.12

The next two subsections describe the determination of the uncertainty contributions uSM,I

and uSM,T in more detail.

6.2.4.1 Determination of the standard uncertainty due to model training data

Due to the inherent uncertainty information in Kriging models, different approaches were
taken for ANN and Kriging model.

Artificial neural network The influence of data variability, i.e. the dependence on the
training data, is not directly apparent for an ANN. Coral et al. (2016) proposed the training
of an ANN committee, the repeated realization of slightly different ANNs based on random
changes on training data.

For this purpose, the L sets of training data, based on LHS, were used (cf. Section 6.2.2).
These were extended by M = 0.1 ·L randomly generated additional training data via MCM.
From the totally available set T =TL∪TM for model training, r = {1, ...,R} random combinations
for L-sized training sets were drawn in a bootstrapping method. With these combinations,
R realizations of ANN were generated. Propagation of the overall C test sets then led to
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normally distributed function predictions ŷSM , from which the mean and standard deviation
were estimated. The standard uncertainty due to model training data was then determined by
averaging the C different standard deviations:

uSM,T,ANN = 1

C

C∑
i=1

uSM,T,i 6.13

The procedure is visualized in Figure 6.2.

Training data sets Committee of ANNs

Basic LHS training data set

TL={ω1,…, ωL }

Substitutional MCM training data set

TM={ωL+1,…, ωM }

Test data sets

…

R different 

training sets 

based on L

random draws 

from T = TL∪TM

Test data set

P={ω1,…, ωC }

1st realization 

of ANN

Averaging of 

C uncertainties:

2nd realization 

of ANN
Rth realization 

of ANN

uSM,T,1

C propagations 

through R ANNs
…

uSM,T,2 uSM,T,C

Figure 6.2: Determination of the standard uncertainty due to model training data for an artificial
neural network, own illustration based on Coral et al. (2016)

Kriging model Based on the given training data, the results of the existing Kriging model
were subject to locally different, but quantified uncertainties. Similar to the methodology for
iterative reduction of model uncertainty presented in Section 6.2.2.1, the mean uncertainty of
the g = {1, ...,G} randomly generated data points using LHS were used to quantify the training
uncertainty:

uSM,T,Kriging = 1

G

G∑
i=1

uSM,T,i 6.14

6.2.4.2 Determination of the standard uncertainty due to input quantities

The same quantities describing in-line measurements, that were already considered for the
measurement uncertainty analysis of the FE simulation, were considered again (cf. Table 6.1
and Appendix A8). At this point, a screening for most influential quantities was omitted, since
the evaluation of the surrogate models was significantly faster than the calculation of the
FE simulation. According to their PDF, q = {1, ...,Q} different combinations of realized input
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variables for each configuration from the test data set P were drawn and propagated through
the surrogate models (ANN and Kriging model), based on the training set TL. Thus, C different
normal distributions for the function prediction of the test data followed. Again, uSM,I was
determined by the mean value of the standard deviation.

Additionally, Häfner & Biehler et al. (2018) suggested to directly propagate the input variables
through the ANN committee. Thus, a joint (merged) determination of uSM,T and uSM,I based
on R ·Q realizations is obtained. This procedure was followed within this work to determine
the ANN uncertainty.
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7 Application of function-oriented measurements for
CoDiCo-SMC

The presented research approach was evaluated in two experimental applications, repre-
senting two different load cases of a CoDiCo-SMC specimen. Generally, the experimental
and simulation setup as well as the results of the FE models and the surrogate models are
described in both cases.

7.1 Pre-study on tensile specimens

The simplest test specimen imaginable, a tensile specimen with a full Co-SMC layer, was
used to demonstrate the basic suitability of adaptive FE modeling and surrogate modeling.
Measurement results were not considered for the first test specimen because of the full
Co-SMC layer.

7.1.1 Experimental design

An overview of the requirements for the test specimen, the specimens manufactured, and the
experimental procedure is given in this section.

7.1.1.1 Specimen selection and geometry

The first validation specimen, a CoDiCo-SMC tensile specimen with combined manufactur-
ing deviations, builds upon the existing work of Schäferling et al. (2019). The tensile test
specimens were further selected to satisfy the following requirements:

1) Reproducibility of the different test specimen configurations
2) Sufficient number of specimens for statistical validation of scattering material properties
3) Phenomenological description of the influence of manufacturing deviations (effects of

defects)
4) Validation of the simulation model under a simple stress state
5) Validation of the surrogate modeling methodology

The following manufacturing deviations in DiCo-SMC and CoDiCo-SMC tensile specimens
were considered:

1) Deviating fiber mass fraction in DiCo-SMC
2) Delamination in DiCo-SMC
3) Delamination at CoDiCo interface
4) Misorientation of Co-SMC layer
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A component-specific quantification of the manufacturing deviations with corresponding
measurement technology was not carried out on these pre-study test specimens, since the
validation of the simulation model was the main focus.

7.1.1.2 Manufactured configurations

DiCo-SMC prepregs with varying, nominal FMF ξnom (41, 45, and 50 wt.-%) were manufac-
tured and stacked to a nominal thickness of 2 mm (two layers of DiCo-SMC). A full Co-SMC
layer (nominal thickness: 0.3 mm) was added optionally in the stacking process on top of
the DiCo-SMC stack to produce hybrid specimen. Artificial delaminations of varying lengths
were optionally integrated over the entire width of the specimen between the two DiCo-SMC
layers (abbreviation: M) or between the CoDiCo interface (abbreviation: T). They consisted
of a 130 µm thick Teflon (PTFE) foil. The mold cavity (458 x 458 mm²) was heated up to
145°C, fully covered with tailored prepreg material and closed with a maximum hydraulic
press force of 500 kN for 90 s. Rectangular coupon specimen (200 x 15 mm², cf. Figure 7.1b),
according to the recommendations by Trauth (2018) for CoDiCo-SMC, were waterjet cut from
all plates. Misorientations of the Co-SMC layer (10° and 20°) were realized by waterjet cutting.
Different tensile specimens with varying nominal manufacturing deviations were realized (cf.
Table 7.1).1 Each configuration consisted of at least 15 samples. The mean thickness of every
configuration was calculated based on three measurements per specimen.

7.1.1.3 Experimental procedure

Tensile tests were performed on a Zmart.Pro universal testing machine by ZwickRoell (load cell
capacity of 200 kN). The hydraulic clamping length was 50 mm at each side of the specimen.
Sandpaper was used as a clamping aid instead of glued end tabs. A clamped specimen is
shown in Figure 7.1a. Every specimen was preloaded up to 100 N before being loaded until
fracture with a nominal loading rate of 1 mm/min. Young’s modulus was determined using
a least squares method in a strain range between 0.05% and 0.25% (Deutsches Institut für
Normung e.V. 2019). Tensile strength was defined by an abrupt load drop of 8 MPa to account
for an early failure of the Co-SMC under certain manufacturing deviations. Failure was only
evaluated when the specimen failed at sufficient distance from the clamping area. At least five
specimens were considered for the evaluation of tensile strength for every configuration.

1An additional horizontal line is added to Table 7.1 to separate specimens 17 to 20. For these specimens, the
delamination was located beween Co- and DiCo-SMC.
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Table 7.1: Manufactured tensile specimen configurations; Delamination in DiCo-SMC (M);
Delamination at CoDiCo interface (T); standard deviation given in square brackets

No. Abbrev.
ξnom

(wt.-%)
Co-SMC angle (°)

Delamination
size (mm²)

Mean thickness
(mm)

1 41 41 - - 1.76 [0.03]
2 41.M10 41 - 10 x 15 1.90 [0.03]
3 41.M20 41 - 20 x 15 1.89 [0.03]
4 41.0 41 0 - 2.26 [0.02]
5 41.0.M10 41 0 10 x 15 2.09 [0.02]
6 41.10 41 10 - 2.19 [0.04]
7 41.20 41 20 - 2.22 [0.02]
8 41.20.M20 41 20 20 x 15 2.14 [0.04]
9 45.M10 45 - 10 x 15 2.32 [0.02]

10 45.20 45 20 - 2.36 [0.02]
11 50 50 - - 2.49 [0.02]
12 50.M20 50 - 20 x 15 2.49 [0.03]
13 50.0 50 0 - 2.55 [0.06]
14 50.0.M20 50 0 20 x 15 2.61 [0.04]
15 50.20 50 20 - 2.73 [0.05]
16 50.20.M20 50 20 20 x 15 2.14 [0.06]

17 41.0.T10 41 0 10 x 15 2.12 [0.03]
18 41.0.T20 41 0 20 x 15 2.14 [0.04]
19 41.20.T20 41 20 20 x 15 2.14 [0.05]
20 50.20.T20 50 20 20 x 15 2.72 [0.05]

(a) Clamped CoDiCo-SMC tensile
specimen

200

15

A A

A-A

2

10

0.3

(b) Nominal geometry of a CoDiCo-SMC tensile specimen; includ-
ing a delamination in the DiCo-SMC of 10 mm length (M10)

Figure 7.1: Tensile test setup and geometry of the tensile specimen
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7.1.2 General observations

Basic findings about the influence of (combined) manufacturing deviations in CoDiCo-SMC
are described in the following.

7.1.2.1 Combined delamination and carbon fiber misorientation

A delamination showed a negligible influence on the stiffness and strength for DiCo-SMC as
well as CoDiCo-SMC specimens in the uniaxial tensile test (cf. Figure 7.2). This behavior can
be mechanically explained by a parallel connection of two beam elements. The evaluation
of the simulated Young’s modulus also showed no difference in stiffness in the presence of
delamination.1

However, if a delamination was combined with a Co-SMC misorientation, both stiffness and
strength were reduced not only as a result of the suboptimal loading of the continuous fibers,
but also due to a smaller distance of the delamination to the Co-SMC (cf. delamination
position “M” vs. “T” in Figure 7.3). The non-fiber-parallel force flow in the Co-SMC led to
a bulging and twisting, which was more severe with a smaller residual thickness (“T”). The
twisting and bulging induced local stress concentrations. Ultimately, inter fiber fracture (IFF, cf-
Figure 7.4b) occurred instead of fiber fracture (FF, cf. Figure 7.4a). The regions of increased
maximum principal stress in Figure 7.4c are consistent with the observed failure type and
location (cf. Figure 7.4b).

The results show that the criticality of delaminations should be evaluated depending on
the load case, so that a general rejection could possibly be avoided in a function-oriented
consideration. However, if a Co-SMC misorientation is present, delaminations below the
Co-SMC are to be classified as very critical, due to a twisting and bulging occuring in the
Co-SMC. In this case, CoDiCo-SMC failed even earlier than a pure DiCo-SMC. Nevertheless,
the possibility remains that delaminations could be tolerated in DiCo-SMC as long as they
are not on the load path and below the Co-SMC reinforcement.

1The model setup presented in Chapter 6 using XFEM does not allow the representation of delaminations at the
interface between Co- and DiCo-SMC. Nevertheless, in order to verify the phenomenological observations of
combined manufacturing delaminations in tensile specimens, an alternative modeling was considered. Here,
fixed nodal connections between the DiCo and CoDiCo-SMC were locally removed to represent a delamination
(A_Müller-Welt 2019). Component stiffnesses could also be represented well with this technique. A drawback,
however, is that strengths cannot be determined due to singularities at the boundaries between existing and
removed nodal connections.
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(a) Young’s modulus for a delamination as the only
manufacturing deviation
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(b) Tensile strength for a delamination as the only
manufacturing deviation

Figure 7.2: Influence of a single delamination on tensile properties
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(a) Combined influence on Young’s modulus
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(b) Combined influence on tensile strength

Figure 7.3: Influence of Co-SMC misorientation and delamination on tensile properties
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(a) Fiber fracture of Co-SMC (41.0.T20)

(b) Inter fiber fracture of Co-SMC (41.20.T20)

(c) Simulated stress distribution in 41.20.T20 (displacements scaled by a factor of 25)

Figure 7.4: Observed damages in tensile specimen with combined manufacturing deviations
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7.1.2.2 Tensile strength for varying glass fiber fraction

The tensile strengths for pure DiCo-SMC specimens with nominal 41 and 50 wt.% FMF
were evaluated to determine the influence of varying glass fiber fractions on the strength.
Figure 7.5 also includes the mean and standard deviation (SD) from the investigations of
Trauth (2018) in addition to the boxplots of the experimental results of this test series. Trauth
(2018) considered as well a planar isotropic fiber orientation distribution of the same material
formulation. Overall, a linear increase in strength with reasonable deviations was observed
(RMSE = 6.58 MPa, R2

adj = 0.884).
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Figure 7.5: Experimental results for the tensile strength of DiCo-SMC with varying glass fiber
mass fraction; supplemented by results from Trauth (2018)

7.1.3 FE model

The CoDiCo-SMC tensile specimen was FE modeled with a total length of 120 mm and a width
of 15 mm. At each side, 10 mm were reserved for clamping resulting in ROI lengths of 100 mm
for both experiments and simulations. The DiCo-SMC model thickness was individually
adjusted according to the mean measured specimen thickness (cf. Table 7.1). The thickness
of the Co-SMC layer was kept at its nominal thickness of 0.3 mm. Both edges across the width
of the specimen in the clamping areas (CA) were connected with a reference point (RP, cf.
Figure 7.6). One reference point was fixed, while the second reference point was loaded with
a longitudinal force of 1500 N. Four different measurement regions (MR, 15 mm in diameter)
for assigning local GF fractions were defined. These four regions of varying GF fraction and
an integrated delamination are visualized in Figure 7.6.
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MR1

MR2

MR3

MR4

CA

CA

RP2
x

x

RP1

Figure 7.6: Model assembly for DiCo-SMC tensile specimen FE model, including local mea-
surement regions for GF fractions and a delamination

The element side length was 0.77 mm (7500 elements in the ROI). A convergence study
showed no significant further increase of strain energy after 3350 elements in the ROI (cf.
Figure A7.1). The used material parameters are given in Appendix A5. The Young’s modulus
was calculated using the simulated strain energy W (ALLSE in Abaqus) by:

E = 1

2

F 2l

W A
7.1

The force at failure was extrapolated using the stretch factor fS both for Co- and DiCo-SMC
(Fmax,Co, Fmax,DiCo). The minimum was used to calculate the respective tensile strength R+:

R+ = min
(
Fmax,Co,Fmax,DiCo

)
A

7.2

7.1.4 Assessment of the FE model

In accordance with the simulation methodology using XFEM to represent delamination in
DiCo-SMC (cf. Section 6.1), only the first 16 configurations from Table 7.1 were used to
assess the FE model in the remainder of this section. The systematic deviation (bias) as well
as a complete uncertainty analysis based on the input quantities is investigated.

7.1.4.1 Systematic deviations to the experiments

The experimental results for the Young’s modulus of these configurations are compared to the
simulated results in Figure 7.7. Across all configurations, the RMSE was 1.34 GPa (CVRMSE

= 7.8%). However, it is noticeable that the Youngs’ modulus of the configurations with 50 wt.-%
FMF (configurations no. 11 to 16 in Table 7.1) was systematically overestimated. This is
not the case for the configurations with 41 and 45 wt-%. These configurations exhibited a
significantly lower RMSE of 0.65 GPa (CVRMSE = 3.8%) compared to the configurations 11
to 16 (RMSE = 1.88 GPa, CVRMSE = 10.8%). This leads to the assumption that fibers were
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Figure 7.7: Experimental and simulated Young‘s modulus for CoDiCo-SMC tensile specimen;
error bars indicate one standard deviation; configuration no. in parenthesis

not sufficiently impregnated for those high fiber content of 50 wt.%. Thus, the analytically
predicted material properties no longer held. Overall, it can be stated that the FE model
predicted the stiffness well for the first 16 configurations.

The experimental results for tensile strength are compared with the simulated results in
Figure 7.8. Reasonable results could only be obtained for configurations of pure DiCo-SMC
or with high Co-SMC misorientations of 20°. The nominal longitudinal tensile strength of the
Co-SMC led to an overestimation of this specific hybrid material composition (cf. configuration
41.0). The material properties used were determined for a Co-SMC specimen with 1 mm
thickness (Trauth 2018) in contrast to the single layer Co-SMC used here.

The failure was well described for the configuration 41.20.M20, especially when taking into
account configuration 41.20. The delamination lead to a bulging of the specimen, similar to
Figure 7.4c, which locally increased the stress concentration and lead to an earlier failure. In
this case, the longitudinal tensile strength had less influence on failure due to the existing
stress state and the misorientation (cf. Section 2.2.5.3).

The existing deviations between simulation and experiment for pure DiCo-SMC and delamina-
tion indicate that further micromechanical effects exist, which cannot be correctly represented
by the purely geometric integration of delamination into a homogenized DiCo-SMC material.
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Figure 7.8: Experimental and simulated tensile strength for CoDiCo-SMC tensile specimen;
error bars indicate one standard deviation; configuration no. in parenthesis

Since the experimental tensile strength of the CoDiCo-SMC specimen with 50 wt.% was even
lower than the strength of comparable configurations with 41 wt.%, the hypothesis that the
material was too dry for this FMF (unsufficient fiber impregnation) was confirmed.

Overall, the implemented simulation model including material modeling, simulation setup
and existing material parameters allowed only limited conclusions about the influence of
manufacturing deviations on strength. Basic tendencies for CoDiCo-SMC specimen were
in agreement with the experimental results. Reliable failure strength values could not be
obtained for all configurations. Even if the six configurations with 50 wt.-% are excluded from
analysis, a RMSE of 34.3 MPa (CVRMSE = 22.9%) still remained. The calculation of the bias
is summarized for both Young’s modulus and tensile strength in Table 7.2. CVRMSE is given in
percentage for easier comparison between E and R+ .

Table 7.2: Systematic deviations (bias) of the FE simulation for CoDiCo-SMC tensile speci-
men; CVRMSE given in percentage

Included configurations
for calculation of

No. 1 to 16 No. 1 to 10 No. 11 to 16
E (GPa) R+ (MPa) E (GPa) R+ (MPa) E (GPa) R+ (MPa)

RMSE 1.34 50.2 0.65 34.3 1.88 64.2
CVRMSE (%) 7.8 33.8 3.8 22.9 10.8 44.3
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7.1.4.2 Uncertainty analysis

Five different specimen configurations were considered for the uncertainty analysis. Different
FMF in the DiCo-SMC as well as different Co-SMC patch orientations were considered. Based
on the screening analysis (one factor at a time) of all potential input uncertainty contributions1

(cf. Table 6.1), nine input parameters could be neglected based on their relative significance
below 0.5% for all representative specimen configurations under investigation. Thus, six to
eight parameters remained dependent on the configuration (cf. Table 7.3). The influence of
voids was of minor relevance as long as the Co-SMC layer is mostly loaded in fiber direction.
The measurement uncertainty for Co-SMC patch orientation lost drastically of relevance for
strong misorientations due to the generally reduced reinforcement effect of the Co-SMC
layer. In contrast, the FVF and thickness of the Co-SMC layer were of highest relevance.
Input variables that describe the properties of the prepreg as a realization of the prepreg
manufacturing process (ξ, φCF, dT) contributed significantly to the uncertainties. The inherent
material uncertainties of the raw materials (EGF, ECF,∥, EUPPH) were less important, especially
for perfectly oriented Co-SMC layers

Table 7.3: Screening analysis: Relative influence of one standard deviation on Young’s mod-
ulus for different configurations; remaining input parameters highlighted in gray;
according to A_Debowski 2020

Input
parameter

Configuration
41.0.M10 41.10.M20 41.20.M20 45.0.M20 45.10.M20

ξ 2.2 % 2.7 % 3.7 % 2.3 % 2.8 %
φV oi d -0.3 % -0.4 % -0.6 % -0.3 % -0.4 %

EGF 1.3 % 1.6 % 2.1 % 1.5 % 1.7 %
EUPPH 2.7 % 3.4 % 4.8 % 2.6 % 3.3 %
φCF 6.4 % 5.6 % 4.2 % 6.1 % 5.4 %

ECF,∥ 2.7 % 2.2 % 1.2 % 2.6 % 2.1 %
dT 6.5 % 5.2 % 2.9 % 6.2 % 4.9 %
γT -0.2 % -2.5 % -3.0 % -0.1 % -2.3 %

As a next step, the remaining parameters were subjected to the LHS based on their input
uncertainties, which led to normal distributed realizations for the Young’s modulus of different
configurations. An exemplary realization of the uncertain Young’s modulus including the
fitted normal distribution is given in Figure 7.9a for configuration 41.0.M20. The highlighted
area covers occurring values for the Young’s modulus with 95% confidence. Simulated and
experimental standard deviations are of similar size (cf. Figure 7.9b). Simulations could not

1Displacements of the full Co-SMC layer (xT, yT) and displacements of the delamination along the width direction
of the specimen were not considered in this study.
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be compared to experiments for the last two simulated configurations. These configurations
were added to virtually investigate the influence of the input parameters for a different FMF.
Experimental and simulated standard uncertainties decreased with increasing CF misorienta-
tion. This reaffirmed the high contribution of existing uncertainties of the Co-SMC properties
(φCF and dT).
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Figure 7.9: Simulated and experimental uncertainties of Young’s modulus for CoDiCo-SMC
tensile specimen; error bars indicate one standard deviation

Additionally, the influence of measurable (ξ, φVoid, γT) and non-measurable input quantities
(EGF, EUPPH, ECF,∥, φCF, dT) was investigated in a separate analysis. The uncertainty contri-
bution of the respective group was calculated based on the results of a LHS. Overall, the
uncertainty caused by non-measurable input quantities was substantially larger, as given in
Table 7.4.

Table 7.4: Uncertainty contributions for measurable and non-measurable input quantities
(tensile specimen)

Configuration
Uncertainty of

Overall
measurable non-measurable

DiCo 330 MPa 849 MPa 911 MPa
CoDiCo 276 MPa 2058 MPa 2077 MPa
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The overall uncertainty budget according to Equation 6.5 is given in Table 7.5, using a cover-
age factor k = 2 for calculating the expanded uncertainty USim. A reference simulation with
30,000 elements in the ROI was conducted to determine uSim,D. The bias b was calculated
as the RMSE of the configuration with 41 and 45 wt.-% FMF (cf. Section 7.1.3). Remarkably,
the uncertainties of the input parameters uSim,I dominated the combined uncertainties for all
configurations. For reference, the expanded uncertainty USim of configuration 41.0.M10 is
approximately 17.4% of its expected Young’s modulus.

Table 7.5: Uncertainty budget for FE simulation of Young’s modulus of CoDiCo-SMC tensile
specimen (MPa)

41.0.M10 41.10.M20 41.20.M20 45.0.M20 45.10.M20

uSim,I 2016 1695 1326 2051 1601
uSim,D 5.3 0.3 1 3.2 0.1
|b| 646

uc,Sim 2117 1813 1475 2151 1727
USim 4234 3627 2951 4301 3453

7.1.5 Surrogate model

The general model setup and training procedure is presented in the following two subsections
for both surrogate modeling cases.

7.1.5.1 Kriging model

Four different training subsets were considered for training the different specimen composi-
tions. The size of the experimental design was initially determined to be five times the number
of considered input parameters for each specimen composition (cf. Table A8.1), leading to
training sets of 55 to 70 specimen configurations for each composition (total sum: 250) to
initialize the iterative training approach. Further training data was added in iterations based
on the methodology described in Section 6.2.2.1.

The size of the experimental design for a direct training approach was determined by the
number of training data after convergence was achieved in the iterative approach.

7.1.5.2 Artificial neural network

A fully connected multilayer perceptron was set up. Each of the 21 input neurons was
representing one parameter of the characteristics file for the FE simulation. Three hidden
layers were used, each consisting of 18 neurons. The output layer was modeled with 9
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neurons, as described in Equation 6.10. Thus, a total of 1251 parameters needed to be
trained.

7.1.6 Assessment of surrogate models

This section compares the direct and iterative training approaches, evaluates the systematic
deviations, and closes with an uncertainty analysis.

7.1.6.1 Iterative training

The iterative training results are compared to a reference model trained on the same number
of training data, both for ANN and Kriging model (cf. Figure 7.10). The overall sum of training
data (810) was determined based on an assumed convergence of the Young’s modulus. In
each iteration, the ANN was trained on the same training data as the Kriging model. As
expected, the ANN model performance was initially inferior compared to the reference ANN
model trained on more data, both for Young’s modulus and tensile strength. This was not
observed for the Kriging model. Here, the initial model already performed about 1% better
than the reference model for predicting Young’s modulus. However, a repeated, second direct
training led to comparable results for the direct Kriging model approach (CVRMSE = 2.1% for
Young’s modulus and 4.7% for tensile strength).

300 400 500 600 700 800

Amount of training data

1

1.5

2

2.5

3

3.5

4

C
V

R
M

S
E
 (

%
)

E
Kriging,it

E
Kriging, 810

E
ANN,it

E
ANN, 810

(a) Young’s modulus

300 400 500 600 700 800

Amount of training data

4

4.5

5

5.5

6

6.5

7

7.5

8

8.5

9

C
V

R
M

S
E
 (

%
)

R
Kriging,it

R
Kriging, 810

R
ANN,it

R
ANN, 810

(b) Tensile strength

Figure 7.10: Evolution of surrogate model bias based on iterative (it) training data generation
for tensile specimen
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Overall, the Kriging model improves only marginally in the iterative training approach. There-
fore, it can be assumed that the Kriging model already converged considering only the initial
training data set. An improvement over the iterations is observable for the ANN due to the
higher number of degrees of freedom. At this point, no added value from the iterative training
can be determined when the uncertainty analysis of the surrogate models is considered (cf.
Section 7.1.6.3). The final models, based on the iterative training, were further used.

7.1.6.2 Systematic deviation

Table 7.6 gives the RMSE as well as CVRMSE of the surrogate models for four different test
data sets (cf. Section 6.2.3). When compared to the first test set, the Kriging model predicted
the Young’s modulus better compared to the ANN. Kriging model and ANN showed a similar
performance in predicting tensile strength, with a slight advantage for the Kriging model. Both
surrogate models seem to be generally suited to map adaptive FE simulations displaying
manufacturing deviations.

Table 7.6: Systematic deviations (bias) of the surrogate models for CoDiCo-SMC tensile
specimen

Kriging model ANN
E (GPa) R+ (MPa) E (GPa) R+ (MPa)

RMSE(P1) 0.20 6.63 0.32 8.86
CVRMSE (P1) (%) 1.2 4.8 1.9 6.5

RMSE(P2) 0.10 26.00 0.42 30.04
CVRMSE (P2) (%) 0.5 13.9 2.4 16.1

RMSE(P3) 1.37 35.88 1.00 21.40
CVRMSE (P3) (%) 8.0 24.1 5.8 27.2

RMSE(P ∗
3 ) 0.65 24.99 0.47 23.10

CVRMSE (P ∗
3 ) (%) 3.8 16.7 2.8 15.4

However, the bias in tensile strength was worse compared to the bias in Young’s modulus.
The performance of both models slightly decreased when the second test set P2 (virtual
experiments) was considered. In this test set, only three distinct FMF in DiCo-SMC were
considered, which significantly limited the covered parameter space. The bias substantially
increased when considering physical experiments (P3). However, the relative deviation is of
similar magnitude as for the FE simulation itself (cf. configurations No. 1 to 16 in Table 7.1).
Since the FE simulation was already unable to describe the behavior of the test specimens
with an excessive fiber content, this is inevitably also to be expected for the surrogate models,
which were trained on these FE simulations. For this reason, the comparison to P ∗

3 was
drawn, which consists of physical experimental data of the test specimens with 41 and 45
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wt.-% FMF. In particular, the systematic deviation of Young’s modulus is significantly reduced.
The systematic deviation of the tensile strength is also reduced, but still remains at a higher
level.

The computational effort for the functional prediction was drastically reduced by using the
surrogate models. A single FE simulation took 57 s on a system with 3.3 GHz clock speed
(Intel® Core™ i5-6600). The same configuration was evaluated in less than 0.01 s using the
surrogate models.

7.1.6.3 Uncertainty analysis

Table 7.7 shows the overall uncertainty budget for Young’s modulus according to the different
test data sets following Equation 6.12 with a coverage factor k=2. Uncertainties of the models
based on training and input variables hold for all test data sets. The uncertainties for the ANN
were combined (Häfner & Biehler et al. 2018). The low uncertainty of the Kriging model based
on the training data is noteworthy. A lower overall uncertainty is achieved for the Kriging
model due to the significantly lower contributions of the Kriging model terms uSM,I and uSM,T

compared to the terms of the ANN. In both cases, the model-related uncertainties contribute
significantly to the overall uncertainty.

Table 7.7: Uncertainty budget for surrogate modeled Young’s modulus of CoDiCo-SMC tensile
specimen (MPa)

Kriging model ANN
P1 P2 P3 P ∗

3 P1 P2 P3 P ∗
3

uSM,I 691
{ 684

98
2296

{ 1161
1908uSM,T

|b| 200 95 1374 647 321 420 1001 473

uc,SM 719 697 1538 947 2318 2334 2505 2344
USM 1439 1394 3076 1893 4637 4668 5009 4688
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7.2 Multi-axial stress state in flexural specimens

A modified CoDiCo-SMC flexural specimen was used for fully evaluating the proposed work-
flow of a function-oriented quality assurance. Specimens were individually measured and
results forwarded to the respective FE and surrogate model.

7.2.1 Experimental design

An updated overview of the requirements for the specimen is given. Based on these require-
ments, a modified flexural specimen was designed to account for a similar sensitivity with
respect to all manufacturing deviations under investigation. Manufactured configurations are
presented.

7.2.1.1 Specimen selection

The second validation specimen should additionally be characterized by all measurement
technologies proposed in Chapter 5. Furthermore, it should be possible to perform physical
experiments with a sufficient high number of samples. The requirements for the second
validation specimen can therefore be formulated as follows:

1) Reproducibility of the nominal test specimen configurations
2) Sufficient number of specimens to account for scattering material properties
3) Increased complexity of the stress state in the component compared to tensile tests
4) Utilization of real measurement results
5) Comparable sensitivity to different manufacturing deviations (cf. Section 7.2.1.2)

The first two requirements limited the design space to planar test specimens so that material
and tooling costs can be kept within reasonable limits.

Two established planar specimen geometries from material science are generally suitable
to realize a multi-axial stress state, as an increase in complexity compared to tensile tests.
Biaxial tensile testing of cruciform specimens is a method for determining material parameters
under a multi-axial stress state. However, the design, manufacturing, and experiments involve
increased effort, especially for CoDiCo-SMC (Schemmann et al. 2018). In contrast, rectangular
flexural specimens are easier to manufacture. However, the classical flexural test avoids the
occurrence of complex stress states by choosing the ratio of support span to thickness
L/d in such way that the normal stresses induced by the bending moment dominate the
shear stresses (ASTM International D30.04 Committee 2015b). According to the standard,
the ratio should be 32:1. Trauth (2018) confirmed this value for CoDiCo-SMC. It was also
experimentally shown that relevant shear stresses are induced in the flexural specimen if
this ratio is not reached. The shear stresses increased further with a decreasing ratio L/d .
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Thus, deliberately undershooting the recommendations also leads to a multi-axial stress state.
Since both potential specimen choices involve a test specimen and not a real product, the
relative stiffness in relation to the stiffness of a defined ideal configuration needed to be used
for the functional evaluation. Based on the comparison in Table 7.8, the modified flexural
specimen was selected as the second validation specimen.

Table 7.8: Comparison of test specimen alternatives for the validation of the function-oriented
measurement of CoDiCo-SMC

Legend:
 suitable

G# partially
suitable

# not suitable

Biaxial tensile
specimen

Modified flexural
specimen

Multi-axial stress state   
Simple manufacturing G#  
Production volume G#  
Moderate experimental effort #  
Functional assessment G# G#

To obtain and use real measurement results from all measurement technologies presented in
Chapter 5, only a local Co-SMC reinforcement was to be used in contrast to the first validation
specimen. The high absorption coefficient of carbon fibers only allowed the application of
the developed THz measurement model (cf. Equation 5.3) for quantifying the FMF of GF
DiCo-SMC. However, the use of local reinforcements is in line with the material philosophy
presented in Chapter 1, so that the practical relevance is maintained.

A similar sensitivity with respect to the three principal manufacturing deviations under investiga-
tion (FMF of DiCo-SMC, Co-SMC pose consisting of rotation and translation, and delamination
in DiCo-SMC) was ensured by a suitable specimen design (cf. Section 7.2.1.2).

7.2.1.2 Specimen design and geometry

The three-point flexural test (cf. Figure 7.11a) was identified as a suitable testing principle for
a specimen based on the first four criteria in Section 7.2.1.1. The sensitivity of the specimen
stiffness with respect to the manufacturing deviations under investigation should be as similar
as possible (cf. fifth criterion in Section 7.2.1.1) to improve evaluation capabilities in later
steps. The following section describes the optimization approach for the chosen specimen
design.
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A three-point flexural specimen is defined by its length l , width w , thickness d , and support
span L (cf. Figure 7.11b). The support span is further defined by L = 0.8·l . (ASTM International
D30.04 Committee 2015b)

L
lDiCo

d

z

x

F

(a) Loading diagram for a CiDoCo-SMC, in accor-
dance with ASTM International D30.04 Com-
mittee (2015b)

lCo

wCo

wDiCo

lDiCo

y

x

(b) General dimensions of a CoDiCo-SMC flexural
specimen

Figure 7.11: Description of a three-point bending setup

The design parameters of patch length lCo and patch width wCo were added since a hybrid
component, consisting of a Co-SMC patch applied to the DiCo-SMC base specimen, was
considered. The Co-SMC patch placement on the bottom of the specimen intended to
stress the CF under tensile load. According to the aforementioned research of Trauth (2018),
L = 40 mm and d = 3 mm were set to limit the design space. Due to the chosen aspect ratio,
substantial shear stress components are expected under a bending load. The Co-SMC length
lCo ∈ [10 mm, 30 mm], the width of Co-SMC wCo ∈ [5mm, 60 mm] and the width of DiCo-
SMC wDiCo ∈ [35 mm, 100 mm] remained as design parameters. Furthermore, the following
constraint was set to ensure sufficient THz measurement points: wCo ≤ 0.6 ·wDiCo.

The component function was defined as the flexural modulus Ef as an attribute of the compo-
nent stiffness:

Ef =
L3F

4uzwDiCod 3 7.3

Five exemplary manifestations of manufacturing deviations were defined for being able to
evaluate the sensitivity of the component stiffness with respect to different manufacturing devi-
ations. The representative manifestations as well as the ideal, delamination-free configuration
with a FMF of 41 wt.-% and a central placement of the Co-SMC (xT = 0.5·lDiCo, yT = 0.5·wDiCo,
γT = 0°) on the line of maximum deflection are shown in Figure 7.12. The unidirectional carbon
fibers of the Co-SMC are aligned along the component length (x-coordinate). The chosen
manufacturing deviations consist of a rotation of the Co-SMC by γT =−10°, the displacement
of the Co-SMC from the central position by 10 mm each in the length and width directions
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(∆xT = ∆yT = 10 mm), the increase (45 wt.-%) and decrease (35 wt.-%) of the FMF in the
DiCo-SMC, and the consideration of a delamination with an area of 400 mm² in 1 mm depth
in the DiCo-SMC.

C2 C3 C4C1 C5C0

x
y

xT

yT

ΔyT

ΔxT

γT

Figure 7.12: Comparison of the ideal manufactured flexural specimen C0 in contrast to repre-
sentative manufacturing deviations; C1: Co-SMC misorientation; C2: Co-SMC
misplacement; C3: increased DiCo-SMC FMF; C4: decreased DiCo-SMC FMF;
C5: delamination in DiCo-SMC

Different combinations of design parameters led to different sensitivities to manufacturing
deviations. A specimen with similar sensitivities to various manufacturing deviations was
sought to clearly quantify the influences of these deviations. The following objective function
(cf. Equation 7.4) ensured a component function as equally sensitive as possible to the
i = {1, ...,5} different manufacturing deviations in the defined design space:

max
(

f (wDiCo, wCo, lCo)
)=max

 1

σEf

5∑
i=1

∣∣∣Ef,i −Ef,0

Ef,0

∣∣∣︸ ︷︷ ︸
Ef,rel,i

 7.4

The denominatorσEf punishes large differences in sensitivity regarding different manufacturing
deviations and was defined by:

σEf(wDiCo, wCo, lCo) =
√√√√1

4

5∑
i=1

∣∣∣Ef,rel,i −E f,rel

∣∣∣2
, with E f,rel =

1

5

5∑
i=1

Ef,rel,i 7.5

An initial data set was generated to find suitable regions of design parameter combinations
according to Equation 7.4. Here, the design space was covered by its eight corner points
and 92 further design parameter combinations (100 design parameter combinations in total).
Furthermore, the general simulation model workflow presented in Section 6.1, parameterized
for integrating potential manufacturing deviations, was extended by a parametrization of
the three design parameters. Specifics to the FE model of the flexural specimen are given
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in Section 7.2.4. Considering manufacturing deviations and design parameters, the value
of the objective function (Equation 7.4) was initially determined for 100 design parameter
combinations, each evaluated for the six defined manifestations of manufactured quality (cf.
Figure 7.12). Particularly good results were obtained for lCo ≤ 15 mm, wCo ≥ 30 mm, and
wDiCo ≥ 75 mm. Thus, this reduced design space was refined with 50 further random design
parameter combinations generated by LHS. Based on these results, the design parameters
were further restricted to lCo = 10 mm and wDiCo ≥ 85 mm. The finally remaining design space
was covered using a full factorial design with 23 additional design parameter combinations.
Here, a step size of 5 mm was chosen for the design parameters to obtain specimens that can
be manufactured well manually. The results for the objective function of all 173 investigated
design parameter combinations are illustrated in Figure 7.13.

Figure 7.13: Result of the objective function for different design parameter combinations

The dimensions of the specimen design with the most similar sensitivity regarding the repre-
sentative manufacturing deviations from Figure 7.12 are given in Table 7.9.

Table 7.9: Dimensioning of flexural specimen according to Equation 7.4; length lDiCo and
thickness d given for completeness

lDiCo wDiCo lCo wCo d

50 mm 100 mm 10 mm 50 mm 3 mm
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7.2.1.3 Manufactured configurations

Different combinations of manufacturing deviations were to be realized compared to an ideal
state of a component to systematically investigate and evaluate the influence of combined
manufacturing deviations. A combination of nominally defined manufacturing deviations is
referred to in the following as configuration. An exact reproduction of the identical component
was not possible due to statistical process variations, both in the semifinished product and in
the co-molding process. For statistical validation of the results, each nominal combination of
manufacturing deviations was produced at least three times.

The listed manufacturing deviations were considered in the experimental design, taking into
account manual and reproducible manufacturing as well as a feasible description in the FE
simulations (cf. Figure 7.12):

1) Deviating fiber mass fraction in DiCo-SMC
2) Translation of the Co-SMC patch
3) Rotation of the Co-SMC patch
4) Delamination in DiCo-SMC

The first three manufacturing deviations are generally described by a continuous range
of values. In contrast, the presence of a delamination is a binary problem. However, if a
delamination exists, it is also characterized by continuous quantities for its size and position.

The manufactured configurations are given in Table 7.10, including the intended, nominal
FMF ξnom based on prepreg material.

Table 7.10: Manufactured flexural specimen configurations for CoDiCo-SMC (Ci ) and DiCo-
SMC (Di ) with given nominal manufacturing deviations

No. Abbrev.
ξnom

(wt.-%)
ξ̂

(wt.-%)
∆xT

(mm)
∆yT

(mm)
∆γT

(mm)
rD

(mm)
∆xD

(mm)
∆yD

(mm)

1 C0 41 46.2 0 0 0 0 0 0
2 C1 41 46.5 0 0 -10 0 0 0
3 C2 41 48.6 10 10 0 0 0 0
4 C5 41 45.3 0 0 0 7 0 0
5 D1 41 48.1 - - - - - -
6 D2 41 49.2 - - - 7 0 0

7 D3 35 41.7 - - - - - -
8 D4 41 48.5 - - - - - -
9 D5 45 49.8 - - - - - -
10 D6 ? 44.6 - - - - - -
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The configurations D3 to D6 were produced from a second batch production of prepreg
material. Special focus was given to varying FMF in pure DiCo-SMC to clearly varify the
potentials of the THz measurements. D6 was produced from prepreg material with unknown
nominal FMF. Thus, ξnom is unknown for D6 and marked with a question mark (?) in Table 7.10.
Additionally, the mean realized FMF ξ̂ for each configuration, based on THz measurements,
is given. Substantial differences were observed compared to the intended FMF.

7.2.2 Measurement procedure

The areal measurements of the optical and thermographic methods were carried out on the
flexural specimen in exactly the same way as described in Chapter 5. The same specimen
geometry as presented here was already used in both cases for the measurement uncertainty
analysis. However, suitable locations had to be selected for the local THz measurement in
order to quantify the glass fiber fractions in the specimen within a reasonable amount of
time. Therefore, considering the component function, three measurement regions with a
diameter of 10 mm were chosen on the line of maximum deflection. Since Co-SMC patches
and delamination change the optical path length, the THz regression model loses its validity
when traveling through those mediums. For this reason, two additional measurement regions
with an offset to the line of maximum deflection were selected to ensure three valid measuring
points, even if Co-SMC patches or delaminations were present and optionally, displaced and
rotated. The circular measurement regions are given in Figure 7.14. An additional rail was
designed to serve as specimen holder in the existing measurement setup (cf. Figure 5.2) to
measure the specimen at the defined measurement regions.

5
0

100

9

50

91

1
2

D10

Figure 7.14: Technical drawing of circular THz measurement regions in the flexural specimen
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7.2.2.1 Experimental procedure

A flexural test according to the setup shown in Figure 7.11a was performed on a ZwickRoell
universal testing machine with a maximum load cell capacity of 20 kN at a loading speed of 5
mm/min. The test setup is shown Figure 7.15.

(a) Overview (b) Specimen under flexural load

Figure 7.15: Flexural test setup

Force and displacement were recorded with a frequency of 50 Hz. The flexural modulus was
evaluated between 0.05% and 0.25% strain (Deutsches Institut für Normung e.V. 2011a),
excluding the first 0.7 mm of displacement because settling was observed. It should be
emphasized at this point that the flexural moduli determined are not comparable with the
flexural modulus or the Young’s modulus according to the norm, since the support distances
were deliberately reduced. Nevertheless, the comparability within these components is given,
so that the flexural modulus can be understood as a function of the component.

7.2.3 General observations

General observations of the experiments conducted are described, taking into account ob-
tained measurement results as well.

7.2.3.1 Underperformance of CoDiCo-SMC

The averaged experimental bending moduli of the four known nominal configurations of
CoDiCo-SMC and, as an example, the result for D1 are plotted in Figure 7.16. It is noticeable
that the configuration C0 fell significantly short of the expected stiffness of about 12.5 GPa
for an ideal specimen. The specimens were even less stiff than the D1 configuration. This
can be attributed to high stresses in the interface between Co- and DiCo-SMC. High stresses



Application of function-oriented measurements for CoDiCo-SMC 119

occured locally due to the different material stiffnesses, so that failure occured at this location.
In the experiments, interface damage was observed even at comparatively low forces of less
than 2 kN. Due to the Co-SMC patch being pressed into the DiCo-SMC in reality, the residual
thickness of the remaining DiCo-SMC was lower compared to a pure DiCo-SMC specimen.
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Figure 7.16: Observed underperformance of CoDiCo-SMC compared to DiCo-SMC

Figure 7.17a shows an exemplary failed CoDiCo-SMC specimen. Damage initially occurred
at the interface and the Co-SMC thus no longer carried the load. This can also be seen from
the fact that the Co-SMC was not damaged. Qualitatively, the increased stresses (maximum
principle stress) at the interface region are illustrated in Figure 7.17b.

(a) Co-SMC interface damage in CoDiCo-SMC
flexural specimen

(b) Increased stresses at interface regions,
qualitatively depicted (red indicates higher
stresses)

Figure 7.17: Failure mechanism of CoDiCo-SMC specimen
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7.2.3.2 Influence of variations in fiber mass fraction

Figure 7.18a shows the force-displacement curves of the individual specimens of configuration
D3. Configuration D3 was chosen for closer examination because the observed flexural moduli
scatter in a high range of about 3 GPa. The flexural moduli are also given as bar graphs in
Figure 7.18b. The mean THz-measured FMF are given within the individual bars. All measured
FMF of the realized configuration D3 are clearly above the nominal fiber fraction of 35 wt.-%.
However, the third specimen had a considerably lower FMF than the other specimens of the
configuration. The lower FMF causes the significant lower flexural modulus leading to the
overall large spread in D3.

This result was tested for generalizability. Figure 7.19a shows the experimentally determined
flexural modulus over the nominal FMF for all DiCo-SMC specimen. Large scattering was
observed, leading to no significant correlation between nominal FMF and individual flexural
modulus. In contrast, the measured FMF in the five MRs per DiCo-SMC specimen were
averaged and led to a linear correlation with a R2

adj = 0.446 (p-value < 1.6 ·10−4). Furthermore,
only considering MRs on the line of maximum deflection further improved both statistical
values (R2

adj = 0.486, p-value < 1 ·10−4).
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Figure 7.18: Flexural testing and THz measurement results for D3
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Figure 7.19: Correlations between FMF and flexural modulus

7.2.4 FE Model

The CoDiCo-SMC flexural specimen was FE modeled according to the dimensiones given in
Table 7.9. However, the DiCo-SMC model thickness was individually adjusted according to
the mean measured specimen thickness. The thickness of the local Co-SMC patch was kept
at its nominal thickness. At each side along the y-axis of the specimen, 5 mm were reserved
as a support surface. The five MRs, illustrated in Figure 7.14, were integrated as separate
partitions so that the mesh size could be easily adjusted locally while maintaining a broader
mesh in the general DiCo-SMC body. Measurement results of local FMF were used for
creating a locally different stiffness based on a planar isotropic FOD and MT homogenization.
The stiffness of the DiCo-SMC outside of the MR was calculated accordingly using the mean
measured FMF. MRs covered by the Co-SMC or containing a delamination cannot be used for
the THz measurement model and are therefore not created when located under a Co-SMC
patch. Potential delaminations were integrated into the DiCo-SMC using XFEM. An exemplary
model assembly is given in Figure 7.20. Here, two MR were covered by the Co-SMC patch
and are therefore not contained in the model assembly. The Co-SMC patch is depicted only
for reference, as it is generally placed on the bottom of the specimen (cf. Section 7.2.1.2).
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MR1 MR4

Delamination

Co-SMC 

Indenter

MR2

y

x

Figure 7.20: Exemplary model assembly for CoDiCo-SMC flexural specimen FE model, in-
cluding local measurement regions for GF fractions and a delamination

The load was applied using a rigid indenter being moved in the direction of the negative z-axis.
The physical supports were modeled by displacement boundary conditions to reduce the
computational effort. The contact between DiCo-SMC and supports as well as indenter was
modeled frictionless. Since a linear-elastic material behavior was assumed, a target deflection
of the flexural specimen of 1 mm was specified to achieve reasonable computation times. Due
to the target conflict between local material penetration of the contact surfaces and applied
displacement when using the penalty method, minimal deviations for the realized displace-
ment occurred. For the evaluation of simulation results, the actual realized displacement was
used. Generally, the element side length was specified in the support surface (2 mm), the
MRs (1.5 mm), and for Co-SMC patches and delaminations (1.25 mm). Other mesh sizes of
the DiCo-SMC were not specified, but a smooth transition in element size ensured. Twelve
elements were considered along the thickness direction of the DiCo-SMC. This led to approx-
imately 30,000 elements for a CoDiCo-SMC specimen, slightly influenced by the size and
position of the delamination as well as the orientation and position of the Co-SMC patch. A
convergence study was performed (cf. Figure A7.2). The used material parameters are given
in Appendix A5. The simulated flexural modulus was calculated according to Equation 7.3,
using the realized displacement. The force at failure was extrapolated using the stretch factor
fS based on the maximum strain and Puck criterion.

7.2.5 Assessment of the FE model

The systematic deviation (bias) to the experiments is assessed. Additionally, the overall
uncertainty budget for the FE model is calculated.
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7.2.5.1 Systematic deviations to the experiments

The averaged experimental results of the different configurations are compared to the av-
eraged individual simulation results, based on the individual measurement results for each
specimen, in Figure 7.21. Additionally, the simulation result for the nominal specification of
each configuration is given. Generally, it should be noted that the realized FMF were signifi-
cantly higher than the nominally intended FMF (cf. Table 7.10). This led to consistently higher
stiffness predictions by the simulations based on the measurement results.

The underperformance of the CoDiCo-SMC, already indicated in Section 7.2.3.1, is evident
here. Due to the high stresses and the failure in the interface, the load could not be transferred
to the Co-SMC. High deviations of partly more than 40% resulted (cf. C1 in Figure 7.21),
so that the model is not suitable for a real prediction of the stiffnesses of CoDiCo-SMC for
this load case. The deviations were smaller for the configuration C2, since the Co-SMC was
translated out of the bending line. Thus, a residual load-bearing capacity of the Co-SMC was
retained in this case. The mean simulated flexural modulus based on measurement results
for the configuration C5, including a delamination, was 38.6% higher than the respective
experimental results (13.49 GPa vs. 9.73 GPa, cf. Figure 7.21). This discrepancy between
simulation and experiment is even higher than the one for the reference configuration C0

(14.06 GPa compared to 10.91 GPa, leading to 28.9% relative deviation). Overall, a RMSE of
3.54 GPa (CVRMSE = 0.34) was observed for individually propagated measurement results of
the CoDiCo-SMC flexural specimens.
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Figure 7.21: Experimental and simulated flexural modulus for CoDiCo-SMC flexural specimen;
error bars indicate one standard deviation
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When considering the DiCo-SMC, it should be noted that the real FMF for the configurations
D1, D2, D4, and D5 were close to 50 wt.-%. Here, also based on comparable results for tensile
tests with such high FMF, it is suspected that sufficient impregnation of the fibers was no
longer guaranteed (cf. Section 7.1.4.1). When comparing D1 and D2, it should nevertheless
be noted that the slightly increased FMF for D2 overcompensates for the effect of stiffness
reduction due to delamination in the simulation. Whether the stiffness reduction was caused
by delamination or by a higher degree of defective fiber impregnation could not be evaluated
at this point. The configurations D3 and D6 exhibited a FMF closer to the specified FMF for
the DiCo-SMC by Fraunhofer ICT (41 wt.-%). Here, the influence on the functional level due
to the occurring manufacturing deviations (deviating FMF) could be explained well by the
simulations with propagated measurement results. This becomes particularly clear when the
experimental results are compared with the simulation results of the nominal properties and
the real measured properties. By taking into account the individual measurement results, the
RMSE could be reduced by 16% from 1.42 GPa (CVRMSE = 0.124) to 1.19 GPa (CVRMSE =
0.105), considered over all configurations for DiCo-SMC.

Due to the dominating stress concentrations in the interface, an evaluation of the flexural
strength for CoDiCo-SMC was not performed. Furthermore, the predicted failure forces for
DiCo-SMC also show an RMSE of 2.35 kN (CVRMSE = 0.44), so that a suitable prediction of
the failure cannot be guaranteed using currently available material data (maximum stress or
strain criterion) for this load case.

7.2.5.2 Uncertainty analysis

Three different specimen configurations were considered for the uncertainty screening, inves-
tigating the influences of the hybrid material as well as limiting the computational effort to a
reasonable extent. Two CoDiCo-SMC with varying patch orientations as well as a DiCo-SMC
were investigated.

According to the one factor at a time approach (cf. Section 6.1.3.1), seven factors could
be excluded from further analysis due to their negligible influence of less than 0.5%. The
uncertainty contributions of six factors (ξ, φVoid, dT, EGF, EUPPH, νUPPH) were to be considered
further because they exceeded the defined threshold. In addition, variations in the results
based on the factors that determined the meshing of the DiCo-SMC body could also be
identified. These were the factors describing the Co-SMC and delamination properties. Since
the influences of these factors were mixed with changes in meshes, they were also consid-
ered further. The remaining factors after screening and their relative influence are listed in
Table 7.11. It should also be noted at this point that a varying component stiffness additionally
influences the solution of the contact problem. Again, it is visible that the parameters of the
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DiCo-SMC gained importance when the enhanced stiffness effect by the Co-SMC patch was
reduced.

Table 7.11: Screening analysis: Relative influence of one standard deviation on flexural
modulus for different configurations; most relevant input parameters highlighted
in gray

Input
parameter

Configuration
DiCo CoDiCo CoDiCo 15°

ξ 2.53 % 2.13 % 2.00 %
φVoid -1.29 % -0.95 % -1.27 %

dT - 0.54 % 0.48 %
γT - 0.32 % -0.32 %
xT - 0.99 % -0.12 %
yT - 1.23 % 0.54 %
rD - -0.12 % -0.88 %
xD - -0.24 % -0.55 %
yD - 1.08 % -0.51 %

EGF 3.21 % 2.96 % 2.63 %
EUPPH 0.71 % 0.97 % 1.25 %
νUPPH 0.52 % 0.25 % 0.46 %

The remaining parameters were afterwards subjected to an LHS, leading to normal distributed
realizations of the flexural modulus for the three different configurations. Exemplary real-
izations for an ideal CoDiCo-SMC specimen are given in Figure 7.22a. The simulated and
experimental results are compared in Figure 7.22b. Both in experiment and simulation, the
uncertainty of the hybrid component was higher compared to the pure DiCo-SMC. However,
experimental standard deviations were higher than those determined by simulation, indicating
that not all physical relevant aspects were covered by the simulation parameters.

Measurable (ξ, φVoid, γT, xT, yT, rD, xD, yD) and non-measurable input quantities (dT, EGF,
EUPPH, νUPPH) were discerned in two following LHS. The uncertainty contributions of the
respective groups followed and are given in Table 7.12. The uncertainties of used non-
measurable input quantities to the overall larger uncertainty contribution, both for DiCo- and
CoDiCo-SMC.

A coverage factor k=2 was used to calculate the expanded untercainty USim based on
uc,Sim according to Equation 2.3 and 6.5. The results are given in Table 7.13. Here, the
systematic deviations determined the overall uncertainty. The uncertainty of non-measurable
input quantities was the second largest influence (cf. Table 7.12). A reference simulation
with at least 44,000 elements determined uSim,D. The bias b corresponded to the results of
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Section 7.2.5.1. For reference, the expanded uncertainty USim of a DiCo-SMC configuration is
approximately 23% of its expected value. This ratio is drastically increased for CoDiCo-SMC
to 55% due to its significant bias.
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Figure 7.22: Simulated and experimental uncertainties of flexural modulus; error bars indicate
one standard deviation

Table 7.12: Uncertainty contributions for and measurable and non-measurable input quantities
(flexural specimen)

Configuration
Uncertainty of

Overall
measurable non-measurable

DiCo 167 MPa 372 MPa 411 MPa
CoDiCo 234 MPa 430 MPa 469 MPa

Table 7.13: Uncertainty budget for FE simulation of flexural specimen (MPa)

CoDiCo DiCo

uSim,I 469 411
uSim,D 181 60
|b| 3538 1190

uc,Sim 3574 1260
USim 7147 2520
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7.2.5.3 Added value

Even if the advantages of measuring the characteristics of DoDiCo-SMC in practice could not
be demonstrated due to the neglected interface modeling, the advantage shall be highlighted
simulatively using a typical manufacturing deviation. Typical manufacturing deviations for a Co-
SMC patch of comparable dimensions, consisting of a patch rotation by 2° and a displacement
of 3 mm each in x- and y-direction from the nominal configuration (Fengler & Schäferling
et al. 2019), lead to a simulated reduction of the stiffness by 443 MPa for the considered ideal
flexural specimen. A higher fiber content of 1.5%, caused by random variations in production
processes, compensates this stiffness loss again, so that the original stiffness requirement
would still be met.

7.2.6 Surrogate model

Both surrogate model setups and training procedures are given in the following two subsec-
tions for the flexural specimen load case.

7.2.6.1 Kriging model

Again, four different training subsets were used for training the different specimen compositions.
For testing the iterative reduction of model uncertainty, a Kriging model was initialized based
on a training set of 200 specimen configurations, taking into account five times the numbers
of input quantities for each specimen composition (cf. Table A8.2). Further promising training
data was added in subsequent iterations (cf. Section 6.2.2.1).

The size of the experimental design for a direct training approach was based on the size of
training data after convergence was achieved in the iterative approach.

7.2.6.2 Artificial neural network

A fully connected multilayer perceptron with 20 input neurons was used. The three hidden
layers consisted each of 18 neurons, while the output consisted of 11 neurons. Thus, a total
of 1271 parameters needed to be trained.

7.2.7 Assessment of surrogate models

This section compares the direct and iterative training approaches, evaluates the systematic
deviations, and closes with an uncertainty analysis.
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7.2.7.1 Iterative training

For both, the ANN and the Kriging models, the iterative training results are opposed to a
respective reference model based on a directly LHS-generated training set (size: 1400 data
points) in Figure 7.23.
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Figure 7.23: Evolution of surrogate model bias based on iterative (it) training data generation
for flexural specimen

Training data was the same for ANN and Kriging model at each iteration. The ANN and
Kriging model performance was initially inferior compared to the reference ANN model trained
on more data, both for Young’s modulus and force at failure. Contrary to Figure 7.10, more
training data was needed as well for the Kriging model to converge. Overall, iterative training
proves to be useful to incrementally improve the surrogate model performance. The final
models, based on the iterative training, were further used.

7.2.7.2 Systematic deviation

RMSE and CVRMSE are opposed for the three different test data sets in Table 7.14. The ANN
showed slight advantages for the first test set P1, both in stiffness and strength. Nonetheless,
both surrogate models seem further to be generally suited for this load case as well. The
RMSE of both models roughly doubled when the second test set P2 (virtual experiments) was
considered. This test set significantly limits the covered parameters space, because only three
distinct FMF in DiCo-SMC were considered (cf. Table 7.10). As discussed in Section 7.2.5.1,
the failure prediction based on available material data in FE simulations was not matching
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experimental results. Therefore, the bias substantially increased as well for the surrogate
models when considering physical experiments (P3). Generally, the bias in strength was
significantly worse compared to the bias of Young’s modulus for all test sets.

Table 7.14: Systematic deviations (bias) of the surrogate models for flexural specimen

Kriging model ANN
E (GPa) F+ (N) E (GPa) F+ (N)

RMSE(P1) 0.32 111 0.19 107
CVRMSE (P1) (%) 2.7 4.9 1.6 4.7

RMSE(P2) 0.50 264 0.28 285
CVRMSE (P2) (%) 4.4 11.6 2.5 12.5

RMSE(P3) 2.03 2290 2.35 2283
CVRMSE (P3) (%) 18.3 46.9 21.2 46.7

A single FE simulation for a CoDiCo-SMC specimen took mostly between 15 and 25 minutes
on the KIT High Performance Computing (HPC) using Intel® Xeon Gold 6230 processors.
The same configuration was evaluated in less than 0.01 s using the surrogate models.

7.2.7.3 Uncertainty analysis

The overall uncertainty budget according to the different test data sets is given for the
Young’s modulus in Table 7.15, following Equation 2.3 and 6.12 with a coverage factor k=2.
Uncertainties of the models based on training and input variables hold for all test data sets.
Again, the Kriging model uncertainties related to input quantities and model training were
considerably lower than the uncertainty for the ANN. However, the overall uncertainty was
similar for both models. The bias dominated the model-related uncertainties for P3.

Table 7.15: Uncertainty budget for surrogate modeled flexural modulus of CoDiCo-SMC flex-
ural specimen (MPa)

Kriging model ANN
P1 P2 P3 P1 P2 P3

uSM,I 237
{ 150

184
428

{ 187
369uSM,T

|b| 320 496 2028 188 284 2354

uc,SM 398 550 2042 467 514 2393
USM 797 1100 4084 935 1027 4785
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8 Discussion and outlook

In this chapter, the presented approach for a function-oriented quality assurance of hybrid
SMCs is discussed based on the guiding research questions (cf. Section 1.3). The require-
ments specified in Section 3.1 to determine the research deficit are considered as well. Both,
the suitability of the measurement technologies alone (cf. Chapter 5) and the integration of the
measurement results into the function-oriented evaluation routine, consisting of FE simulation
and surrogate model (cf. Chapter 7), are discussed. Finally, an outlook of further research
questions within the field is given.

8.1 Discussion

The research goal of this thesis is to develop a function-oriented quality assurance for a hybrid
SMC (CoDiCo-SMC). In the following, the derived research questions are critically discussed
to evaluate the achievement of the goal. Here, it is as well referred to the requirements defined
in Section 3.1 (highlighted in bold).

In-line measurements: Is it possible to quantify common manufacturing deviations of hybrid
sheet molding compound within the cycle time?

Different measurement technologies were successfully applied to CoDiCo-SMC and multiple
defects were quantified. All measurements technologies used adhere to the cycle time (in-
line integration).

Deviations of the FMF in DiCo-SMC could be measured non-destructively for the first time.
THz spectroscopy in transmission mode was used for this purpose. A linear regression model
allowed the quantification of deviations of the local FMF with a measurement uncertainty of
less than 1 wt-% for a measurement diameter of 10 mm. This result represented a significant
information gain compared to the uncertainty of the local FMF resulting from the production
process (3.5 wt.-%). Until now, only CT with the help of critically discussed, subjective gray
value limits was available as a non-destructive measurement technology alternative for the
FMF. The established regression model was successfully used for the existing material
formulation within the IRTG, independent of the production batch. However, a change in the
material formulation, by changing the resin mixture or the glass fibers, inevitably leads to a
change in the optical parameters. This potential change has not been taken into account
up to this point. Significant experimental effort is involved to generate the measurement
model. Specimens have to be produced, THz-measured, and TGA-referenced. This effort
must currently be taken again to react to material changes. Investigations to reduce the
measurement time showed that both the recording time window (RTW) and the total number
of averaged waveforms can be reduced to one tenth of the initial value. The combination
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of both methods reduces the time required for one measurement to 0.5 s. A transferability
to changed measurement diameters is expected to hold according to the results and the
existing physical conditions, but could not be clearly confirmed in the performed experiments.
With the present in-line THz measurement technology, it is therefore possible to measure
a large number of ROIs on a component in a cycle time less than 90 s. However, the total
number is limited by the handling operations required to align the component in the beam
path. Furthermore, parallel alignment of the surface normal of the component and the beam
path must be ensured. Curved component segments were not considered.

The pose of a Co-SMC patch on a DiCo-SMC was determined using industrial image process-
ing (IIP). Due to the systematic separation of in-line and off-line calibration, the measurement
could be performed with high repeatability and low measurement uncertainty. Thus, the corre-
sponding individual measurement results per component are available for further use. The
requirements of the measurement technology do not exceed the state of the art at this point,
since only planar specimens were investigated and carbon fiber (CF) misorientations within
the patch, such as undulations or fiber wavinesses, were not considered. However, those
questions have already been answered by the state of the art and appropriate solutions can
be referred to if needed.

Pulsed phase thermography (PPT) was used to record phasegrams of CoDiCo-SMC speci-
mens. Due to different thermal conductivity coefficients, both Co- and DiCo-SMC as well as
delaminations were distinguished from each other based on their gray value differences. An
automated workflow using multilevel thresholding allowed for the quantification of the location
and position of potential delaminations. For the first time, the measurement uncertainty
evaluation of the PPT was performed with inserted PTFE delaminations instead of blind
holes. When inspecting other material combinations, parameters of the algorithm have to be
adapted.

Since voids could not be systematically and reliably integrated into the specimen within the
co-moulding process, they were excluded from the metrological consideration in the context
of this work. It should be referred to CT as an existing measurement technology, even if it
currently cannot meet the cycle time requirements.

The screening analyses carried out showed that additional attention should be paid to the
manufacturing deviations of the Co-SMC (patch thickness and CF fraction). Respective
measurement technologies have not been investigated in the context of this work.

Parametrized simulations: Do simulations with imported measurement results of manu-
facturing deviations represent the material behavior of hybrid sheet molding compound
accurately?
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Tserpes et al. (2016) already demonstrated the advantages of integrating CT-based measure-
ment results (voids) into FE simulations. In this work, several measurement results regarding
manufacturing deviations obtained by in-line measurement technologies were integrated into
FE simulations (measurement results as input quantities). In particular, the measurement
of FMF by THz spectroscopy reduced the RMSE between experimental and simulated Young’s
modulus for DiCo-SMC flexural specimen by 16% (cf. Section 7.2.5). The integration of vary-
ing Co-SMC poses into the model assembly represented these manufacturing deviations
well, as the validation for tensile specimen showed (cf. Figure 7.7). The interface damages
between Co- and DiCo-SMC for the flexural specimens did not allow a clear statement at
this point for the second validation specimen. The influence of measured delaminations on
the stiffness could not be represented with sufficient accuracy using XFEM. The simulated
stiffness reduction (simulation as functional assessment) for flexural specimens was much
lower for delaminations than the one observed in the experiment (average deviation of 38.6%
for C5 in Figure 7.21). Not considered so far, but promising for further development of the
model, is the use of measurement results on the Co-SMC (thickness and CF fraction). The
foundations were laid by the appropriate structuring of the characteristics file for the adaptive
generation of the model assembly. Likewise, void fractions were analytically considered in the
model assembly and measurement results, if available, can be used.

It should be critically noted that the component strength could only be insufficiently dis-
played. This was particularly evident for the flexural specimens. The use of more complex,
material-specific damage modeling (Schemmann 2018; Görthofer et al. 2019) could remedy
this shortcoming for DiCo-SMC. However, the bonding of Co- and DiCo-SMC requires an
appropriate model approach as well if the interface is subjected to significant stresses.

Overall, it can be stated that the integration of the measurement results of FMF (cf. Sec-
tion 7.2.5), of Co-SMC poses (cf. Section 7.1.2), and of voids (Tserpes et al. 2016) is ad-
vantageous to predict the component-specific stiffness. Due to the insufficient agreement
between simulated and real stiffnesses for delaminations, a function-oriented consideration
of delaminations cannot yet be recommended. More advanced material models need to be
used to predict component failure.

In-line surrogate model: Can virtual training data, generated from simulations, be used to
achieve real-time capability of the functional assessment?

The component characteristics, written to a standardized .csv-file, were used in this work for
the script-based generation of the individual FE model. This file served as well as a direct
input for the surrogate models. To evaluate the basic capability of the selected surrogate
models to represent the parametrized FE simulations, the test data set P1 was utilized. This
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test set consisted of purely virtually generated input-output relations. For both load cases
considered, a model was found that represented the respective test data set with a CVRMSE

of less than 2% in stiffness and less than 5% for material failure (cf. Table 7.6 and 7.14). A
fundamental advantage between ANN and Kriging model could not be determined at this
point.

Thus, it can be concluded that the material behavior as a function of different manufacturing
deviations could generally be learned and assessed by the surrogate models (real-time appli-
cability). However, since more complex damage modeling is recommended, this verification
must be carried out again if the modeling approach is changed.

Measurement uncertainty: Do the measurement uncertainties of the in-line measurement
technologies, the simulation and the surrogate model allow for an industrial application?

Even though no toleranced industrial component is yet available for the new material class of
CoDiCo-SMC, a discussion regarding the suitability of the measurement technologies is to
be carried out based on Equation 8.1 (German Association of the Automotive Industry 2011):

QMS = 2 ·U
T OL

≤ 15% 8.1

By rearranging Equation 8.1 with respect to the tolerance T OL (cf. Equation A9.1), the
product specifications can be determined for which the respective measurement technology
with the expanded uncertainty U would be suited considering the capability ratio QMS. The
detailed calculation can be found in Table A9.1 in the Appendix A9. However, the tolerances
to be demanded according to the measurement capability cannot be accepted industrially.
If such tolerances were to be accepted, the function of the component would have to be
regarded as significantly restricted or even unserviceable. Therefore, the maturity level of
the measurement technologies does not meet industrial standards from the perspective of
German Association of the Automotive Industry (2011). However, it should be noted that at
least for the non-destructive in-line measurement of FMF, no alternative in-line measurement
technology exists and a significant reduction in the local uncertainty of FMF compared to the
production process was achieved.

High safety factors (> 1.5) in the product design of FRPs are considered because of uncer-
tainties in the production process and of material properties (Schürmann 2007). These safety
factors and the expanded uncertainty of the FE simulated stiffness relative to the expected
product function (stiffness) are used to discuss the applicability in an industrial setting. For
both the tensile specimen and the DiCo-SMC flexural specimen, the expanded uncertainty
of the FE simulation USim was approximately 20% of the expected stiffness. This means
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that even components that satisfy only a safety factor of 1.2 after measurement of the func-
tion still meet a one-sided tolerance limit (minimum stiffness) with a probability of 97.7%
(cf. Appendix A10). Using the function-oriented measurements, necessary safety factors
in the dimensioning of components can be adapted and reduced to meet industry-specific
requirements. However, the application-specific load cases must be considered. Within the
scope of this work, the influences of Co-SMC patch poses and FMF of the DiCo-SMC were
successfully validated in experiments.

Surrogate models, trained on aforementioned FE models and using measurement results
as input quantities, were used to accelerate the functional evaluation to adhere to the
cycle time in production. Influences of manufacturing deviations on the component function,
distributed over the entire parameter space, could be successfully trained. The expanded
uncertainty of the surrogate models USM was determined in compliance with JCGM100
(2008) and approximately of similar size as USim. Controversially, the determined uncertainties
for the Kriging model were lower than expected based on the results for the FE simulation
(cf. Table 7.5 and 7.7) and compared to the ANN (cf. Table 7.7 and 7.15). Here, it should
be noted that the FE models reacted more sensitively to uncertain input variables than the
Kriging models in the analysis of measurement uncertainty (uSim,I compared to uSM,I). This
observation can be attributed to two factors. First, uncertainties of the material parameters
were no longer considered in the surrogate models to limit the training effort. However, the
uncertain material parameters were found to contribute significantly to the uncertainty (cf.
Table 7.4 and 7.12). Second, in the context of this work, the training sets for the surrogate
models were directly created from the global value domains (cf. Table A8.1 and A8.2). The
intended uniform coverage of the experimental space by means of LHS leads to larger
distances between two sets of combined manufacturing deviations ωi ,l and ωi ,l+1 than the
distance between two statistical realizations of a set ωi ,l based on measurement uncertainties
of measurement technologies. Consequently, the trained surrogate models cannot correctly
represent the influences of local variations due to uncertain input quantities. This is to be
judged as extremely critical and excludes an application in the industrial field at present.
A remedy could be an extension of the LHS generated global training data by adding the
material parameters in the training set and additionally extending this initial training set by
adding local statistical fluctuations of the measured input quantities for each ωi ,l . Thus, the
training effort would be significantly increased.

In conclusion, especially the Terahertz measurement technology contributed to a reduction in
the uncertainty of the component characteristics. Although every measurement technology
quantified the respective manufacturing deviations successfully, no measurement technology
met so far the requirements regarding measurement uncertainties in the automotive industry
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according to German Association of the Automotive Industry (2011). Integrating measurement
results into parametrized FE simulations helps to reduce safety factors based on the expanded
uncertainty USim. The uncertainty USM is of similar size as USim. However, the uncertainty
contribution uSM,I needs further efforts for covering uncertainties of material parameters and
local variations of input quantities.

As an overall assessment, it can be concluded that the first three research questions were
confirmed. First, three different in-line measurement technologies (terahertz spectroscopy,
pulsed phase thermography, industrial camera) allowed for the quantification of common
manufacturing deviations in CoDiCo-SMC. Second, the integration of the measurement results
for FMF, Co-SMC poses, and voids led to a component-specific stiffness prediction. Third,
the material behavior as a function of different manufacturing deviations was learned by
two different surrogate models. Considering the fourth research question, it must be noted
that the measurement uncertainties of the measurement technologies do not meet industrial
requirements. However, the measurement uncertainty consideration of the FE simulation and
the surrogate models showed that the approach offers great potential for the reduction of
common safety factors.

8.2 Outlook

As indicated by the prior discussion, further research directions could be identified and are
described in this section. First, three specific aspects for the further development of the
presented methodology related to CoDiCo-SMC are presented. Subsequently, a broader
outlook on the use of function-oriented measurement results is given.

Measurement technologies The integration of a physical model based on a rule of mixture
(Jördens & Scheller & Wietzke et al. 2010) could allow easy transferability of the THz
measurement model to other material formulations. Robots could further be used to
automate fast handling operations of the component in the THz beam path. This handling
would also have the advantage that the same measurement regions can be measured
in different orientations. Thus, additional conclusions on the fiber orientation distribution
can be drawn (Jördens & Scheller & Wietzke et al. 2010).

The material class CoDiCo-SMC further showed a high sensitivity with respect to manu-
facturing deviations of the Co-SMC patches, which have not been further quantified so
far. A promising measurement technology here is an eddy current system to quantify
variations of the CF fraction via changing impedances. Since thickness variations of the
Co-SMC were also observed, an information fusion between impedance and local mate-
rial thickness would probably have to be performed. Ideally, the in-line measurement
technology should be integrated into the prepreg production process.
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Material modeling for FE simulation Further research approaches can be used to incorpo-
rate material-specific damage modeling and local fiber orientations into the FE models.
Here, the works from other IRTG subprojects (Schemmann (2018) and Meyer et al.
(2020)) are particularly suited. Additionally, appropriate interface models between Co-
and DiCo-SMC are needed to model delaminations inbetween.

Surrogate modeling For the training of the surrogate models, material parameters and local
variations of the input variables should additionally be considered in the training data to
obtain a better estimation of the respective uncertainty contribution. Precisely quantified
uncertainties help to strengthen the acceptance of those black box models.

The continuous integration and use of product knowledge in production is key for further
improving production performance by function-oriented measurements. The use of struc-
tural simulations and sensitivity analyses in the design process should not only be limited
to adjustable design parameters for achieving the most robust design possible (Fengler &
Schäferling et al. 2019), but should also be used to directly quantify the influence of relevant
manufacturing deviations (Franz et al. 2021). Thus, the design process can also be used
directly to identify requirements for necessary measurement technologies and measure-
ment locations (ROIs) for functionally relevant manufacturing deviations in accordance with
Figure 4.1.
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9 Conclusion

The use of fiber-reinforced polymers (FRPs) increases steadily on global scale. The combi-
nation of discontinuous SMC (DiCo-SMC) and continuous SMC (Co-SMC) in a new, hybrid
material class (CoDiCo-SMC) promises reasonable manufacturing costs as well as high local
stiffness and strength. Traditionally, harsh requests for defect-free FRP components, leading
to high quality requirements, are a cost driver in this industry. Further, occurring manufacturing
deviations jeopardize the fulfillment of the functionality of manufactured components.

To overcome these limitations, an approach for a component-specific, function-oriented in-
line quality assurance is proposed. For this type of quality assurance, in-line measurement
results are integrated into functional models, such as finite element (FE) models. Surrogate
models of these functional models accelerate the evaluation to adhere to the cycle time within
production.

In the present work, component-specific, function-oriented in-line quality assurance was
exemplarily implemented for the new CoDiCo-SMC material class. Three different measure-
ment technologies were used to quantify three relevant manufacturing deviations (glass fiber
fraction, Co-SMC patch pose, delamination). THz spectroscopy was used for the first time to
in-line measure local variations of the glass fiber fraction in DiCo-SMC. Pulsed phase ther-
mography was used to quantify delamination and an industrial camera to measure Co-SMC
patch pose. For each measurement technology, the measurement uncertainty was quanti-
fied according to the “International Guide to the Expression of Uncertainty in Measurement
(GUM)”. The measurement results were further processed in a parameterized FE model
and aggregated to a functional prediction. Using the measurement results and respective
FE-modeled functions, surrogate models were trained through input-output relations. Within
this work, the predicted component function is also understood as measurement. Hence, the
measurement uncertainties of both FE models and surrogate models were determined.

The presented approach was validated using two exemplary test specimens. The results
show that in particular the measurements of local glass fiber fractions and the Co-SMC patch
pose allow conclusions to be drawn on the component-specific stiffness. The determined
measurement uncertainties do currently not allow for an industrial application. Making use
of component-specific functional information in production allows to reduce common safety
factors during the design phase of FRP components.
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Appendix

A1 Further equations for DiCo-SMC homogenization

Hill’s polarization tensor Pud for a prolate spheroidal inclusion in an isotropic medium is given
in Mandel notation by Brylka (2017):

Pud =



r m m 0 0 0

m k +p k −p 0 0 0

m k −p k +p 0 0 0

0 0 0 2p 0 0

0 0 0 0 2q 0

0 0 0 0 0 2q


A1.1

The coefficients k,r,m, p, q of Equation A1.1 are calculated based on the elastic constants of
the matrix GM and KM, and the aspect ratio a of the fibers (Brylka 2017):

k = GM(7h(a)−2a2 −4a2h(a))+3KM(h(a)−2a2 +2a2h(a))

8(1−a2)GM(4GM +3KM)
,

m = (GM +3KM)(2a2 −h(a)−2a2h(a))

4GM(1−a2)(4GM +3KM)
,

r = GM(6−5h(a)−8a2 +8a2h(a)+3KM(h(a)−2a2 +2a2h(a))

2GM(1−a2)(4GM +3KM)
,

p = GM(15h(a)−2a2 −12a2h(a))+3KM(3h(a)−2a2

16GM(1−a2)(4GM +3KM)
,

q = 2GM(4−3h(a)−2a2)+3KM(2−3h(a)+2a2 −3a2h(a))

8GM(1−a2)(4GM +3KM)
,

h(a) = a(a
p

a2 −1−arccosh(a))

(a2 −1)3/2
.

A1.2

The coefficients of Equation 2.10 are calculated based on the components of the transverse
isotropic tensor A (Kehrer & Pinter et al. 2017; Advani & Tucker 1987):

b1 = A∗
1111 + A∗

2222 −2A∗
1122 −4A∗

1212,

b2 = A∗
1122 − A∗

2233,

b3 = A∗
1212 +

A∗
2233 − A∗

2222

2
,

b4 = A∗
2233,

b5 =
A∗

2222 − A∗
2233

2
.

A1.3
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For isotropic materials, the bulk modulus K can be written as:

K = E

3(1−2ν)
A1.4

Similarly, the shear modulus G reads for isotropic materials as:

G = E

2(1+2ν)
A1.5
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A2 THz measurements results of DiCo-SMC reference
specimens

Table A2.1 gives the nominal FMF ξnom according to the settings of the prepreg production
process, the TGA-measured FMF ξ̂TGA, the bias |bξ,i | for each measurement section i , the
bias |bξ,k | for each reference specimen k, the standard deviation sξ̂,TGA,k for each reference
specimen k, the mean thickness measurements d using a micrometer screw gauge based
on at least five measurements, the set beam diameter during the THz measurements, and
the THz-measured mean refractive index n between 0.3 and 0.55 THz. Measurement regions
used for calculating the measurement uncertainty were measured 25 times.

The uncertainty of the FMF related to the production process uξ,prod is calculated according to
Equation 5.7. Hereby, the mean standard deviation of TGA-referenced measurement regions
within the same reference specimen sξ̂,TGA is calculated according to Equation A2.1:

sξ̂,TGA = 1

7

14∑
k=8

sξ̂,TGA,k = 1.57 wt.-% A2.1

The mean systematic deviation (bias) from the intended FMF (nominal value) bξ is calculated
according to Equation A2.2:

bξ =
1

10

17∑
k=8

|bξ,k | = 3.13 wt.-% A2.2
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Table A2.1: Individual measurement results of DiCo-SMC reference specimens (No. 85 to
102 from Bretz & Häfner et al. (2021))

No. k
of ref.

specimen
No. i

ξnom
(wt.-%)

ξ̂TGA
(wt.-%)

|bξ,i |
(wt.-%)

|bξ,k |
(wt.-%)

sξ̂,TGA,k
(wt.-%)

d
(mm)

Beam
diameter

(mm)
n

1

1 0 0 0

0 0

2.260 10 1.6859
2 0 0 0 2.250 10 1.6916
3 0 0 0 2.264 10 1.6828
4 0 0 0 2.246 10 1.6820
5 0 0 0 2.241 10 1.6804
6 0 0 0 2.239 10 1.6801

2

7 35 44.61 9.61

10.65 1.59

1.929 10 1.9233
8 35 44.79 9.79 1.898 10 1.9906
9 35 46.08 11.08 1.878 10 1.9406
10 35 45.13 10.13 1.875 10 1.9360
11 35 48.69 13.69 1.876 10 1.9604
12 35 44.60 9.60 1.918 10 1.9223

3

13 38 45.77 7.77

6.22 1.67

1.854 10 1.9385
14 38 42.35 4.35 1.870 10 1.9042
15 38 42.55 4.55 1.890 10 1.9035
16 38 45.82 7.82 1.889 10 1.9162
17 38 45.57 7.57 1.863 10 1.9375
18 38 43.27 5.27 2.016 10 1.8743

4

19 41 45.76 4.76

4.53 1.19

2.065 10 1.9108
20 41 46.19 5.19 2.076 10 1.9392
21 41 46.51 5.51 2.074 10 1.9470
22 41 45.62 4.62 2.087 10 2.0060
23 41 45.89 4.89 2.079 10 1.9422
24 41 43.20 2.20 2.091 10 1.9531

5

25 43 50.83 7.83

9.02 0.99

2.116 10 1.9875
26 43 51.32 8.32 2.114 10 2.0018
27 43 52.86 9.86 2.101 10 1.9832
28 43 51.70 8.70 2.134 10 1.9840
29 43 53.49 10.49 2.131 10 1.9744
30 43 51.91 8.91 2.123 10 1.9748

6

31 45 45.68 0.68

3.97 2.28

2.238 10 1.9596
32 45 47.21 2.21 2.284 10 1.9657
33 45 52.20 7.20 2.294 10 1.9727
34 45 49.16 4.16 2.291 10 1.9372
35 45 50.21 5.21 2.272 10 1.9452
36 45 49.34 4.34 2.250 10 1.9985

7

37 50 51.02 1.02

0.79 1.65

2.257 10 1.9917
38 50 49.76 0.24 2.292 10 1.9679
39 50 47.98 2.02 2.333 10 1.9588
40 50 51.93 1.93 2.349 10 1.9827
41 50 52.40 2.4 2.309 10 1.9985
42 50 51.63 1.63 2.357 10 1.9637

8

43 35 37.76 2.76

3.40 1.87

2.980 10 1.8722
44 35 37.86 2.86 2.983 10 1.8723
45 35 40.66 5.66 3.000 10 1.8876
46 35 40.74 5.74 2.988 10 1.8953
47 35 37.08 2.08 2.995 10 1.8835
48 35 36.31 1.31 2.962 10 1.8579

9

49 39 38.74 0.26

0.05 2.11

2.886 10 1.8795
50 39 40.14 1.14 2.971 10 1.9027
51 39 41.40 2.40 2.974 10 1.8984
52 39 40.30 1.30 2.955 10 1.8882
53 39 37.45 1.55 2.952 10 1.8743
54 39 35.68 3.32 2.945 10 1.8689
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Table A2.1: Individual measurement results of DiCo-SMC reference specimens (No. 85 to
102 from Bretz & Häfner et al. (2021))

No. k
of ref.

specimen
No. i

ξnom
(wt.-%)

ξ̂TGA
(wt.-%)

|bξ,i |
(wt.-%)

|bξ,k |
(wt.-%)

sξ̂,TGA,k
(wt.-%)

d
(mm)

Beam
diameter

(mm)
n

10

55 41 46.93 5.93

7.21 1.19

3.112 10 1.9415
56 41 49.08 8.08 3.186 10 1.9413
57 41 49.18 8.18 3.099 10 1.9711
58 41 49.49 8.49 3.112 10 1.9732
59 41 47.74 6.74 3.124 10 1.9668
60 41 46.82 5.82 3.122 10 1.9442

11

61 41 45.87 4.87

5.41 0.77

3.122 14 1.9325
62 41 47.23 6.23 3.117 14 1.9474
63 41 46.61 5.61 3.104 14 1.9381
64 41 45.16 4.16 3.063 14 1.9419
65 41 46.50 5.50 3.064 14 1.9348
66 41 47.06 6.06 3.068 14 1.9446

12

67 41 45.26 4.26

3.48 2.01

3.100 20 1.9010
68 41 43.96 2.96 3.074 20 1.9322
69 41 45.73 4.73 3.079 20 1.9086
70 41 45.03 4.03 3.093 20 1.9397
71 41 40.67 0.33 3.134 20 1.9452
72 41 46.21 5.21 3.073 20 1.9339

13

73 42.33 47.97 5.97

4.02 1.44

3.156 10 1.9512
74 42.33 45.34 3.34 3.158 10 1.9417
75 42.33 44.56 2.56 3.160 10 1.9379
76 42.33 45.85 3.85 3.170 10 1.9459
77 42.33 46.25 4.25 3.158 10 1.9413
78 42.33 48.14 6.14 3.145 10 1.9598

14

79 45 45.68 0.68

1.71 1.59

3.179 10 1.9342
80 45 45.01 0.01 3.158 10 1.9455
81 45 46.96 1.96 3.172 10 1.9552
82 45 48.84 3.84 3.177 10 1.9666
83 45 45.45 0.45 3.166 10 1.9392
84 45 48.30 3.30 3.277 10 1.9433

15 85 41 40.93 0.07 1.34 - 4.265 8 1.9110
86 41 38.40 2.60 4.289 8 1.8790

16 87 45 47.37 2.37 1.94 - 4.247 8 1.9404
88 45 46.51 1.51 4.253 8 1.9497

17 89 50 48.47 1.53 2.73 - 4.211 8 1.9734
90 50 46.08 3.92 4.272 8 1.9477

18 91 51 48.21 2.79 2.55 - 4.544 8 1.9466
92 51 48.70 2.30 4.579 8 1.9580

19 93 52 49.82 2.18 1.76 - 4.471 8 1.9594
94 52 53.33 1.33 4.434 8 2.0011

20 95 53 49.61 3.39 3.32 - 4.484 8 1.9976
96 53 49.75 3.25 4.423 8 1.9826

21 97 54 48.70 5.30 3.67 - 4.673 8 1.9765
98 54 51.97 2.03 4.658 8 1.9856

22 99 55 53.16 1.84 3.12 - 4.581 8 2.0040
100 55 50.61 4.39 4.612 8 1.9888

23 101 56 51.49 4.51 3.34 - 4.548 8 2.0062
102 56 53.84 2.16 4.615 8 2.0158
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A3 Assessment of THz regression model (M2)

The mean refractive indices and the normalized values for the six measurement regions of
UPPH are given in Table A3.1.

Table A3.1: Mean refractive index and normalized values (z-score) for UPPH measurement
regions

n z-score

UPPH1 1.6859 -6.7655
UPPH2 1.6916 -6.6155
UPPH3 1.6828 -6.8455
UPPH4 1.6820 -6.8646
UPPH5 1.6804 -6.9061
UPPH6 1.6801 -6.9157

UPPH 1.6838 -6.8188

The mean z-score for UPPH from Table A3.1 is used with the coefficient estimates for (M2)
from Table 5.3, leading to the following false extrapolation for UPPH:

46.57wt.-%+3.99 · (-6.8188)wt.-% ≈ 19.36wt.-% ̸= 0wt.-% A3.1
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A4 Further uncertainty budgets for PPT of delaminations

(a) Delamination depth of 1 mm

xD (mm) yD (mm) rD (mm)

xcal 30.79 53.21 5.21
ucal 0.13 0.17 0.09
up 1.68 3.25 0.84
|b| 3.51 1.24 1.04

uc 3.89 3.48 1.34

(b) Delamination depth of 2 mm

xD (mm) yD (mm) rD (mm)

xcal 25.11 54.12 5.19
ucal 0.1 0.12 0.07
up 1.85 2.84 1.19
|b| 3.13 0.62 0.77

uc 3.63 2.91 1.42

Table A4.1: Uncertainty budget of thermographic image processing for delamination mea-
surement (nominal radius of 5 mm) in a CoDiCo-SMC specimen

(a) Delamination depth of 1 mm

xD (mm) yD (mm) rD (mm)

xcal 31.24 53.68 7.17
ucal 0.25 0.25 0.14
up 1.96 2.91 0.51
|b| 3.44 0.05 1.21

uc 3.96 2.92 1.32

(b) Delamination depth of 2 mm

xD (mm) yD (mm) rD (mm)

xcal 29.72 53.68 7.19
ucal 0.27 0.08 0.11
up 2.03 3.72 1.05
|b| 1.86 1.25 0.74

uc 2.77 3.93 1.29

Table A4.2: Uncertainty budget of thermographic image processing for delamination mea-
surement (nominal radius of 7 mm) in a CoDiCo-SMC specimen

(a) Delamination depth of 1 mm

xD (mm) yD (mm) rD (mm)

xcal 27.99 49.46 10.23
ucal 0.34 0.13 0.15
up 1.49 2.57 0.63
|b| 3.36 0.90 1.61

uc 3.69 2.73 1.73

(b) Delamination depth of 2 mm

xD (mm) yD (mm) rD (mm)

xcal 33.97 55.03 10.23
ucal 0.14 0.22 0.08
up 2.27 3.89 1.93
|b| 0.88 0.11 0.29

uc 2.44 3.90 1.95

Table A4.3: Uncertainty budget of thermographic image processing for delamination mea-
surement (nominal radius of 10 mm) in a CoDiCo-SMC specimen
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A5 List of simulation parameters

Table A5.1: Material parameters for FE simulations
Parameter Symbol Value Reference

DiCo-SMC properties
Glass fiber mass fraction ξ 41 wt.-% Trauth 2018
Glass fiber aspect ratio a 1881 Görthofer et al. 2019
Fiber density ρGF 2.6 g/cm³ Trauth 2018
Matrix density ρUPPH 1.14 g/cm³ Trauth 2018
Fiber Young’s modulus EGF 73 GPa Görthofer et al. 2019
Fiber Poisson’s ratio νGF 0.22 Görthofer et al. 2019
Matrix Young’s modulus EUPPH 3.06 GPa Görthofer et al. 2019
Matrix Poisson’s ratio νUPPH 0.3 Görthofer et al. 2019

Co-SMC properties
Carbon fiber volume fraction φCF 48 vol.-% Trauth 2018
Thickness dT 0.3 mm A_Debowski 2020
Young’s modulus (∥) ECo,∥ 110.1 GPa Trauth 2018
Young’s modulus (⊥) ECo,⊥ 8.3 GPa Trauth 2018
Shear modulus (⊥∥) GCo,⊥∥ 3.77 GPa Schürmann 2007
Shear modulus (⊥⊥) GCo,⊥⊥ 2.19 GPa Schürmann 2007
Poisson’s ratio (⊥∥) νCo,⊥∥ 0.27 Schürmann 2007
Poisson’s ratio (⊥⊥) νCo,⊥⊥ 0.33 Schürmann 2007
Longitudinal tensile strength R+

∥ 1424 MPa Trauth 2018
Longitudinal compression strength R−

∥ 567 MPa Trauth 2018
Transverse tensile strength R+

⊥ 34 MPa Trauth 2018
Transverse compression strength R−

⊥ 163 MPa Trauth 2018
Shear strength R⊥∥ 79 MPa Verein Deutscher Ingenieure e.V. 2006
Puck inclination parameter p+

⊥∥ 0.35 Verein Deutscher Ingenieure e.V. 2006
Puck inclination parameter p−

⊥∥ 0.3 Verein Deutscher Ingenieure e.V. 2006
Puck inclination parameter p+

⊥⊥ 0.3 Verein Deutscher Ingenieure e.V. 2006
Puck inclination parameter p−

⊥⊥ 0.3 Verein Deutscher Ingenieure e.V. 2006
Parameter for Puck weakening factor m 0.5 Verein Deutscher Ingenieure e.V. 2006
Parameter for Puck weakening factor s 0.5 Verein Deutscher Ingenieure e.V. 2006
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Table A5.2: Considered input quantities for FE simulations of tensile specimen; intervals and
standard uncertainties given in same units as their corresponding nominal value

Input
quantity Distribution Nominal

value
Interval

Standard
uncertainty

Reference

ξ normal 41 wt.-% - 2.25 based on Bretz & Häfner et al. 2021
φVoid uniform 2 vol-% [0, 4] 1.16 based on Talreja 2015
φCF normal 48 wt.-% - 2.5 Trauth 2018
dT normal 0.314 mm - 0.042 A_Debowski 2020
γT normal 0° [-2, 2] 1.16 Fengler & Schäferling et al. (2019)
lD uniform 20 mm [15, 25] 2.89 Assumption
xD uniform 0 mm [-5,5] 2.89 Assumption

EGF uniform 73 GPa [66.5, 79.5] 3.8
Görthofer et al. 2019,

EduPack 20211

νGF uniform 0.22 [0.21, 0.23] 0.006
Görthofer et al. 2019,

EduPack 2021

EUPPH uniform 3.06 GPa [2.07, 4.41] 0.675
Görthofer et al. 2019,

EduPack 2021

νUPPH uniform 0.3 [0.29, 0.31] 0.006
Görthofer et al. 2019,

EduPack 2021

ECF,∥ uniform 230 GPa [225, 260] 10.1
Schürmann 2007,

EduPack 2021

ECF,⊥ uniform 28 GPa [24, 34] 2.9
Schürmann 2007,

EduPack 2021

GCF,⊥∥ uniform 50 GPa [45, 55] 2.9
Schürmann 2007,

EduPack 2021
νCF uniform 0.23 [0.2, 0.23] 0.009 Schürmann 2007

Standard deviations are considered as standard uncertainties for normal distributions. The
standard uncertainty for a uniform distribution on the interval [a−, a+] is calculated by (JCGM100
2008):

u = a+−a−
2
p

3
A5.1

1Ansys (CES) Granta EduPack 2021. https://www.ansys.com/de-de/products/materials/granta-
edupack (accessed on Jan. 5, 2022).

https://www.ansys.com/de-de/products/materials/granta-edupack
https://www.ansys.com/de-de/products/materials/granta-edupack
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Table A5.3: Considered input quantities for FE simulation of flexural specimen; intervals and
standard uncertainties given in same units as their corresponding nominal value;
measured quantities highlighted in gray

Input
quantity Distribution Nominal

value
Interval

Standard
uncertainty

Reference

ξ normal 41 wt.-% - 0.994 Table 5.4
φVoid uniform 2 vol-% [0, 4] 1.16 based on Talreja 2015
φCF normal 48 wt.-% - 2.5 Trauth 2018
dT normal 0.314 mm - 0.042 A_Debowski 2020
γT normal 0° - 0.13 Table 5.6
xT normal 0 mm - 0.25 Table 5.6
yT normal 0 mm - 0.29 Table 5.6
rD normal 7 mm - 1.59 Table 5.7
xD normal 0 mm - 3.24 Table 5.7
yD normal 0 mm - 3.88 Table 5.7

EGF uniform 73 GPa [66.5, 79.5] 3.8
Görthofer et al. 2019,

EduPack 2021

νGF uniform 0.22 [0.21, 0.23] 0.006
Görthofer et al. 2019,

EduPack 2021

EUPPH uniform 3.23 GPa [3.06, 3.4] 0.1
Kehrer & Wicht et al. 2018

Görthofer et al. 2019

νUPPH uniform 0.34 [0.3, 0.385] 0.025
Kehrer & Wicht et al. 2018

Görthofer et al. 2019

ECF,∥ uniform 230 GPa [225, 260] 10.1
Schürmann 2007,

EduPack 2021

ECF,⊥ uniform 28 GPa [24, 34] 2.9
Schürmann 2007,

EduPack 2021

GCF,⊥∥ uniform 50 GPa [45, 55] 2.9
Schürmann 2007,

EduPack 2021
νCF uniform 0.22 [0.2, 0.23] 0.009 Schürmann 2007
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A6 Critical energy release rate for DiCo-SMC

The standard ASTM International D30.06 Committee (2013) was used for the experimental
determination of the critical energy release rate GIC of Dico-SMC. The geometry of the test
specimen is shown in Figure A6.1b. The 2 mm thick test specimens were manufactured with
a fully covered mold. Thus, the planar isotropy of the glass fiber DiCo-SMC. A 0.13 mm thick
Teflon film with a length of 67.5 mm was placed in the middle of the two SMC layers before
compression molding. It defined the initial crack length a0 in the double cantilever beam
(DCB) test. Two loading blocks were bonded to the specimens. The force of the Zmart-Pro
universal testing machine by ZwickRoell was introduced via the loading blocks, with one
rotational degree of freedom remaining. To open the matrix pockets at the end of the Teflon
foil, the specimens were pre-loaded with 15 N. During the test, loading blocks were pulled
apart in the z-direction at a defined speed of 20 mm/min. An ARAMIS camera system from
GOM GmbH was used to track the crack growth (cf. Figure A6.1a). It was coupled with the
force-displacement output of the testing machine. Each image taken by the camera system
provided local strain values of corresponding points along the crack propagation line. The
crack was assumed to have reached a certain point at a local strain rate of 1%. The distance
between individual points was 2 mm.

(a) Experimental setup

50

3
0

35

Teflon foil 67.5

170

17.5

x
z

(b) Technical drawing of DCB specimen

Figure A6.1: DCB specimen and experimental setup

The crack length a, the force P , the displacement δ and the specimen width b are used accord-
ing to Equation A6.1. In addition, a correction factor F is introduced to account for shortening
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of the lever and tilting of the force application. (ASTM International D30.06 Committee 2013)

GI = 3Pδ

2ba
·F A6.1

The averaged force-displacement curve of the eight DCB specimens is shown in Figure A6.2a.
Crack growth occurred exclusively in the plane of the initial crack. The critical energy release
rate GIC can be estimated at the point where the force no longer increases linearly (ASTM
International D30.06 Committee 2013). Averaged over all specimens, it is 0.201 N/mm (cf.
Figure A6.2b), which is in accordance to the order of magnitude for unidirectional GF/epoxy
laminae (Samborski et al. 2019).
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Figure A6.2: Results of DCB experiments for DiCo-SMC
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A7 Convergence study of finite element simulations
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Figure A7.1: Convergence study for FE model of tensile specimen (force-controlled)
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Figure A7.2: Convergence study for FE model of flexural specimen (displacement-controlled)
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A8 Input quantities for surrogate model training

Table A8.1: Considered (x) value domains of input quantities for surrogate model training
(tensile specimen); uniform distribution assumed for obtaining training data within
the whole experimental space (A_Koch 2020)

Considered
input quantity

for composition

DiCo-
SMC

DiCo-SMC
and delami-

nation

CoDiCo-
SMC

CoDiCo-
SMC and
delamina-

tion

Value
domain

ξ0 x x x x [30, 55] wt.-%
ξMR1 x x x x [30, 55] wt.-%
ξMR2 x x x x [30, 55] wt.-%
ξMR3 x x x x [30, 55] wt.-%
ξMR4 x x x x [30, 55] wt.-%
φVoid,0 x x x x [0, 5] vol.-%
φVoid,MR1 x x x x [0, 5] vol.-%
φVoid,MR2 x x x x [0, 5] vol.-%
φVoid,MR3 x x x x [0, 5] vol.-%
φVoid,MR4 x x x x [0, 5] vol.-%

dDiCo x x x x [1.75, 2.5] mm
γT x x [0, 20] °
lD x x [5, 50] mm
xD x x [-25, 25] mm

Table A8.2: Considered (x) value domains of input quantities for surrogate model training
(flexural specimen); uniform distribution assumed for obtaining training data within
the whole experimental space

Considered
input quantity

for composition

DiCo-
SMC

DiCo-SMC
and delami-

nation

CoDiCo-
SMC

CoDiCo-
SMC and
delamina-

tion

Value
domain

ξMR1 x x x x [30, 55] wt.-%
ξMR2 x x x x [30, 55] wt.-%
ξMR3 x x x x [30, 55] wt.-%
ξMR4 x x x x [30, 55] wt.-%
ξMR5 x x x x [30, 55] wt.-%
φVoid x x x x [0, 5] vol.-%
dDiCo x x x x [2.4, 3.5] mm
∆xT x x [-10, 10] mm
∆yT x x [-10, 10] mm
γT x x [-15, 15] °
∆xD x x [-15, 15] mm
∆yD x x [-35, 35] mm
rD x x [0, 10] mm
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A9 Requirements according to VDA 5.1

Equation 8.1 can be rearranged to:

T OLmin ≥ 2 ·U ·100%

15%
A9.1

Table A9.1 gives the calculated minimum tolerances T OLmin according to Equation A9.1
based on the results from the measurement uncertainty analyses (Table 5.4, Table 5.7,
Table 5.6).

Table A9.1: Required minimum tolerances based on German Association of the Automotive
Industry (2011)

ξ (wt.-%) xT (mm) yT (mm) γT (mm) xD (mm) yD (mm) rD (mm)

U 1.987 0.62 0.74 0.29 7.40 7.83 3.45
T OLmin 26.493 8.27 9.87 3.87 98.67 104.40 46.00
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A10 Required safety factors using function-oriented
measurements

The following section serves to ensure the understanding of the discussion of the safety
factor in Chapter 8. As an example, the expanded uncertainty USim of the tensile tests for
41.0.M10 is used, which is about 17.4% of the mean realized stiffness E (cf. Section 7.1.4.2).
Furthermore, a safety factor fSafe of 1.2 is assumed with respect to the minimum required
stiffness Emin.

Assuming that the measurement results are normally distributed with the uncertainty u = uc,Sim

around the measured value ŷ , the probability that the function is fulfilled can be calculated
according Equation A10.1, using Equation A10.2 and A10.3.

P (x ≥ Emin) =
∫ ∞

Emin

1p
2πu2

e−
(x−ŷ)2

2u2 dx = 0.97725 A10.1

ŷ = E = fSafe ·Emin = 1.2 ·Emin A10.2

u = uc,Sim = USim

2
≈ 0.174 ·E

2
= 0.174 ·1.2 ·Emin

2
≈ 0.1 ·Emin A10.3
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