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ABSTRACT

In Canonical Workflow Framework for Research (CWFR) “packages” are relevant in two different directions. 
In data science, workflows are in general being executed on a set of files which have been aggregated 
for specific purposes, such as for training a model in deep learning. We call this type of “package” a data 
collection and its aggregation and metadata description is motivated by research interests. The other type of 
“packages” relevant for CWFR are supposed to represent workflows in a self-describing and self-contained 
way for later execution. In this paper, we will review different packaging technologies and investigate their 
usability in the context of CWFR. For this purpose, we draw on an exemplary use case and show how 
packaging technologies can support its realization. We conclude that packaging technologies of different 
flavors help on providing inputs and outputs for workflow steps in a machine-readable way, as well as on 
representing a workflow and all its artifacts in a self-describing and self-contained way.

1. INTRODUCTION

In the position paper Canonical Workflow Framework for Research (CWFR) [1] the idea was presented, 
to increase the efficiency and reproducibility of research by using workflows of parameterizable, reusable, 
canonical steps to describe and execute recurring patterns in research. At execution time, the state of each 
step is preserved in so called CWFR State Digital Objects (CWFR-DO) which are supposed to be FAIR 
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Digital Objects (FAIR DOs) strongly based on persistent identification and typing in order to realize the 
well known FAIR principles in a machine-actionable way. Each workflow step may add outputs, e.g., single 
properties or FAIR DOs referring to data, to a new CWFR-DO also containing all outputs of previous steps. 
This results in a complete view on the workflow states at each step and also allows to resume the workflow 
from each step re-using previously obtained results.

In this paper we like to discuss the potential role of packaging technologies in CWFR. By packaging 
technology we mean a technical solution for aggregating information, e.g., data and metadata, in a possibly 
self-describing way allowing third parties to extract and reuse these information without in-depth knowledge 
about the context in which the package was created. Thus, packages can have different important roles in 
canonical workflows, e.g., to describe aggregations of input or output data or to describe a fully orchestrated 
workflow including all contextual information necessary for its execution. This description can serve as an 
execution template and can also be enriched by provenance information at execution time. In the following 
chapter, existing packaging technologies will be evaluated with a focus on their feasibility to fill at least 
one of the aforementioned roles. Afterwards, possible approaches for applying adequate packaging 
technologies to CWFR are presented by means of a basic example workflow. Finally, conclusions and an 
outlook to future work will be given.

2. ST ATE OF THE ART

In this chapter we give an overview about a selection of packaging technologies and we evaluate their 
applicability for canonical workflows. There are plenty ways of creating packages or comparable structures 
available that can be, for the sake of clarity, grouped in two categories:

File-based approaches allow to aggregate resources, typically files, in a defined structure and allow to 
include metadata for providing further information about the aggregation itself or its contents.

Hierarchical collections have similar characteristics than file-based approached but also offer interfaces 
for accessing their content remotely.

Based on this categorization, we selected a few packaging technologies on which we like to take a closer 
look in the following sections. On the one hand, this selection was influence by our own experience. On 
the other hand, we want to focus on packaging technologies which are independent from a specific platform 
or a scientific domain they are focussing on.

2.1 Fi le-based Approaches

Packaging formats are the most basic form of file-based packages. They typically reflect local file structures 
enriched by small amounts of metadata. The metadata is stored in files as part of the package and gives 
a basic description about the content of the package. Examples for packaging formats are Frictionless 
Data [2] and BagIt [3].
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Frictionless Data initially started as a packaging format for tabular information, e.g., fiscal data, allowing 
to provide information helping to understand the structure of contained tabular data, e.g., in CSV format. 
Nowadays, Frictionless Data offers a couple of specifications, which are in principle JSON schemas that 
can be combined and used to describe custom packages, e.g., containing data resources. This has opened 
Frictionless Data for additional fields like machine learning where it is used as internal data format for the 
well-known Kaggle platform [4].

BagIt is specified as a generic packaging format. It was primarily designed to package hierarchical file 
structures. In the first place, a bag is a local directory containing bag-related key-value metadata encoding 
information, e.g., BagIt version. The payload is placed in a dedicated sub-directory and a manifest file 
contains checksums for all payload elements in the bag. For providing additional, descriptive metadata, 
BagIt offers to include tag files. Tag files are treated the same way as payload, but there is no specific 
location prescribed where they must be located in the bag, which makes it hard to find tag files containing 
specific metadata required for a certain purpose. To address this issue, the RDA Working Group on Research 
Data Interoperability published a recommendation document [5] on an approach on how to create self-
describing bags. Thus, the main difference between BagIt and Frictionless Data is, that for BagIt the payload 
of a bag is supposed to be treated semantically opaque, i.e., the consumer should handle the payload as 
uninterpreted octets. This makes it hard for third party consumers to identify a specific payload element for 
a certain purpose.

With Research Object Crate (RO-Crate) [6] there is another candidate in the group of file-based 
approaches. It relies on schema.org [7] for providing metadata allowing to understand and reuse the content 
of an RO-Crate but can be flexibly extended to support additional schemata. An RO-Crate is supposed to 
be self-describing and self-contained. The main elements of an RO-Crate are a JSON-LD metadata file and 
optionally payload files located relatively to the metadata file or added by reference, which allows an easy 
implementation on top of existing platforms. An RO-Crate may contain a Website representing its content in 
a human-readable form. The specification adopts certain schema.org elements to describe and contextualize 
research data. In addition, RO-Crate adopts the Bioschemas profiles [8], which extends the schema.org 
vocabulary by additional types to describe for example computational workflows, genes or samples.

2.2 Hi erarchical Collections

In contrast to file-based packages we consider hierarchical collections as a dynamic representation of 
different kinds of resource references in a structured manner.

One generic approach for representing collections is described by the Portland Common Data Model 
(PCDM) [9]. It allows to model rich hierarchies of collections. PCDM is based on RDF supporting three different 
elements: Collection, Object and File, with each of them having different kinds of associable information. 
It supports widely adopted vocabularies and standards like Dublin Core Terms and OAI-ORE [10]. PCDM is 
implemented for Fedora-based repositories like Hydra [11]. It is also mentioned in the RDA recommendation 
of the Research Data Collections Working Group [12] pointing out its lack of a generic, machine-readable 
interface.
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In order to fill this gap, the Research Data Collection WG created a generic API specification incorporating 
other, FAIR DO-related recommendations of the RDA, e.g., persistent identifier support and data typing. 
From the model perspective, the proposed API is based on two elements: Collections and Members, whereas 
a collection can also be a member of another collection. Additional properties allow to restrict a collection 
to members of a specific type, its size or its fixature. Furthermore, licensing and model information can be 
associated with collections. For member items, their type and ontology can be defined allowing to provide 
semantic information. Implementing the API specification allowed us to gain some experience and to apply 
the recommendation to scientific use cases.

3. PR OBLEM FORMULATION

In data science, the input of a workflow step is often a set of files, which has been aggregated for specific 
purposes, such as for training a model in deep learning or processing a set of raw data of a specific kind. 
The same applies to outputs, which are supposed to be reused in subsequent workflow steps. Figure 1 
presents a workflow, which strongly deals with exchanging data structures between workflow steps. This 
workflow realizes a processing chain of digitized, medieval manuscripts applying an automatic layout 
analysis, the ingest into a research data repository and the transformation of layout features into annotations, 
which are supposed to be modified in a manual process by humanities scientists using standardized 
interfaces at the end of the workflow.

Figure 1. Sample workfl ow using packages for data exchange between workfl ow steps.

Figure 1 shows a data processing workflow starting with a local data structure Manuscript (local) 
aggregating all digitized pages of a medieval manuscript as well as descriptive metadata about the entire 
manuscript in TEI XML format [13]. In the first workflow step, feature extraction is applied to all image files 
in Manuscript (local) using a feature extraction pipeline of several tools. An additional file containing all 
extracted features in PAGE XML format [14] is created locally and added to the data structure called now 
Manuscript + Features (local). In the next step, all local data are ingested in a research data repository 
resulting in Manuscript + Features (Repository) now offering Web-resolvable URLs to refer to all elements, 
e.g., digitized manuscript pages, descriptive metadata and features in PAGE XML. In a final step, annotations 
following the Web Annotation Data Model [15] are created from PAGE XML and ingested in a Web 

D
ow

nloaded from
 http://direct.m

it.edu/dint/article-pdf/4/2/372/2012369/dint_a_00137.pdf by KAR
LSR

U
H

E IN
ST F. TEC

H
 user on 05 July 2022



376 Data Intelligence

Evaluation of Application Possibilities for Packaging Technologies in Canonical Workfl ows

Application Protocol Server. Afterwards, references to all annotations are also part of the data structure now 
called Manuscript + Features + Annotations (Repository, WAP Server). At the end of the workflow, users 
may add additional annotations or modify existing annotations manually, that are written directly to the 
WAP Server.

Assuming that this workflow is implemented using canonical steps, which can be reused in different 
contexts by minor customization, puts some requirements on the aforementioned data structures. These are:

•  A machine should be able to decide, whether a connected input can be used by a certain canonical step.
•  Elements of a given data structure should be accessible in a machine-readable way and should be 

remotely resolvable, where possible, also during external workflow execution.
•  For data, which is not remotely resolvable, a machine-readable workflow representation with the 

possibility to include data and software should be supported.

4. APP LYING PACKAGING TECHNOLOGIES FOR DATA AND WORKFLOW EXCHANGE

To meet the requirements described in the previous section, we first want to look at the inputs and outputs 
of workflow steps starting with the first step, the feature extraction. The easiest way of providing aggregations 
of data is using packaging formats. Preparing a local directory containing files in a certain structure is something 
natural. By including additional metadata, the content of a package can be sufficiently described. Due to the 
assumption that all payload is opaque in BagIt-based packages, we take a closer look at Frictionless Data.

The minimum data package contains a single file datapackage.json with metadata about the package 
itself and its content. Listing 1 shows a metadata file with minimum entries following the Data Package 
specification of Frictionless Data. Besides these basic human readable properties it is also recommended 
to add a globally unique identifier to each package in order to be able to refer to and update the package, 
if required.

Listing 1. Minimum content of datapackage.json.
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For referencing data, the resources element is used. In the minimal case, a resource element contains a 
path property pointing to a file stored relatively to datapackage.json or to a URL. In addition, further 
metadata describing the file format, its media type or even a validation schema can be provided. As a result, 
the resources section might look as shown in listing 2.

Listing 2. Resources section of datapackage.json.

Properties like mediatype, bytes, or hash allow the selection of appropriate readers and basic validation. 
The schema property as part of the manuscript metadata resource even allows a validation of the referenced 
XML document. These properties together with its easy creation makes Frictionless Data well suited for use 
cases where local files are required as inputs for canonical steps. If this is not required, other options to 
represent inputs as well as outputs exist. In the context of this paper we will investigate the applicability 
of hierarchical collections, i.e., the Collection API specification [16] recommended by the RDA Research 
Data Collections WG, for this purpose. The specification aims to support the concept of FAIR DOs while 
providing a domain agnostic representation of hierarchical collections. It supports data types as recommended 
by the RDA Data Type Registries WG [17] and offers a machine-readable interface. In Figure 2 we modelled 
the data structure Manuscript + Features (Repository), which is the output of the data ingest step shown in 
Figure 1.
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Figure 2. Manuscript + Features (Repository) data structure modelled as collection.

We are using four different elements:

Manuscript Collection: This element serves as collection root aggregating data and metadata of a single 
manuscript. It has a (local) identifier representing the name of the manuscript, and a property modelType, 
which can be a value from a controlled vocabulary or a PID to uniquely identify the collection model.

Manuscript Metadata: This node is a member item of Manuscript Collection. It has a (local) identifier 
classifying the node as manuscript metadata in a human-readable way, and it has a data type assigned 
which may classify the referenced content as metadata in TEI XML format.

Features: This member item refers to the extracted features from all manuscript pages obtained during 
feature extraction. It has a local identifier and a data type assigned which may classify the referenced 
content as metadata in PAGE XML format.

Manuscript Page: Finally, the collection contain one or more Manuscript Page nodes. Figure 2 only 
shows one exemplary node. Their local identifiers are representing the name of the manuscript page and 
they have a data type assigned, classifying them to hold e.g., TIFF images.

A data structure following this model can be automatically created by the workflow step using the 
machine-readable interface. Specific properties, e.g., modelType or dataType, are assigned using corresponding 
data type PIDs. Properties like id or location are filled in during the data ingest. For reasons of reusability 
it can be decided, whether PIDs are assigned to the entire collection, to member items, to both of them or 
none at all. In any case, the collection is Web-resolvable if the service is publicly available. One big 
advantage is, that the collection can be reused by any other workflow step supporting the collections’ 
modelType.

By now, we presented two ways on how to provide inputs and outputs to workflow steps: Frictionless 
Data packages allowing to provide local files including metadata for further description, and Collections 
supporting Web-resolvable data, typing and a machine-readable interface. In the following we tackle the 
challenge on how to represent a canonical workflow including input and outputs as well as all workflow 
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steps and their relationships in a machine-readable way. Within the scope of this paper we like to focus 
on RO-Crate packages as they are flexible as well as easy to implement.

The central element of an RO-Crate is a metadata file ro-crate-metadata.json containing JSON-LD 
metadata following the schema.org vocabulary, optionally extended by the Bioschemas profile. This file 
contains a graph of elements, e.g., datasets, contextual information or workflows. Listing 3 shows the root 
identified by id ./ and an element describing the ro-crate-metadata.json file.

Listing 3. Root element description in ro-crate-metadata.json.

Now, we want to describe our workflow, which is done by listing all workflow steps using the hasParts 
element. In our example we have four steps. For reasons of readability we identify them by their human-
readable names. The result is presented in listing 4. For each identifier we need a section describing the 
corresponding step. This section may contain all details we are able to provide, but at least information 
identifying the canonical step we use, e.g., its PID, and specifying its inputs and outputs.

Listing 4. References to workfl ow parts in ro-crate-metadata.json.
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Listing 5 shows the section with id FeatureExtraction. We define FeatureExtraction as an element of type 
ComputationalWorkflow, which is a term from the Bioschemas profile specified by the conformsTo property. 
We also provide a property url, which is a PID pointing to a canonical step. However, it is also possible 
to refer to a software package also described in the same RO-Crate.

Listing 5. Description of each workfl ow step in ro-crate-metadata.jsonfl oat.

Finally, we include input and output elements referring to other ids, again by human-readable names 
for reasons of readability. Listing 6 shows the definition of both: the input and the output. In contrast to the 
output, the input is defined as file named manuscript.zip. Thus it will be shipped with the RO-Crate allowing 
a remote workflow execution. Alternatively, the input can also be provided as Web-resolvable URL or PID 
using the url property, e.g., for using a hierarchical collection as input. The output is only identified by an 
id, which is due to the fact, that the output not yet exists. Finally, input and output contain additionalType 
and format properties which can be used to give additional, machine-readable information about the 
element type and format, preferably as types defined in a Data Type Registry or by a value from a controlled 
vocabulary.

The remaining steps of the workflow can be defined in the same way. Links between steps via their output 
can be easily achieved by using an output identifier as input identifier for a subsequent step. There are 
plenty other options for adding contextual and descriptive information to the RO-Crate depending on its 
envisioned use and particular requirements.
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Listing 6. Input and output elements in ro-crate-metadata.json referring to Frictionless Data package.

5. DISCUSSION AND CONCLUSIONS

Summarizing, we can successfully apply packaging technologies to the presented workflow. They help 
on the one hand for representing different kinds of inputs and outputs of canonical steps, on the other hand 
to represent a workflow in a self-describing and self-contained way, e.g., for external execution. For 
providing inputs and outputs we presented the choice between Frictionless Data and the Collection API 
depending on boundary conditions and requirements. Where Frictionless Data is easy to use, the Collection 
API offers Web-resolvable and citable representation of data and metadata.

To make this possible for Frictionless Data packages as well, some steps have to be taken, e.g., to make 
them available as FAIR DOs. If this is not required, data can also be provided together with a reusable 
workflow representation. For this purpose we considered RO-Crate, which offers many possibilities for 
describing canonical workflows in JSON-LD for later execution. It uses the rich vocabulary of schema.org 
extended by Bioschemas profiles. This offers the big advantage, that an RO-Crate can be used as machine- 
as well as human-readable description of workflows. For the presented workflow, this is a huge benefit as 
the transitions between workflow steps can be well defined. Furthermore, the workflow can be described 
as a whole including information about the software version which has been used, e.g., for feature extraction. 
This allows to quickly identify affected results if there was an issue with a certain software version.

Among other things, the challenge on how to deal with state information collected during workflow 
execution remains open. What is certain is that none of the evaluated packaging technologies seems to 
offer a sufficient degree of flexibility to store all kinds of information which may be produced by workflow 
steps. Especially the question on how to include a primitive value, e.g., TRUE to state that an ethical review 
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has been applied successfully, requires additional investigation. In such cases, a more flexible solution, 
e.g., using CWFR State Digital Objects, might help but requires further investigation.

However, the application of packaging technologies is not limited to one use case but can be beneficial 
for canonical workflows in general. Agreeing on a selection of self-describing packaging formats for data 
exchange could improve the reusability of data between canonical steps on the one hand, and it could 
extend the applicability of canonical steps to data from other sources on the other hand. The same applies 
for using packaging technologies to describe workflows in a machine-readable and self-contained way. 
Here, too, packaging technologies can help to further concretize the idea of canonical workflows and bring 
it closer to implementation.
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