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Abstract

Organic semiconductors are a versatile class of materials. In addition to
their use in organic solar cells and organic field-effect transistors, their main
application is in organic light-emitting diodes (OLEDs), which are used in
modern smartphone displays and high-end televisions. Due to their amorphous
structure, many of the already known concepts and models from the field of in-
organic semiconductors can not be transferred, motivating the research of new
methods, which are specifically aimed at describing organic semiconductors.
In particular, a fast, computer-aided prediction of relevant device parameters
would be an important success, since the chemical space of possible materials
is large and the traditional route via synthesis, deposition and subsequent
experimental characterization of new materials is extremely time and cost
intensive.

In this work, therefore, two different methods that simulate the process of
physical vapor deposition of organic semiconductor materials at the atomistic
level are investigated. For this purpose, both pure films and mixtures of
different materials known from literature are generated in silico. The packing
and orientation of the molecules in these film are analyzed and their effect
on experimentally accessible parameters is studied. For validation, these
results are then compared with data from already published measurements. To
conclude the work, an artificial neural network based method for improving
the force fields used in the deposition simulation is presented, which is then
tested on a realistic material.
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Zusammenfassung
Organische Halbleiter sind eine vielseitig einsetzbare Klasse von Materialien.
Neben der Verwendung in organischen Solarzellen und organischen Feldeffek-
transistoren finden sie ihre Hauptverwendung in organischen Leuchtdioden
(OLEDs, engl.: organic light-emitting diodes), die in modernen Smartphonedis-
plays und High-End Fernsehern verbaut sind. Aufgrund ihrer amorphen Struk-
tur können viele bereits bekannte Konzepte und Modelle aus dem Bereich
inorganischer Halbleiter nicht übertragen werden, was die Erforschung neuer
Methoden speziell zur Beschreibung organischer Halbleiter motiviert. Vor allem
eine schnelle, computergestützte Vorhersage von relevanten Geräteparame-
tern wäre ein wichtiger Erfolg, da der chemische Raum möglicher Materialien
groß und der traditionelle Weg über Synthese, Deposition und anschließen-
der experimenteller Charakterisierung neuer Materialien äußerst zeit- und
kostenintensiv ist.

In dieser Arbeit werden daher zwei unterschiedliche Verfahren, welche den
Prozess der physikalischen Gasphasenabscheidung von organischen Halbleit-
ermaterialien auf atomistischer Ebene simulieren, untersucht. Dazu werden
sowohl Reinfilme als auch Mischungen verschiedener literaturbekannter Ma-
terialien in silico erstellt. Die Packung und Orientierung der Moleküle im
Film wird analysiert und deren Auswirkung auf experimentell zugängliche
Parameter untersucht. Zur Validierung werden diese Ergebnisse anschließend
mit publizierten experimentellen Daten verglichen. Zum Abschluss der Arbeit
wird weiterhin ein auf künstlichen neuralen Netzen basierendes Verfahren
zur Verbesserung der verwendeten Simulationskraftfelder vorgestellt, welches
dann an einem realistischen Material getestet wird.
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Introduction 1
1.1 Background

The presentation of the first iPhone in 2007 by Apple Inc. [1] marked a turning
point in the mobile phone industry and led to a rapidly growing market of
smartphones with touchscreen displays. The trend towards larger screens and
higher pixel density in conjunction with thinner phones and thus less room
for batteries is increasing the demands on modern display technologies and
materials: high energy efficiency, thin layers, bright colors and high contrast.

Organic semiconductors build the basis of organic light emitting diodes (OLEDs)
which meet the demands of modern display industry. In 1987, Tang et al. pub-
lished the first OLED design (see fig. 1.1) [2], building the fundament of
technological progress in device design and material selection. Since then,
OLED displays have found their way into TVs, smartphones, watches and other
wearable devices [3, 4, 5]. Compared with liquid crystal-based displays (LCDs),
which were used in all iPhones until 2017 [6], they offer a theoretically perfect
contrast ratio and a mechanical flexibility which enables the production of
smartphones with a foldable display [7]. This is possible due to the fact that
OLED displays consist of thousands of small individually contrallable, self emit-
ting pixels. Each pixel itself is a stack of several thin (in the order of 100 nm)
layers of different organic materials between two electrodes. These organic
materials are typically referred to as organic semiconductors, which can also
be used in other applications such as organic photovoltaics (OPV) [8, 9] or
organic field effect transistors (OFET) [10, 11]. The thin films are generally
either fabricated by a dry process such as physical vapor deposition (PVD) or
by a wet process such as ink-jet printing [12, 13]. As of today the dry process is
the industry standard due to the achieved higher device efficiencies and better
lifetimes [14]. Understanding the influences of the deposition process on the
final film properties is therefore a key ingredient in the developement process
of new OLED materials.

1



Fig. 1.1.: Schematic view of the OLED as shown in [2]. Indium tin oxide (ITO)
serves as the anode, while an alloy of Mg and Ag (10:1 ratio) is used as
the cathode. Between both electrodes there are thin layers of an aromatic
diamine and the fluorescent material 8-hydroxyquinoline aluminum (Alq3).

Compared with the initially strictly fluorescent OLEDs, vast improvements
have been made in increasing the efficiency [15], most notably through the
introduction of heavy-metal (e.g. Ir) complexes in the emitter molecule [16].
Due to their enhanced spin-orbit coupling, these emitters allow for radiative
transitions from triplet states (phosphorescence), which are forbidden by
spin selection rules in normal fluorescent OLED emitters. This leads to a
huge improvement in device efficiency since statistically 75% of the activated
emitters are in a triplet state, limiting the internal quantum efficiency (IQE) of
fluorescent emitters to 25%. However, finding high efficient blue emitters is
still an open challenge of high relevance for the design for future OLED stacks
[17, 18]. To this end other strategies have been used to overcome the limit
for fluorescent emitters, for example by taking advantage of the thermally
activated delayed fluorescence (TADF) process [19, 20, 21].

Besides the influences of device fabrication and interplay with other materials
in an OLED stack, finding new materials in the vast chemical space of theo-
retically possible organic semiconductors [22, 23] is time intensive and costly
due to the long process of synthesis, deposition and subsequent measurement.
To aid and guide this process several computer assisted methods haven been
developed during the past decade. These methods cover a wide range of ap-
plications: from calculating electronic bulk properties [24, 25] and mobilities
[26, 27, 28] starting from ab initio calculations on atomistic structures [29]
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towards the simulation of charge transport in whole devices by solving drift
diffusion equations [30] parametrized by measurements or empirical data.

1.2 Focus and aim of this thesis

The focus of this thesis lies in the in silico generation and subsequent analysis of
small structures consisting of realistic organic semiconductor molecules. Two
different structure generation methods, both aimed at simulating the physical
vapor deposition of small organic molecules, are used to create atomistic struc-
tures containing 1000-2000 molecules each. Based on these structures several
measurable film properties are calculated and compared with experimental
values. The aim of this thesis is to validate and improve existing simulation
workflows and develop new ones. This is realized by: (a) implementing and
introducing a new deposition approach based on molecular dynamics (MD),
(b) comparing it to an existing workflow and (c) presenting a sampling and
training procedure for an artificial neural network (ANN) aimed at predicting
changes in the total energy and partial charges of a molecule upon a rotation
of dihedral fragments, which is subsequently implemented and used in one of
the deposition simulation schemes.

1.3 Structure of the thesis

The thesis is divided into six main content chapters. Chapter 2 starts by
introducing the theoretical background behind the methods and analysis used
throughout this work. The basic concepts of organic semiconductors and how
they are used in devices like OLEDs are shown in chapter 3. In chapter 4 all
methods used to either simulate the deposition or analyse simulated thin film
structures are explained. The methods are then used in chapter 5 to create
pure thin film morphologies of four well known organic semiconductors (BCP,
BPhen, NPB and CBP). The density of all films is calculated and compared to
experiment. Additionally, the anisotropy of the films is analysed by calculating
the extra-ordinary and ordinary components of the refractive index. In chapter
6, mixed systems containing an organic host material and different emitter
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guest molecules are simulated and the orientation of the emitter molecules is
studied by comparing the optical and electrical orientations to experimental
data. In chapter 7 an artificial neural network (ANN) forcefield used for the
prediction of dihedral energies is extended by a sampling method used to
create new training data. The same ANN structure is then also used to predict
changes in the partial charges of a molecule. The workflow is tested using NPB
as a testcase and the resulting ANNs are implemented and used in one of the
deposition approaches.
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Theoretical Background of
Molecular Simulations

2
This chapter explains the fundamental physical models used for the simulations
and calculations performed in this thesis. It starts by introducing the basics
of density functional theory in section 2.1, which is used throughout this
thesis to study the electronic structure of small organic molecules. Section
2.2 deals with the principles of molecular mechanics which are used in the
workflows described in chapter 4 to simulate the deposition process of small
organic molecules on an atomistic level. Section 2.3 briefly covers the theory
of refraction in dielectric materials.

2.1 Quantum Chemical Calculations

The aim of quantum chemical calculations is to accurately predict the electronic
structure of a given set of atoms or molecules, which is fully defined by the
time-dependent Schrödinger equation:

i~
∂

∂t
|ψ(t)〉 = Ĥ |ψ(t)〉 (2.1)

where Ĥ is the Hamilton operator of the specific system and ψ(t) the wave-
function describing the systems state. While small systems like the hydrogen
atom can be solved analytically, bigger systems become increasingly more
difficult to solve. Therefore, several methods and approximations for solving
equation 2.1 have been developed. The most prominent one being the Born-
Oppenheimer approximation [31], which separates the motion of the atomic
nuclei from the electronic motion. This serves as the basis for most electronic
structure calculations methods and is introduced in the next section. In the
following subsections the principles behind density functional theory (DFT)
are explained.
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2.1.1 Born-Oppenheimer approximation

The Hamilton operator Ĥ of a molecular system, consisting of NC atomic
nuclei and Ne electrons, can be written as the sum of the kinetic and Coulomb
parts of its constituents:

Ĥ = T̂N + T̂e + V̂Ne + V̂ee + V̂NN

T̂N = −~2

2

NC∑
j=1

1
Mj
∇j T̂e = − ~2

2me

Ne∑
i=1
∇i

V̂Ne = − 1
4πε0

NN∑
j=1

Ne∑
i=1

Zje
2

rij
V̂ee = 1

4πε0

Ne∑
j=1

Ne∑
i=j

e2

rij

V̂NN = 1
4πε0

NN∑
j=1

NC∑
i=j

ZiZje
2

Rij

(2.2)

Solving this equation gets increasingly challenging with growing system size
and is effectively impossible for most molecular systems of scientific interest.
One way of simplifying equation (2.2) is to separate the electron motion from
the nuclear motion. For the electronic part of the equation the kinetic operator
of the nuclei is TN ≈ 0, which is a reasonable approximation due to the
much larger mass of the nuclei. This leaves an electronic equation which only
parametrically depends on the nuclear coordinates:

Ĥeψi = (T̂e + V̂Ne + V̂ee + V̂NN )ψi (2.3)

2.1.2 Density functional theory (DFT)

With the growth of available computational power of the last decades, several
computational approaches have been developed to solve (2.3), one of the most
widely used ones being density functional theory (DFT). DFT, as the name
suggests, calculates the electronic structure of a given system by estimating
the correct electron density ρ(r) rather than the molecular orbitals ψi. The
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density itself can be calculated from the molecular orbitals together with their
occupation number ni (which is either 0, 1 or 2):

ρ(r) =
∑
i

ni |ψi(r)|2 (2.4)

The basis of this approach has its origin in the Hohenberg-Kohn theorems
(HK) published by Walter Kohn and Pierre Hohenberg in 1964 [32]. The first
theorem states that the external electric potential of the nuclei in equation
(2.3) uniquely defines the ground state density of the system and vice versa.
The second theorem states that ground state energy for a given system can be
written as a functional of the density which has the exact ground state energy
as a lower bound:

E [ρ] ≥ E0 (2.5)

In theory, this enables the calculation of the correct ground state energy from
the electronic density in a variational approach. In 1965 the Kohn-Sham (KS)
formalism was introduced to tackle this problem [33]. In this formalism the
real system is replaced by an auxiliary KS system of non-interacting particles
in an effective potential Veff . The effective potential is chosen in such a way,
that the density of ground state density of the KS system matches the one in
the real system. The Schrödinger equation for the auxiliary system (also called
Kohn-Sham-equation) is[

− ~2

2me
∇2 + Veff

]
ϕi (r) = εiϕi (r) (2.6)

with the KS orbitals ϕi. The effective potential can be divided into three
contributions:

Veff = Vext (r) +
∫

ρ (r)
|r− r′| + VXC [ρ (r)] (2.7)

The first contribution is the external potential given by the electrostatic poten-
tial of the atomic nuclei (same as V̂Ne in equation (2.3)). The second part is
the Hartree part, which describes the coulomb repulsion between the electrons.
The third part comprises the missing correlation and exchange contributions
and is unknown. Therefore, some assumption for VXC [ρ (r)] has to be made in
order to solve a specific problem. (see 2.1.3).
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real system KS system

same ρ (r)

Veff

(a) Auxiliary KS system

Evaluate E [ρ (r)]

Calculate ρ (r) Calculate Veff

Solve KS for ϕi

(b) KS workflow

Fig. 2.1.: (a) The real system, consisting of N interacting particles, is substituted by
an auxiliary system with N non-interacting particles in an effective potential
Veff . The auxiliary system is defined in such a way that the particle density
matches the one in the real system.
(b) The KS equations are solved iteratively, starting from a first guess of
ρ (r). The procedure stops when the total ground state energy E [ρ (r)]
converges.
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Since the density depends on the effective potential and the effective potential
itself depends on the density. After guessing a starting value for ρ (r), an
iterative procedure is used to solve the KS equation (see 2.1).

2.1.3 Exchange correlation functional

The exchange correlation potential VXC [ρ (r)] is an unknown contribution in
the Kohn-Sham formalism and subject of many studies. It is closely related to
the exchange correlation energy EXC [ρ (r)], often referred to as the exchange
correlation functional via:

VXC [ρ (r)] = δEXC [ρ (r)]
δρ (r) (2.8)

Since the formulation of the Kohn-Sham equations several approaches have
been published, often tailored to the specific problem at hand. In the following
the local density approximations (LDA), the generalized gradient approxima-
tions (GGA) aswell as the hybrid functional B3LYP, which was used throughout
this work, are quickly introduced.

In the local density approximation the exchange correlation energy can be
written as:

ELDA
XC [ρ (r)] =

∫
ρ (r) (εx (ρ (r)) + εc (ρ (r))) dr (2.9)

where εx and εc are the per particle exchange and correlation parts of a
homogeneous electron gas, which only depend on the value of the electron
density at each point in space. While the exchange part of this is analytically
know, only approximations exist for the correlation part resulting in several
different types of LDA functionals available. The next more general form also
includes a dependency on the gradient of the density at each point in space
and is called the generalized gradient approximation (GGA):

EGGA
XC [ρ (r)] =

∫
ρ (r) (εx (ρ (r) ,∇ρ (r)) + εc (ρ (r) ,∇ρ (r))) dr (2.10)

While LDA and GGA functionals achieve reasonable results for semiconduct-
ing [34] or transition metal crystal structures [35], they are worse for the

2.1 Quantum Chemical Calculations 9



prediction of the electronic structure of small organic molecules. Therefore,
in this work the Becke 3-parameter Lee–Yang–Parr (B3LYP) [36] functional
was used which achieves good results for a large set of organic molecules
[37]. The B3LYP is a hybrid functional, which means that it mixes parts of the
exact exchange energy from a Hartree-Fock calculation with other exchange
correlation functionals. The exact mixing parameters are more or less random
and often fitted empirically. The B3LYP functional specifically is defined as
[38]:

EB3lYP
XC = 0.8ELSDA

X + 0.2EHF
X + 0.72∆EB88

X + 0.81ELYP
C + 0.19EVWN

C (2.11)

where ELSDA
X is the known exchange part of the local spin density approxi-

mation [39], EHF
X is the exact exchange from a HF calculation, ∆EB88

X is the
gradient correction for the exchange energy by Becke [40], ELYP

C is the corre-
lation functional of Lee, Yang and Parr [41] and EVWN

C is the local correlation
functional of Vosko, Wilk and Nusair [42].

2.1.4 Excited state calculations

While technically being a method for explicitly ground state calculations, DFT
can also be used to compute excited state and response properties with the
ansatz of time-dependent-density-functional-theory (TDDFT). At the core of
TDDFT is the Runge-Gross theorem [43] which states (similarly to the KS
theorem) that the time dependent external potential Vext (r, t) is uniquely
defined by the time dependent density ρ (r, t). Together with the van Leeuwen
theorem [44], which ensures that ρ (r, t) can be reproduced by a system of
non-interacting particles, a time-dependent KS approach can be formulated.

Suppose the system of interest is in its ground-state with a time indepen-
dent external potential and at t = t0 a time-dependent external potential is
introduced:

Vext (r, t) = V 0
ext (r) + V 1

ext (r, t) Θ (t− t0) (2.12)
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with the Heaviside step function Θ. For t < t0 the system can be solved using
the standard KS approach presented in section 2.1.2. Starting at t = t0 the
system is described by the time-dependent KS system:[

− ~2

2me
∇2 + Veff (r, t)

]
ϕi (r, t) = i

∂

∂t
ϕi (r, t) (2.13)

The effective time dependent potential can again be divided into three contri-
butions:

Veff (r, t) = Vext (r, t) +
∫

ρ (r, t)
|r− r′| + VXC [ρ (r, t)] (2.14)

Where the time-dependent density can be calculated from the time-dependent
KS orbitals via:

ρ(r, t) =
∑
i

ni |ϕi(r)|2 (2.15)

The solution of these set of equation boils down to the solution of the initial
state for t < t0 using the standard KS approach and a subsequent time propa-
gation of the KS orbitals. Again the problem is shifted to the time-dependent
exchange correlation functional, for which approximations have to be made.

Many problems of interest for molecular systems, like the calculation of excited
state energies and polarizabilities, can be described by a small external poten-
tial V 1

ext in eq. (2.12). In this case the desired properties can be calculated with
a pertubative ansatz which is generally referred to as linear-response theory or
linear response TDDFT. A further in detail description of this can be found in
[45].

2.1.5 Transition dipole moment

An important property for discussing emission and excitation inside a molecule
is the transition dipole moment ~Mif between an initial electronic state Ψi and
a final electronic state Ψf of the molecule. It is defined as:

~Mif = 〈Ψf |~µ|Ψi〉 =
∫

Ψ∗f (r) ~µΨi (r) dr (2.16)

with the electric dipole moment ~µ of the molecule:

~µ = −e
∫

rρ (r) dr + e
∑

ZiRi (2.17)
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The connection of this expectation value to light absorption and emission pro-
cesses was first made by Dirac in 1927 [46]. For a given transition the squared
absolute value

∣∣∣ ~Mif

∣∣∣2 is directly proportional to the transition probability and
the direction of the vector is parallel to the polarization of the light. [47]

2.2 Molecular mechanics

Modeling large molecular systems like polymers or a collection of many individ-
ual smaller molecules, quickly outgrows the capabilities of ab initio quantum
chemical calculations due to the cubic scaling of the calculation time with
respect to the number of basis functions. Even with the strong increase of
low-cost computational power combined with parallelized ab initio algorithms,
the study of systems with more than 105 − 106 atoms seems out of reach
for the foreseeable future. For example Seritan et. al. recently reported a
total computation time of 103 to 104 s per energy and gradient evaluation
for a system containing less than 1000 atoms on modern GPU architectures
[48]. Molecular mechanics approaches circumvent this dilemma by using a
classical forcefield in which the atomic nuclei interact, entirely neglecting the
individual electronic structure, which often is not the focus of interest anyway.
The used molecular mechanical forcefield is typically split into bonded and
non-bonded parts, which themselves have different bonded and non-bonded
terms. The forcefield is usually parameterized either empirically with the
aid of experimental data or by the fitting of specific parameters to ab initio
calculations.

In this section I will introduce two different approaches of molecular mechan-
ics, which where used for the structure simulations in this thesis. At first, I
will explain the concepts behind molecular dynamics, where the particle tra-
jectories are simulated by direct time-integration of the underlying molecular
mechanical forcefield. After that, I will describe the basics behind Monte Carlo
based algorithms.

12 Chapter 2 Theoretical Background of Molecular Simulations



2.2.1 Molecular Dynamics

As mentioned above molecular dynamics (MD) aims to predict the microscopic
dynamics of a given molecular system, by direct time integration of the un-
derlying forcefield. There are several integration schemes available, with the
Verlet algorithm [49] being the most prominent one among them. A modified
form of the Verlet algorithm, published by Swope et. al. in 1982 [50], was
used for the molecular dynamic simulations during this work. In this form,
the positions rk(t) and velocities vk(t) of the k-th particle are evaluated as
follows:

rk(t+ ∆t) = rk(t) + vk(t)∆t+ 1
2ak(t)∆t2 (2.18)

vk(t+ ∆t) = vk(t) + ak(t+ ∆t) + ak(t)
2 ∆t (2.19)

Here ∆t is the timestep used for the simulation and is limited by the highest vi-
brational frequency of the system. Choosing the right timestep is critical for the
simulation: While a too big timestep often leads to nonphysical results or even
crashs of the simulation, a too small timestep increases the total computation
time drastically, without giving any relevant additional information. For the
small organic molecules studied during this work, the fastest vibration is the
bond stretching along bonds between hydrogen and another atom, resulting in
a timestep of typically 1 fs. The acceleration ak(t) links the trajectory to the
molecular mechanical forcefield V through Newtons second law:

ak(t) = Fk(t)
mk

= −∇kV (t)
mk

(2.20)

with the mass mk of the k-th particle and the force Fk(t) acting on the k-th
particle. The analytic form of V is usually a sum of different bonded and
non-bonded terms, which I will describe in the following paragraphs. I’ll
particularly focus on the analytic form used in the GROMOS 54A7 [51] and
OPLS [52] forcefields, which where used for the all-atom simulations during
this work.
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(a) Bond (b) Angle (c) Dihedral

Fig. 2.2.: The three different bonded interaction types in a standard MD forcefield:
(a) bondlength variation between two next neighbor atoms, (b) bondangle
variation between two neighboring bonds and (c) dihedral angle rotations.

Bonded interactions

The bonded interactions are derived by replacing all covalent bonds by a spring
with a specific spring constant. The potential energy of all atom pairs directly
connected by a covalent bond is therefore given by a harmonic potential around
their equilibrium separation r0:

EB =
∑

bonds
kB · (r − r0)2 (2.21)

These type of next-neighbor interactions are also called 1-2 interactions. The
interaction with one additional neighbor are called 1-3 interactions and are
covered by the angle term:

EA =
∑

angles
kA · (θ − θ0)2 (2.22)

The angle θ is defined as the angle between the vector connecting atom 1 to
atom 2 and the vector between atom 2 and atom 3. The last order of bonded
interactions are the dihedral interactions, involving 4 different atoms directly
connected by covalent bonds. In this term the analytic forms used in the
GROMOS and OPLS forcefield differ:

EDH,GROMOS =
∑

dihedrals
K (1 + d · cos(nφ)) (2.23)

EDH,OPLS =
∑

dihedrals

4∑
i=1

1
2Ki

(
1 + (−1)i−1 cos(iφ)

)
(2.24)
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where d is either -1 or 1 and n ∈ N0. Here φ is defined as the angle between
the plane normal vectors of the planes depicted in fig. 2.2 (c).

Non-bonded interactions

The first part of the non-boned interactions is a Lennard-Jones (LJ) potential
approximating the Pauli repulsion and van der Waals attraction between two
different atoms i and j:

ELJ,ij = 4εij

(σij
rij

)12

−
(
σij
rij

)6
 (2.25)

The LJ Parameters εij and σij are calculated by a geometric mixing of the atom
specific parameters:

εij = √εiεj (2.26)

σij = √σiσj (2.27)

To reduce the computational effort, all interactions with a separation larger
than a specific radius are typically cut off. In this work this cutoff radius was
1.4 nm. The second part of the non-bonded interactions covers the electrostatic
interaction between atoms. To this end a partial charge qi is fitted for every
atom. These are either predefined values depending on the element and the
way it is bonded in the molecule or fit individually for a given molecule to
quantum chemical calculations. The potential energy for particle i is then
given via the sum of coulomb interactions with all other particles:

EC,i =
∑
j 6=i

qiqj
4πε0rij

(2.28)

Since the electrostatic interaction falls of with 1/r, long range effects are
completely neglected by simply cutting the interaction at some radius, which
is especially important for (partially) periodic systems like the ones discussed
in this work. Most periodic simulations therefore approximate the real elec-
trostatic potential with some form of the Ewald summation technique. This
technique was initially published by Paul Peter Ewald to calculate the interac-
tion energies in ionic crystal structures [53]. The basic idea behind the Ewald
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summation is to split the system in a short range part, where the coulomb
interactions are computed explicitly, and a long range part, which is usually
solved in the k-space. Since the initial publication in 1921 several different
techniques have been published aiming to calculate these k-space contribu-
tions [54]. In this work the Particle–Particle–Particle–Mesh (PPPM) algorithm
initially developed by Hockney and Eastwood [55] was used. In this algorithm,
the charges are mapped onto a mesh grid for which the Poisson equation is
solved numerically in reciprocal space. The resulting potential is then trans-
formed back to real space with a Fast-Fourier-transformation. Compared to the
initial Ewald summation which scales between O(N2) and O(N

3
2 ) [56] this

algorithm offers a scaling of O(N logN) [57].

Statistical ensembles

In general, a real macroscopic system can be described by a statistical ensemble
of all possible individual microstates. Suppose the observable of interest A is
measured T times, then the time-average of this observable is given by:

AT = 1
T

T∑
t=1
A(t) (2.29)

where A(t) is the value of the t-th measurement. Increasing the number of
measurements T while simultaneously decreasing the interval ∆t between
each measurements leads to the integral form:

A(t) = 1
T∆t

T∑
t=1
A(t)∆t = 1

t

∫ t0+t

t0
A(t′)dt′ (2.30)

with the total measurement interval t = T∆t. Setting t0 = 0 and looking at
the limit for a infinitely long measurement interval t, one reaches the Ergodic
hypothesis:

lim
t→∞

1
t

∫ t

0
A(t′)dt′ !=

∑
i

piAi = 〈A〉 (2.31)

where 〈A〉 is the ensemble average of the observable and pi is the probability
of microstate i. This hypothesis states that during a (theoretically) infinitely
long time period, the system will reach every possible microstate, which results
in the time average of A being the same as the ensemble average. The prob-
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ability of the microstates is directly linked to the underlying thermodynamic
ensemble. Choosing the right thermodynamic ensemble depends on the am-
bient conditions of the individual experiment. A commonly chosen ensemble
is the canonical ensemble. In this ensemble the number of particles N , the
volume V and the temperature T are kept fixed. Therefore, it is also referred
to as the NV T -ensemble. Another commonly realized ensemble is the isother-
mal–isobaric ensemble or NPT -ensemble, in which instead of the volume the
pressure p is kept constant. During a molecular dynamics simulation of a given
system in a specific ensemble, the same properties have to be kept constant. In
the case of NV T or NPT simulations, this is done by a thermostat or barostat,
which adjusts the simulation accordingly. In this work all simulations were
performed in the NV T ensemble with the Nosé-Hoover thermostat [58] for
simulations at a constant temperature and with the Berendsen thermostat [59]
for simulated cooling or heating processes. [60]

2.2.2 Monte Carlo

The right side of eq. (2.31) can also be written in integral form:

〈A〉 =
∫∫

ρ (r,p)A (r,p) d3Nx d3Np (2.32)

Here ρ (r,p) represents the probability of the system being in the phase space
volume d3Nx d3Np, with N the number of particles in the system and r, p
the positions and momenta of all particles respectively. For a system obey-
ing the conditions of a NV T ensemble this probability follows a Boltzmann
distribution:

ρ (r,p) = 1
Z

exp
(
−E (r,p)
k(B)T

)
(2.33)

with the canonical partition function:

Z =
∫∫

exp
(
−E (r,p)
k(B)T

)
d3Nx d3Np (2.34)

This means that instead of generating a long trajectory and calculating the time
average in eq. (2.30) for some property with a molecular dynamics approach,
it is also possible for an ergodic system to sample the phase space and calculate
the integral of eq. (2.32). Solving this integral typically has to be done with
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a Monte Carlo approach due to its high dimensionality, effectively reducing
it to a sum over k random states. A completely random choice of states is
extremely inefficient due to the size of the phase space. Therefore, new states
a generated in a guided way depending on their contribution to the final sum.
This type of sampling is also called importance sampling.

One method of importance sampling often used in a molecular mechanical
problem is the Metropolis-Hastings algorithm [61, 62]. In this algorithm,
new sampling points of the system a generated along a Markov chain. In-
side the Markov chain, the transition to a new state (rn,pn) only depends
on the step immediately before it (rn−1,pn−1). The transition probability
W ((ri,pi)→ (rj ,pj)) is chosen in such a way, that for an infinitely long
Markov chain the distribution of states follows the Boltzmann distribution of
eq. (2.33). Also since the system is assumed to be in thermal equilibrium,
obeying the detailed balance criterion:

W ((ri,pi)→ (rj ,pj)) ρ (ri,pi) = W ((rj ,pj)→ (ri,pi)) ρ (rj ,pj) (2.35)

Together with eq. (2.33) this leads to the Metropolis acceptance criterion [61]:

W ((ri,pi)→ (rj ,pj)) =

exp
(
− ∆E
k(B)T

)
,∆E > 0

1 ,∆E < 0
(2.36)

where ∆E = Ej − Ei with the initial state i and the final state j. This means
that a state of lower energy is always accepted. For a state with a higher
energy, the new state is accepted by drawing a random number between 0 and
1 and comparing it to the Boltzmann factor of ∆E. If the random number is
smaller, the new state is accepted. If it is higher, the new state is rejected. This
method is used in the Monte Carlo deposition algorithm originally developed
by Neumann et al. [29] and furthermore described in section 4.1.2 of this
work.

2.3 Refractive Index

Light can be described by an electromagnetic wave consisting of an oscillating
electric and magnetic field traveling through space. The electric field can,
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Fig. 2.3.: Refraction of a light wave going from material 1 with a lower refractive
index to material 2 with a higher refractive index with the angle of incidence
θ1 and the angle of refraction θ2.
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in the most general case, be described by a simple plane wave with angular
frequency ω and wave vector k:

E (r, t) ∼ exp (−i (k · r + ωt)) (2.37)

When traveling through a medium, the wave length λ is influenced by the
refractive index of the material:

λ = λ0
n

(2.38)

where λ0 is the wavelength in vacuum. The wave vector is directly connected
to the wave length via:

k = |k| = 2π
λ

= 2πn
λ0

(2.39)

This leads to the phenomenon of refraction at the interface of two materials
with different refractive indices (see fig. 2.3). The angle of incidence θ1 and
the angle of refraction θ2 are connected to the refractive indices n1 and n2 by
Snell’s law:

sin θ2
sin θ1

= n1
n2

(2.40)

The frequency dependent refractive index n is directly related to the materials
relative permittivity εr and relative permeability µr:

n2 = εrµr (2.41)

For most organic materials µr can be approximated to 1, since they are not
magnetic at optical frequencies. [63]

2.3.1 Birefringence

While most materials have an isotropic refractive index described by a scalar
number n, some materials show a dependence of the direction and polarization
of the incoming light. This phenomenon is called birefringence. In the case
of an uniaxial material, the refractive index can be visualized by a rotational
ellipsoid (spheroid) (see fig. 2.4). In this case the refractive index has an
ordinary component no for light propagating parallel to the optical axis and an
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Fig. 2.4.: Index ellipsoid of the refractive index in the case of an uniaxial material
with an ordinary component no and an extraordinary component neo.

extraordinary component neo for light propagating perpendicular to the optical
axis.

The origin of birefrigience in amorphous organic thin films fabricated by
physical vapor deposition can be attributed to two separate factors: First, an
individual molecule normally has an anisotropic molecular polarizability (see
section 2.3.2) which is closely related to the refractive index of the material (see
section 2.3.3). Second, the deposition process itself introduces an asymmetry
between the deposition direction and the film plane due to the vacuum border,
which can lead to a preferred ordering of molecules. Since the conditions are
isotropic inside of the film plane, the film has to be uniaxial with an optical
axis parallel to the deposition direction. [63]

2.3.2 Thole model

When an external electric field Eext is applied to a molecule, e.g. a light wave
traveling through material, the electron density of the molecule is shifted by a
certain amount leading to an induced polarization dipole µind. The amount
and direction of this polarization is quantified by the molecular polarizability
tensor αmol:

µind = αmol ·Eext (2.42)
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While αmol can be calculated by quantum mechanical methods like DFT, such
ab-initio calculations are often time consuming and further limited by the
maximal system size that is computationally feasible. A classical, semi-empiric
approach to calculate αmol was published by Thole in 1981 [64]. Based on
this initial approach, several further improved and specialized methods have
been developed, which are typically still all referred to as Thole models. The
basic assumption of all methods is, that every atom i inside a molecule can
be viewed as an isotropically polarizable dipole with a scalar polarizability αi.
The induced dipole µi at atom i is then given by

µi,α = αi,αβ

Eext
β +

N∑
j 6=i

Tij,βγµj,γ

 (2.43)

using the Einstein summation convention. Here, Tij,βγ is the Thole dipole field
tensor or dipole interaction tensor defined as:

Tij,βγ = 3rij,βrij,γ
r5
ij

− δβγ
r3
ij

(2.44)

with the distance vector rij = rj − ri between two atoms i and j. Under the
assumption that the induced molecular dipole is simply a sum of all induced
atomic dipoles [65]:

µind =
N∑
i=1

µi (2.45)

equations 2.43 and 2.44 can be solved for αmol:

αmol
αβ =

N∑
i,j=1

Bij,αβ (2.46)

with the relay matrix
B =

(
α−1 −T

)−1
(2.47)

Already for a molecule consisting of two atoms, it can be shown that solving
these equations leads to a diverging or possibly even negative molecular polar-
izability for sufficiently small distances between both atoms. This behaviour is
called the "polarizability catastrophe" and can be avoided by a modification of
the interaction tensor. In this work the IM-SQRT approximation described in
[66] was used.
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Fig. 2.5.: Electric Lorentz field EL in a spherical cavity inside a homogeneously
polarized dielectric due to the charge density on the sphere surface.

2.3.3 Clausius-Mossoti equation

As seen in eq. (2.41) the refractive index can be directly related to the rel-
ative permittivity of a given material, which itself connects the macroscopic
polarization density P to the electric field E:

P = (εr − 1) ε0Eext (2.48)

Assuming that the material can be described by an evenly distributed molecule
density N of isotropic polarizable molecules, the polarization density is also
given by:

P = Nµind = NαElocal (2.49)

where α is the isotropic molecular polarizability and Elocal is the local electric
field acting on each molecule. This local field is the sum of the external field
Eext and the field created by the induced dipoles inside of the material.

Elocal = Eext + EL (2.50)

To calculate the missing local contribution EL a spherical cavity around one
molecule is cut out of the material. The field in this cavity due to the charge
density on the sphere surface is called Lorentz field and can be directly related
to P (see fig. 2.5):

EL = P
3ε0

(2.51)

Combining equations 2.48 to 2.51 leads to:

εr − 1
εr − 2 = Nα

3ε0
(2.52)
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Using N = NAρ
Mm

with the mass density ρ, Avogadro constant NA and molar
mass Mm of the molecule leads to the Clausius-Mossotti equation:

εr − 1
εr − 2

Mm

ρ
= NAα

3ε0
(2.53)

This equation serves as a connection between the microscopic properties (molar
mass and polarizability) and the macroscopic properties (relative permittivity
and mass density). [63]
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Fundamentals of Organic
Electronics

3

The field of organic electronics comprises several areas of application where
the central functional unit is made up of small organic molecules or poly-
mers. These molecules or polymers are designed in such a way, that they
posses properties which are usually reserved for inorganic materials, most
notably their electrical conductivity. An important class of materials are the
organic semiconductors, which exhibit semiconducting properties upon charge
injection. For this reason, they can be used in modern displays or solar cells,
offering unique benefits over their inorganic counterparts.

In this chapter the fundamental working principles of organic light emitting
diodes (OLEDs) are presented. Section 3.1 introduces the concept of an
organic semiconductor, which are the building blocks of organic electronics.
The schematic structure of a modern OLED stack is explained in section 3.2.
Furthermore properties influencing the efficiency are listed there. Lastly,
in section 3.3 two other applications of organic semiconductors are briefly
introduced.

3.1 Organic semiconductors

Organic semiconductors are made up of small organic molecules or polymers
often forming an amorphous solid. In a traditional inorganic semiconductor
the periodic arrangement of atoms inside a crystal lattice leads to the formation
of a electronic band structure with a band gap Eg between a filled valence
band (VB) and an empty conduction band (CB) at T = 0 K. With rising
temperature, the CB fills with free electrons and the VB with free holes, leading
to an intrinsic electrical conductivity of the semiconductor.
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Fig. 3.1.: In an inorganic semiconductor, the covalently bonded atoms usually arrange
in a crystal structure. This periodic structure leads to the formation of elec-
tronic bands which are typically separated by an energy gap. In an organic
semiconductor the individual molecules form a amorphous bulk structure,
mostly bonded by van der Waals forces. The individual environment of a
molecule shifts its energy levels. Averaged over the whole bulk these shifts
can be described by a gaussian distribution.

The similarity to organic semiconductors arises when looking at their elec-
tronic structure, which its determined by the molecular orbitals of the organic
molecule. The orbitals of main interest for its charge transfer properties are
the highest occupied molecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO). In an amorphous bulk, the molecules are mostly
held together due to their Van-der-Waals attraction and especially do not form
covalent bonds between each other. In this lies the first main difference to
inorganic semiconductors, where the whole bulk is connected by covalent
bonds leading to completely delocalized electronic states. Although influenced
by their environment, the molecular states inside the organic semiconductor
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bulk are mostly localized on the individual molecules. Due to their amorphous
structure the individual environment is different for each molecule, resulting in
a gaussian distribution of states for the HOMO and LUMO levels (see fig. 3.1):

D(E) ≈ e
− (E−Em)2

2σ2
m (3.1)

where Em and σm are the mean value and standard deviation of the respective
molecular orbital energies. This also means that the electronic properties of
the final device are strongly correlated to the electronic structure of the single
molecule, as well as the environment of the molecule which arises from the
structure formation process. The influence of the latter being one of the points
of study in this thesis.

The core building blocks, which are present in almost all organic semiconductor
molecules, are aromatic ring systems. The most basic aromatic system being
the benzene ring, consisting of six carbon and six hydrogen atoms. In their
ring conformation, each carbon is sp2 hybridized forming three strong covalent
σ-bonds inside the ring plane and one bond between the 2pz orbitals which
are perpendicular to the ring plane. The so formed π-orbitals are delocalized
over the whole ring. This notion of delocalized π-orbitals persists also for
larger aromatic systems leading to a "band-like" charge transport along the
π system of a molecule. Between two molecules, charges can be transferred
due to overlap of molecular orbitals, leading to a hopping transport between
neighboring molecules. With the exception of (poly)crystalline organic films
showing overall band like transport [67], the intramolecular charge transport
is usually much faster than the intermolecular hopping transport and therefor
often neglected in calculations. The modeling of charge transport for organic
semiconductors is further explained in section 4.3.4. [68]

3.2 Organic Light Emitting Diodes (OLED)

An OLED works by converting the energy of injected holes and electrons into
visible light. This is facilitated through the recombination of a free electron
with a free hole on a single (emitter) molecule. This electron hole pair on the
molecule represents an excited state referred to as an exciton state, or simply
exciton. The exciton ideally decays under the emission of a photon, which
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Fig. 3.2.: Schematic view of an OLED device. The device consists of several organic
layers between two metallic electrodes. The top electrode is typically
made of the transparent Indium tin oxide (ITO), the bottom electrode is
typically Aluminium (Al) coated with a thin Lithiumfluorid (LiF) layer. For
each organic layer a commonly used and studied material is given as an
example. The full names are: N,N’-Di-[(1-naphthyl)-N,N’-diphenyl]-(1,1’-
biphenyl)-4,4’-diamin (NPB), 4,4’-Bis-(N-carbazolyl)-1,1’-biphenyl (CBP),
Tris-[2-phenylpyridinat-C2,N]-iridium(III) (Ir(ppy)3, Bathocuproin (BCP)
and 2,2’,2”-(1,3,5-Benzinetriyl)-tris(1-phenyl-1-H-benzimidazole) (TPBI).
Picture of ITO taken from https://commons.wikimedia.org/wiki/File:
Kristallstruktur_Lanthanoid-C-Typ.png
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then can leave the OLED device. While this principle of electroluminescence
in organic materials is known since 1953 [69], the first real OLED device was
published by Ching W. Tang and Steven Van Slyke in 1987 [2]. While they
used a two layer system with Tris(8-hydroxyquinolinato)aluminium acting as
both an electron transport material and emitter, modern devices consist of
many different layers. In fig. 3.2 a schematic view of the most common layer
types is presented. Deciding how thick each layer has to be and what material
is used in combination with the other layers, is the main challenge of modern
OLED device improvement. [68]

3.2.1 Injection and Transport

Since the separation between HOMO and LUMO levels is often several electron
volts, the intrinsic free charge density is very low in an organic semiconductor.
Therefore, a good charge injection at the metal-organic interface is a key
component for device operation. The difference between the work function of
the metal and the HOMO/LUMO level of the respective organic material can
lead to interface dipoles [70], further hindering charge injection. To minimize
this, a good match between work function and HOMO/LUMO level needs to be
found, limiting the number of electrode materials. The most common anode
material used in almost all OLED devices is Indium tin oxide (ITO), which
combines a relatively high work function of 4.4-4.5 eV [71] with the optical
transparency needed for light extraction. For the cathode, low work function
metals like Ca, Ba and Mg can be used. However, due to their strong reactivity
with air and water, the cathode is often made out of a more stable material
like Al coated with a thin LiF film serving as an additional electron injection
layer.

After the injection of charges into the organic films, transporting them to the
emitting molecule is the next step. To this end, transport layers for holes and
electrons (HTM and ETM) are put next to their respective electrode. The main
parameter defining the charge transport inside these layers, is the hole or
electron mobility µh/e. The mobility is typically less than 0.001 cm2/Vs and
therefor several orders of magnitude lower than in inorganic semiconductors
[72] [73]. Due to this organic layers need to be very thin, often in the order
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of 10 to at maximum several 100 nm, to minimize ohmic losses of the device.
[74]

Besides the transport of charges, the HTM and ETM can also function as an
additional blocking layer, preventing the opposite charge carries from entering,
additionally reducing ohmic losses of the device. [68]

3.2.2 Emission

The emissive layer of an OLED is normally made up of two materials forming a
guest/host system, with the guest being an emitter molecule. Ideally these are
designed in such a way that charges get spatially trapped on a emitter molecule,
increasing the chance of exciton formation. According to spin statistics, 25% of
the formed excitons are in the singlet state and 75% in the triplet state. While
the singlet excitations can decay to the ground state via emission of a photon
(fluorescence), the optical transition from a triplet state is prohibited by the
electronic selection rules. This limits the internal quantum efficiency (IQE) to
a maximum of 25% for a standard fluorescent organic emitter. [68]

3.2.3 Outcoupling efficiency

In general, the efficiency of an OLED stack is often quantified by its external
quantum efficiency (EQE). The EQE of an OLED is defined as a product of
charge balance γ, exciton formation efficiency ηr, quantum yield Φp and out-
coupling efficiency ηp [75]:

ηext = γ · ηr · Φp · ηp (3.2)

The product of the first three factors of this equation is often also referred to as
the internal quantum efficiency (IQE), which is limited to 25% for a standard
fluorescent emitter as described in section 3.2. Throughout the years, several
new materials and mechanisms have been developed to increase the IQE to
nearly 1. The most prominent being Ir based emitters, which offer a faster
phosphorescent decay from the triplet to the ground state enabled by spin-orbit
coupling. [15]
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Fig. 3.3.: Schematic view of two OLED fabrication processes. Left side: Physical vapor
deposition of organic materials by heating up the material source creating a
vapor which condenses on the substrate. The formation of individual pixels
is achieved by the use of different masks. Right side: Ink jet printing of
diluted organic materials onto a substrate.

With the IQE reaching close to 100%, the last factor of eq. (3.2) comes to
great importance. The outcoupling efficiency ηp describes the fraction of
generated photons which actually leave the device and contribute to the final
device luminosity. Besides the optical parameters of the organic films in the
stack, one main contributor to the outcoupling efficiency is the molecular
orientation of emitter molecules inside their host matrix. To understand this, a
emitter molecule can be thought of as a combination of several dipole antennas
emitting an electromagnetic wave. The orientation of these antennas is hereby
parallel to the specific transition dipole moment of an allowed optical transition
of the excited molecule. Same as for a classical antenna, the intensity of the
emitted wave is at its maximum perpendicular to the antenna direction and 0
along the antenna direction. [68]

3.2.4 Device manufacturing

While there are OLEDs used in standard lighting applications the main use
case is in modern smartphone and TV displays, where they offer a thinner
design, combined with a theoretically infinite contrast ratio and a possibly
better power efficiency compared to LCD based displays. A standard OLED
pixel consists typically of red, green and blue pixels ordered in a specific grid
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structure. Considering the high demand of displays, a low cost and scalable
fabrication process is needed. So far this can, for example, be achieved by
the subsequent physical vapor deposition of different organic materials using
a mask or potentially even by ink jet printing of diluted organic materials
(see fig. 3.3). While the latter seems more promising from a production
and cost point of view, solution based films often perform worse compared
to vapor based films [76]. Furthermore, films fabricated by physical vapor
deposition also show a higher thermal stability compared to solution based
films [77]. Because of these issues the more complex and expensive physical
vapor deposition still remains as the de-facto industry standard for OLED
production.

3.2.5 Degradation

When discussing OLED displays and especially TVs the issue of burn in often is
mentioned. In general, burn in means the permanent retention of static images
on the screen after some time of display usage and is observed for different
display types for different reasons. In an OLED, this issue is theoretically
possible due to the degradation of the organic material after time or heavy
use. The total degradation is a combination of externally induced factors
like instabilities of the electrode materials or fabrication errors leading to
oxygen and moisture infiltration [78] and internal degradation processes
during device operation. These internal processes are mostly linked to non-
radiative recombination processes, which are also referred to as quenching.
This is especially important for blue emitters, where no stable Ir based emitters
with a high IQE have been found yet. Therefore in modern displays often a
combination of high efficiency phosphorescent red and green pixels is combined
with a low efficiency fluorescent blue emitter [79].

3.3 Other applications

Besides OLEDs there are also other fields of application for organic semicon-
ductors. As an example, the principles of organic photovoltaics (OPV) and
organic field effect transistors are very briefly explained in this section.
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(a) Neat double layer (b) Dispersed heterojunction (c) Idealistic heterojunction

Fig. 3.4.: Three qualitatively different forms of a two material based OPV cell: (a) A
neat double layer morphology similar to a OLED device. (b) A dispersed
bulk heterojunction of the two organic materials with domains which
are disconnected from their respective electrode. (c) An idealistic bulk
heterojunction.

3.3.1 Organic photovoltaics (OPV)

Similar to traditional silicon based photovoltaic devices, an OPV cell aims to
generate electrical power through the absorption of sun light. On a molecular
level the processes are sort of reversed when compared to an OLED: First a
photon is absorbed on a specific site, creating an exciton. This exciton then
may diffuse in the material and eventually either decays or separates into a
free electron and hole. Then the free charges can travel to opposite electrodes
generating a current.

Besides the already mentioned challenges in organic semiconductor design, the
film morphology of an OPV plays a crucial role for overall device performance.
This can be understood when looking at the three different blends of acceptor
and donor materials in fig. 3.4. Due to the smaller ε value of organic semicon-
ductors compared to inorganic semiconductors (ε = 4.4 for C60 and ε = 11.9
for Si [80]), the attractive force between electrons and holes is larger hindering
exciton dissociation. The thermal energy available at ambient conditions is
too small for excitons to separate into free holes and electrons. In an OPV
device, this separation mainly occurs at the acceptor-donor boundary. Since
the exciton can only diffuse several nanometers before decaying again, the
effective absorption region for photocurrent generation is limited to a small
region close to these acceptor-donor boundaries. Because of this, neat double
layer structures like in an OLED are very inefficient. Therefore, a blend of both
materials called "bulk heterojunction" has risen in popularity, maximizing the
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Fig. 3.5.: Schematic view of a bottom gated organic field effect transistor (OFET).

boundary surface. One drawback of these heterojunctions is the formation of
material isles which are separated from their respective electrodes, possibly
leading to the trapping of charges. The desired ideal heterojunction morphol-
ogy would be a structure of intertwined pillars as depicted in fig. 3.4 (c), which
would maximize the boundary surface and at the same time minimize charge
trapping. [81]

3.3.2 Organic field-effect transistor (OFET)

Organic field-effect transistors (OFETs) are another form of application for
organic semiconductor materials with the potential to offer a cheaper, more
sustainable, lighter and more flexible alternative to their inorganic counterparts.
Like in a conventional FET, the current between drain and source is controlled
by a gate voltage (see fig. 3.5).

While most OFETs still use inorganic materials as electrode or substrate materi-
als, all-organic OFETs are possible. Recently an all-organic OFET printed on
a paper substrate was reported by Casula et al. [82]. Their device combined
desirable mechanical properties with a low-cost and highly scalable fabrication
technique.
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Methods 4
For the simulations and subsequent analysis steps performed in this work,
several different workflows have been used. The methods to generate atomistic
thin film structures are explained in section 4.1. In section 4.2 the analysis
methods to characterize the packing and arrangement of molecules in the
film morphology is presented. Finally, section 4.3 describes the analysis of
electronical film properties.

4.1 Modelling of physical vapor deposition

As already mentioned in section 3.2, the main method of fabricating thin
organic films is by physical vapor deposition of the organic molecules onto
a substrate or a previously deposited film. This process introduces a spatial
asymmetry between the substrate plane and the layer growth direction. For
most molecules and use cases of the simulated structures, it is therefor not
possible to perform simulations of molecules in a 3-D periodic system. In this
section, two different simulation approaches aimed at generating atomistic
thin film structures are presented: First, section 4.1.1 an all atom molecular
dynamics approach is introduced. Second, a Monte Carlo based algorithm is
explained in section 4.1.2.

4.1.1 Molecular Dynamics approach

In the following the parametrization and deposition process for the MD ap-
proach are introduced. The described deposition workflow is loosely based
on a previously published approach by Dalal et al. [83], where the tem-
perature dependent film formation of the common organic semiconductor
N,N’-Bis-(3-methylphenyl)-N,N’-diphenylbenzidin (TPD) is simulated using
a coarse-grained Lennard-Jones model. In contrast to this, the approach in
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this work uses the all atom GROMOS 54A7 forcefield [51] combined with
a particle-particle particle-mesh (PPPM) solver [84]. Since the system of
interest is only periodic in the plane (xy), perpendicular to the deposition
axis and non-periodic in the deposition direction (z-axis), the summation
method for slab like systems described by Yeh et al. [85] is used for the PPPM
solver. All MD simulations were performed with the Large-scale Atomic/-
Molecular Massively Parallel Simulator (LAMMPS), which is freely available
on http://lammps.sandia.gov [86].

Parametrization

As I explained in section 2.2.1, the molecular mechanical forcefield is at the
core of every molecular dynamics simulation. Since the focus of this work
lies on the comparison of different simulation approaches and not on the
performance of the individual force field, the openly available parameters from
the GROMOS 54A7 forcefield [87] [88] [89] were used. To parameterize the
force field parameters of a given molecule, the chemical structure was manually
created with the MarvinSketch software1. With this, a first guess of the 3D
structure was generated and saved in the Protein Data Bank (.pdb) file format.
This file was then uploaded to the Automated Topology Builder (ATB)2 [90]
[91]. After uploading, ATB automatically optimizes the molecular structure and
parameterizes the molecule using the GROMOS 54A7 force field parameters.
It also creates input files compatible with many molecular dynamics packages
(e.g. LAMMPS and GROMACS). If not mentioned otherwise, all materials used
in MD simulations were parameterized according to this procedure.

Deposition

For the deposition a simulation box with a length of 10 nm in x- and y-direction
aswell as 21 nm in z-direction with 2 dimensional periodic boundary conditions
in the xy-plane was used. To prevent atoms from leaving the simulation box

1available on https://www.chemaxon.com
2available under https://atb.uq.edu.au/

36 Chapter 4 Methods

http://lammps.sandia.gov
https://www.chemaxon.com
https://atb.uq.edu.au/


Fig. 4.1.: Workflow diagram for the deposition process simulated with Molecular
Dynamics.
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along the z-direction, harmonic wall potentials were introduced at the top and
bottom edge of the simulation box:

Ewall = ε (r − rc)2 r < rc (4.1)

Here r is the distance of an atom to the respective harmonic wall (i.e. the top
and bottom edges of the simulation box), ε = 0.2 kcal mol−1 is the strength
of the wall and rc = 1 nm is the cutoff distance after which the harmonic
potential is turned off. Before the deposition simulations start, first a starting
substrate film was generated inside this simulation box. The sole purpose of
this substrate film is to generate a reference point where new molecules can
attach to. To minimize the influence of the used substrate material, the well
known organic molecule buckminsterfullerene (C60) was used, which due to its
symmetry has no partial charges and therefor effectively acts as a nearly perfect
Lennard-Jones surface. To prepare the substrate 180 C60 molecules were put
on an evenly spaced grid inside of the simulation box. Then a constant force
of 0.2 kcal mol−1Å−1 towards the negative z-direction was applied to every
carbon atom. The so initialized system was then equilibrated at T =300 K
for 250 ps with a timestep of ∆t = 2 fs. This produced a flat and almost two
monolayers thick film of C60.

The deposition itself (see workflow diagram in fig. 4.1) was then simulated by
iteratively introducing four new, randomly oriented molecules approximately 1
nm above the substrate film. The xy-coordinates where also chosen at random.
After that a overlap check was performed by calculating the minimal atom-atom
distances between every newly inserted molecule and all other molecules inside
the simulation box. If this minimal atom-atom distance is below 3 Å the newly
introduced molecule is rejected and a new one is inserted. This is repeated
until four non-overlapping molecules are found. The starting velocities of the
inserted molecules were initialized with 0.005 Å/fs towards the surface. Then,
a molecular dynamics simulation is performed for a previously defined fixed
amount of steps. During these steps, the newly introduced molecules undergo
a simulated annealing procedure in which their temperature Tn gets adjusted
from a high starting value Thigh = 4000 K to the final value Tlow = 300 K:

Tn = Thigh ·
(
Tlow

Thigh

) n
N

(4.2)
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This is done to increase the molecules energy to overcome potential energy
barriers in the high dimensional phase space, which otherwise would only be
reached by an increase of the simulation time. Also this achieves more consis-
tency when comparing results with the Monte Carlo procedure described in
section 4.1.2, which uses the same temperature scaling. During the deposition
process, the substrate and all previously deposited molecules are kept fixed at
300 K. For both the substrate and the newly inserted molecule a NVT ensemble
with a Nosé-Hoover thermostat for the fixed 300 K region and a Berendsen
thermostat for the simulated annealing region is used. After the last molecules
are deposited, the whole system is equilibrated at 300 K with a Nosé-Hoover
thermostat. To enable a timestep of 2 fs, the Hydrogen bonds, which contribute
to the fastest vibrations in the investigated systems, are constrained via a shake
algorithm [92]. After this final equilibration the system is cooled down to 0.1 K
during 400 ps. Through this final cooling, most of the bond lengths and bond
angles in the structure reach their equilibrium values, allowing the structure
to be analyzed with the QuantumPatch approach (see section 4.3.3) were DFT
calculations need to be performed on the individual molecular geometries
in the film. The density of the film and overall orientation of the molecules
remain largely unaffected by this short cooling process, due to a manual fixing
of the center of mass of each molecule during the cooling process.

4.1.2 Monte Carlo approach

The Monte Carlo procedure used in this work is based on the work by Tobias
Neumann [29] and obtainable in the Deposit software package3. In this section,
I will briefly summarize how the molecules are parameterized and how the
deposition process is simulated in Deposit.

Parametrization

For the parametrization a set of Lennard-Jones parameters and partial charges
has to be assigned to every atom of a given molecule. Additionally, a forcefield
for dihedral rotations of molecular fragments (see fig. 4.2) can be defined. In
principle, the partial charges and dihedral forcefields can be calculated by ab

3commercially available at https://www.nanomatch.com/

4.1 Modelling of physical vapor deposition 39

https://www.nanomatch.com/


Fig. 4.2.: The seven possible dihedral rotational degrees of freedom of a NPB molecule
during the deposition process in Deposit.

initio methods. For a better comparison to the results obtained by molecular
dynamics, the Lennard-Jones parameters, charges and dihedral forcefields
were extracted from the files generated by the ATB mentioned in section 4.1.1,
if not explicitly stated otherwise.

Deposition

Like in the MD deposition process, a simulation box with periodic boundary
conditions in the xy plane is used in Deposit. Figure 4.3 shows a workflow
diagram of the deposition simulation. During the simulation, new molecules
are inserted one at a time. The position and configuration of the new molecule
is then altered by a random move, which could either by a translation, rotation
or dihedral fragment rotation. In contrast to the MD deposition, bond lengths
and bond angles are explicitly not changed during the simulation. Each
random move is then either accepted or rejected based on the Metropolis
Monte Carlo criterion (see eq. (2.36) in section 2.2.2). The energy difference
∆E is calculated by the energy Ei before and energy Ef after the random
move. The total energy Etot of a given state of the molecule is defined by:

Etot = ELJ + EC + EDH (4.3)

where ELJ and EC are the intermolecular Lennard-Jones and Coulumb interac-
tion energies and EDH is the intramolecular contribution due to the dihedral
rotations. Since previously deposited molecules are kept fixed and are thereby
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Fig. 4.3.: Workflow diagram for the deposition process simulated with Monte Carlo.
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effectively frozen, the intermolecular energy evaluation can be reduced to a
computationally efficient lookup by using previously calculated Lennard-Jones
and electrostatic grids. The electrostatic grid at a given grid position is the
sum over the Coulomb potentials generated by the partial charges of previ-
ously deposited atoms. For the Lennard-Jones part, a separate grid for every
existing Lennard-Jones parameter combination in the current simulation is
generated.

The deposition itself consists of several simulated annealing (SA) cycles, which
run in parallel. In each cycle, the molecule starts at a different random starting
position and reaches its final position after a set amount of Monte-Carlo moves.
From these final positions, one position is chosen with a Boltzmann probability
at a defined acceptance temperature Tacc. After that, all grid values are updated
by adding the contributions of the newly deposited molecule and the deposition
of the next molecule can start. This process is repeated until the specified
number of deposited molecules is reached or the simulation box is full.

4.2 Structural Analysis

In this section the structural analysis methods used to calculate the mass density
(section 4.2.1), radial distribution function (section 4.2.2) and orientation
parameter of molecular fragments (section 4.2.3) are explained.

4.2.1 Density

To calculate the mass density of a given simulated structure, the total mass
m(h) of atoms contained in a box of height h is calculated. The base area of
the box is A = Lx · Ly, where Lx and Ly are the sizes of the simulation box in
x and y direction. The density of this box is then given by

ρ(h) = m(h)
h · Lx · Ly

(4.4)

The center of the box is placed at the center of mass of the whole structure
(see fig. 4.5). After increasing the box height, the density begins to converge
at some plateau value and decreases again at higher heights due to the surface
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Fig. 4.4.: Calculation process of the simulated film density.

roughness at the film edges in z-direction. The final density ρ of the film is
then determined by a least squares fit of the densities in the plateau region.

4.2.2 Radial distribution function

The radial distribution function g(r) of a set of particles can be interpreted as a
measure of their local packing. It is defined as the frequency of finding another
particle at distance r from an initial particle and can be calculated by

g (r) = H (r)
N · V (r) · ρ0

(4.5)

for a set of discrete positions. Here N is the number of histogram samples,
H (r) the histogram entry at distance r, V (r) the volume of a distance bin in
the histogram and ρ0 the number density of particles in the film. For the 2D
periodic structures in this work, an accurate choice for the histogram sampling
is crucial. For example, if the pairwise distances between all molecular center
of masses are counted, errors due to the edges of the simulation box in the z
direction are introduced. Therefore, the center of mass pairs are chosen in a
two step process (see fig. 5.5). At first all molecules inside a slab with height
h are selected as samples for the histogram. Then around each molecule in
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Fig. 4.5.: Selection process for the molecule pairs entering the radial distribution
function calculation. Left side: Selection of all molecules (colored red) in a
slab with height h around the center of geometry of the morphology. Right:
Selection of all molecules (colored in green) inside a sphere with radius
rcutoff around each molecule determined in the previous step.

this inner group, all molecular pair distances are counted up until a cutoff
radius rcutoff. To ensure that no edge effects occur, h/2 + rcutoff needs to be
smaller than half of the thinnest part of the morphology. With this restriction
h and rcutoff are chosen so that: (a) h is maximized to have a bigger sample
size and therefor better statistics and (b) rcutoff covers the range of interest in
g (r), which converges to 1 at large distances for amorphous systems.

4.2.3 Fragment orientation

To analyze the orientation of molecules in the final film, orientation parameters
are calculated for the dihedral fragments which can rotate in both simulations
approaches (e.g. for a NPB molecule the seven fragments can be obtained
by splitting the molecule at every rotating bond in fig. 4.2). The orientation
parameter is then defined as:

〈
cos2 θz

〉
= 1
Nf

∑
i∈Nf

(
ni · ez

)2
(4.6)

where Nf is the number of fragments, ez the unit vector in z-direction and ni

the unit vector perpendicular to the fragment plane. The fragment plane itself
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is determined by minimizing the squared distances to all fragment atoms. For a
given set of fragment coordinates cij the plane can be obtained by minimizing

N∑
j

((
cij − pi

)
ni
)2

(4.7)

where pi is a point on the plane. In [93] it is shown that the minimal distance
plane contains the center of geometry of the coordinates, therefore it is possible
to take

pi = c̄i = 1
N

N∑
j

cij (4.8)

With this, the problem can be solved by performing a singular value decompo-
sition (SVD) of the matrix Ai constructed by the fragment coordinates with
respect to their center of geometry c̃i = cij − c̄i:

Ai =


c̃i1x · · · c̃iNx
c̃i1y · · · c̃iNy
c̃i1z · · · c̃iNz

 (4.9)

After the SVD of Ai, three new matrices are obtained

Ai = USV T (4.10)

and ni can be extracted as the third column of U . [94][93]

4.3 Analysis of electronic properties

In this section, the methods for calculating the electronic properties of the
simulated thin films are presented.

4.3.1 Refractive index

As shown in eq. (2.53), the refractive index of a material can be directly related
to the molecular polarizability. However in the derivation of eq. (2.53), the ap-
proximation of isotropically polarizable molecules is made. This approximation
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does not hold up for most OLED materials and more importantly does not allow
for birefrigience, which is a phenomena often found in thin organic layers due
to a preferred molecular orientation during film formation [95] [96]. It has
been shown, that a similar type of equation can be used for anisotropic systems
if, instead of taking the polarizability of a single molecule, the polarizability of
a spherical cutout of the film is taken. This cutout should be "sufficiently large,
so that the material contained in it may be considered from a macroscopic
point of view" (cited from [97]):

ε(u) − 1
ε(u) + 2

= α(u)

a3 (4.11)

In this equation u denotes the principal axes of the dielectric tensor ε(u). Fur-
thermore, a is the radius and α(u) the principal value of the polarizability tensor
of the spherical cutout. Due to the symmetry of the investigated structures,
the material has to be uniaxial and the optical axis (which is a principal axis of
ε(u)) coincides with the deposition direction z. Therefore the extra ordinary
and ordinary refractive indices can be calculated by:

neo =
√
εzz (4.12)

no =
√
εxx + εyy

2 (4.13)

where the components of ε are calculated using eq. (4.11) with the respective
components of α.

4.3.2 Giant surface potential

The giant surface potential (GSP) arises from the orientation of molecular
dipole moments during the deposition process [98]. While the overall dipole
of the film cancels out in the xy plane due its symmetry, a net dipole moment
might remain in the z direction. With growing film thickness, this net dipole
moment can lead to a potential difference between the bottom and top of the
layer (see fig. 4.6). In general, the potential created by a set of dipoles is given
by:

Φ (r) =
N∑
i

1
4πε0ε

pi · (r−Ri)
|r−Ri|3

(4.14)
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Fig. 4.6.: Buildup of the giant surface potential V GSP for a thin layer of thickness t,
due to a net average dipole moment 〈p〉 along the deposition direction.

where Ri is the position of each dipole moment pi. Under the assumptions
that each dipole moment has only a z-component (pi = piez) and that the
distribution of dipole moments can be described by a constant dipole density
〈p〉
V = const., the total GSP can be calculated (derivation in appendix A of the

appendix):

V GSP = Φ (z = t)− Φ (z = 0) = 〈p〉 t
V ε0ε

(4.15)

Typically the giant surface potential is measured at several film thicknesses
during the deposition process and quantified by the slope α = 〈p〉

V ε0ε
. This

slope can be extracted from the simulated structures by calculating the dipole
moment of each individual molecule in the film. To include the polarization of
the surrounding environment in this calculation, the QuantumPatch method is
used. [99, 100]

4.3.3 QuantumPatch

The QuantumPatch method is a algorithm to perform quantum chemical cal-
culations including environmental effects by only performing calculations for
one molecule at a time. The method was initially published by Friederich et
al. [24] and is currently further developed by Nanomatch4. QuantumPatch
was used throughout this work to calculate the dipole moments, energy level
distributions and dimer couplings used for the GSP and mobility analysis in
this work. To explain the underlying principle, a system consisting of four

4https://www.nanomatch.com/
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Fig. 4.7.: Workflow diagram of the QuantumPatch algorithm. A system consisting of
four molecules is split into four boxes, each containing one molecule. For
every box a DFT calculation is performed and partial charges are fit. The
partial charges are then transferred to the next iteration of calculations,
where they enter as an external electrostatic potential. This process is
repeated until self convergence is reached. (Figure is adapted based on
figure 1 of [24])
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molecules is considered (see fig. 4.7). In the first iteration, a vacuum calcula-
tion is performed for each of the four molecules. Afterwards, partial charges
are fitted to match the electrostatic potential of the molecule (see for example
[101]). In the second iteration, the partial charges calculated in the previ-
ous calculation are used to model the environment. This procedure is then
repeated until self-convergence is reached, which typically takes around seven
iterations.

4.3.4 Modelling charge transport properties

As already mentioned in section 3.2, the charge transport in organic semicon-
ductor materials can often be described by a hopping mechanism. A common
model used to describe the hopping rate between two molecules in a bulk film
is the Marcus rate equation [102] [103]:

k = 2π
~
|J |2 1√

4πλkBT
exp

(
−(λ+ ∆E)2

4λkBT

)
(4.16)

Besides the temperature T , the rate is completely determined by the electronic
coupling J , the reorganization energy λ and the energy difference ∆E. For
a electron transfer from an initially charged molecule A to an uncharged
molecule B inside a generated atomistic structure, these parameters can be
calculated with the aforementioned QuantumPatch method. The energy differ-
ence ∆E = EB−EA is given by the HOMO energies (hole transport) or LUMO
energies (electron transport) of molecules A and B, including polarization
energy contributions due to their environment. Both are estimated by the
energy eigenvalue of the highest occupied or lowest unoccupied Kohn-Sham
orbital obtained by the DFT calculation of molecule A or B. The reorganization
energy λ is calculated by the approach described by Stehr et al. [104]:

λ = (E∗c − Ec) + (E∗0 − E0) (4.17)

where E0 and Ec are the energies of the neutral and charged molecules in
their lowest energy geometry, E∗0 is the energy of a neutral molecule in the
lowest energy geometry of the charged state and E∗c is the energy of a charged
molecule in the lowest energy geometry of the neutral state. This is done by
calculating all four energies for a given molecule in vacuum. Since in this
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thesis all relevant structures consist only of one type of molecule, λ is the same
for each dimer pair AB inside one structure. For the electronic coupling the
calculation method described in [104] (based on [105]) was used:

Jij = Hij − 0.5 (Hii +Hjj)Sij
1− S2

ij

(4.18)

with

Hij =
〈
ϕi
∣∣∣ĤKS

∣∣∣ϕj〉
Sij = 〈ϕi|ϕj〉

where ϕi and ϕj are the HOMO (or LUMO) orbitals of the two monomers in
the dimer pair and ĤKS is the Kohn-Sham Hamiltonian of the dimer system. Sij
is the overlap between the HOMO (or LUMO) orbitals and Hii and Hjj are the
monomer site energies. After calculating all these properties for a given film,
they are used as input parameters to perform a kinetic Monte-Carlo (kMC)
simulation of the hopping transport in a organic thin film. All kMC calculations
referred to in this work, were performed by my colleague Simon Kaiser using
LightForge5 .

5LightForge is developed and distributed by Nanomatch (https://www.nanomatch.com/). A
more detailed description of the workflow can be found under http://docs.nanomatch.
de/nanomatch-modules/LightForge/LightForge.html (accessed on the 20.12.2021)
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Structure simulation of pure
films

5
In this chapter, the aforementioned algorithms to simulate physical vapor
deposition of small molecules (see section 4.1), are evaluated using four
commonly studied organic semiconductors: 2,9-Dimethyl-4,7-diphenyl-1,10-
phenanthroline (BCP) and 4,7-Diphenyl-1,10-phenanthroline (BPhen), which
are typically used in the electron transport or hole blocking layer of an OLED as
well as N,N’-Di(1-naphthyl)-N,N’-diphenyl-(1,1’-biphenyl)-4,4’-diamine (NPB)
and 4,4’-Bis(N-carbazolyl)-1,1’-biphenyl (CBP), which mostly serve as hole
transport and host material respectively. Furthermore, roughly two monolayers
of Buckminsterfullerene (C60) were used as a substrate in all simulations. The
chemical structures of all five molecules are depicted in fig. 5.1. In section 5.1
the influence of the number of steps per deposition is used to find a set of
simulation parameters which produces sensible structures. The described
methods are then used to create pure thin films of the aforementioned organic
semiconductor materials. Their molecular packing is analyzed and the density
compared to experimental literature values. These results are presented in
section 5.2. In section 5.3 the orientation of molecular fragments is calculated
and the total molecular orientation related to refractive index measurements
by Salehi et al. [106]. Finally, in section 5.4, the field dependent hole and
electron mobility is calculated and compared to experimentally determined
curves from literature.

The results presented in this chapter were published in [107].

5.1 Simulation parameters

After choosing GROMOS 54A7 as the force field and T = 300 K as the tem-
perature for both simulation approaches, the only open parameters are the
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(a) BCP (b) NPB

(c) BPhen (d) CBP

(e) C60

Fig. 5.1.: Chemical structures of 2,9-Dimethyl-4,7-diphenyl-1,10-phenanthroline
(BCP), N,N’-Di(1-naphthyl)-N,N’-diphenyl-(1,1’-biphenyl)-4,4’-diamine
(NPB), 4,7-Diphenyl-1,10-phenanthroline (BPhen), 4,4’-Bis(N-carbazolyl)-
1,1’-biphenyl (CBP) and Buckminsterfulleren (C60).
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(a) Density of simulated BCP films with the MC approach for different numbers of MC steps
and SA cycles per deposition cycle.

(b) Density of simulated BCP films with the MD approach for different numbers of MD steps
per deposition cycle.

Fig. 5.2.: Influence of different simulation parameters on the thin film density.
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number of MC steps and simulated annealing cycles for the MC approach
and the number of steps per deposition in the MD approach. In this section
the influence of both parameters on the final film density is checked for BCP,
which served as a test candidate. The results are shown in fig. 5.2. For the
MC approach, a combination of 200000 MC steps and 30 SA cycles is chosen,
since no significant change in density was seen by increasing either of the
two. For the MD approach, the final density was not converged even for the
highest setting of 20000 MD steps per deposition cycle. Here 20000 steps was
chosen as the default setting for further calculation in order to keep the overall
simulation time manageable.

5.2 Molecular packing in organic films

The molecular packing is analyzed by first calculating the average mass density
of every film according to the method presented in section 4.2.1. The final
value for the material, given by the mean value of the 10 independent films, is
then compared to experimental values. Additionally the radial distribution is
calculated and compared between both methods.

5.2.1 Density

The results of the density calculations are depicted in fig. 5.3. It is seen
that for all materials the density of the films generated by the MC approach
is smaller (around approximately 10%) than the density of the MD films.
When comparing to experimental results, the MD results are much closer,
reaching perfect agreement for CBP aswell as a small underestimation for
BPhen and NPB and a small overestimation for BCP. Interestingly the biggest
experimentally difference is found between BCP and BPhen, which only differ
through the substitution of two hydrogen atoms with two methyl groups. The
higher density of BPhen is also found by both simulation approaches but the
quantitative difference is underestimated. This could be a sign that there is a
collective movement or partial crystallization effect during the formation of the
BPhen film, which can not be captured by either of the presented simulations.
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Fig. 5.3.: Densities of BCP, NPB, BPhen and CBP. In green are the measured values
by xiang_method_2007, in orange the values from the MD approach and
in blue the values obtained by the MC protocol. Each simulated value is
a mean value of 10 independent simulations, the standard deviation was
below 0.003 g/cm3. The experimental uncertainty is 0.01 g/cm3. Reprinted
with permission from [107]
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In general, the total density of a film can be attributed to two main factors:
First, the local packing of the molecules and second, long range packing due
to reformation processes of the film as new molecules are deposited. The first
factor is mainly determined by the molecular shape and flexibility and can
be captured by both MC and MD, although in MD the molecules are slightly
more flexible due to the freezing of bonds and bondangles in the MC method.
In these simulations, this manifests as a smaller minimum distance between
the centers of mass of two adjacent molecules for NPB and CBP, where the
flexible biphenyl core is able to bend in the MD approach. For BCP and BPhen,
these smaller minimum distances are not observed due to the much stiffer
phenanthrolin core (see fig. 5.4).

5.2.2 Radial distribution function

The RDF was calculated according to the method described in section 4.2.2,
with an inner height hinner = 2 nm and a cutoff radius rcutoff = 2.5 nm. The
results for all four materials are plotted in fig. 5.5, each curve being averaged
over the ten separate simulations. First of all a clear convergence to g(r) = 1
for r > 2 nm is observed for all materials, confirming that indeed an amorphous
structure was generated. When comparing the MD to the MC curve, the onset
is the same for BCP and BPhen while for NPB and CBP the onset of the MD
curve is about 1 Å earlier. This can be explained by the better local packing due
to bending discussed above (see fig. 5.4). Furthermore a small peak at around
5 Å is observed for the MC structures of BCP, which is much less prominent
in the MD structure. This peak could be a first indicator that there is a higher
ordering of molecules in the MC structure. For BPhen this peak is slightly
smaller but clearly visible in both MC and MD structures. Overall, all curves
differ mostly in the region between 6 and 15 Å, which most likely stems from
a qualitatively different packing in both methods. This is further investigated
in the following two sections.
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(a) Minimal distance pair of BCP (MC ap-
proach)

(b) Minimal distance pair of BCP (MD ap-
proach)

(c) Minimal distance pair of NPB (MC ap-
proach)

(d) Minimal distance pair of NPB (MD ap-
proach)

Fig. 5.4.: Minimal center of mass distance snapshots for NPB (a) and (b) aswell as
BCP (c) and (d). The bending of the molecular axis through the biphenyl
core of NPB and phenanthrolin core of BCP is highlighted in red. The
flexible core of NPB enables a better local packing in the MD approach vs.
the MC approach, while for BCP no difference is observed. Reprinted with
permission from [107]
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Fig. 5.5.: Radial distribution functions for BCP (a), BPhen (b), CBP(c) and NPB (d).
Normal lines correspond to structures generated by the MC protocol, dashed
lines to the MD approach. Reprinted with permission from [107]
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5.3 Molecular orientation in organic films

In this section the ordering of molecules inside the final films is analyzed. At
first the orientation parameter for molecular fragments is calculated according
to the method described in section 4.2.3, then the ordinary and extra-ordinary
refractive index is compared to experimental literature values.

5.3.1 Dihedral fragments

In fig. 5.6 the orientation histograms for the core fragments of BCP, BPhen,
CBP and NPB are plotted. Here, the core fragment of BCP and BPhen is
the phenanthrolin fragment highlighted red in the inset picture. For NPB
and CBP the core consists of two phenyl ring fragments each, the calculated
orientation parameter here is taken as the average of both individual phenyl
ring orientations. Similar histograms for all other dihedral fragments can be
found in figures A.1-A.4 in the appendix.

Looking at only these two core fragments, a clear qualitative difference be-
tween MD and MC structures is seen. The MC structures show an anisotropic
distribution for all materials except NPB, where this effect is much smaller and
the distribution is closer to the respective distribution in the MD case. The
anisotropic distributions have a maximum at cos2(θz) = 1 meaning that most
fragment planes are aligned perpendicular to the deposition axis. For MD the
orientation distribution is close to an isotropic distribution for all materials.
Only a small deviation, with higher values at cos2(θz) = 1 and lower values at
cos2(θz) = 0, from the isotropic curve is visible and is strongest for the CBP
films. These results clearly show that the different simulation approaches can
lead to fundamentally differently packed structures.

5.3.2 Refractive index

To see how the different packing observed in section 5.2.2 and section 5.3.1
influences macroscopic properties of the film, ordinary and extra-ordinary
refractive indices are calculated for each structure. The values are furthermore
compared to experimental values from [106]. The refractive index is calculated
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(a) BCP structures with MC (b) BCP structures with MD

(c) BPhen structures with MC (d) BPhen structures with MD

(e) CBP structures with MC (f) CBP structures with MD

(g) NPB structures with MC (h) NPB structures with MD

Fig. 5.6.: Histograms of the order parameter cos2θz for the core fragments of BCP,
BPhen, CBP and NPB. The core fragments are highlighted red in the inset.
The yellow line corresponds to an ideal isotropic distribution.
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Tab. 5.1.: Calculated ordinary no and extra-ordinary neo and their difference ∆n =
no − neo. The experimental values were obtained from ellipsometry mea-
surements by [106]. All simulated values are a mean value over the 10
different structures per material and method with a statistical uncertainty
of below 0.01.

Molecule MC MD Experiment
no neo ∆n no neo ∆n no neo ∆n

BCP 1.66 1.56 0.10 1.62 1.60 0.02 1.71 1.71 0.00
NPB 1.70 1.64 0.06 1.68 1.66 0.02 1.87 1.87 0.00

BPhen 1.72 1.60 0.12 1.68 1.66 0.02 1.73 1.73 0.00
CBP 1.72 1.58 0.14 1.68 1.62 0.06 1.80 1.74 0.06

using a Clausius-Mossotti type equation (see section 4.3.1), where the cutout
radius a was taken as 3 nm. To further remove the influence of the different
mass densities on the absolute value of ε, the volume a3 was adjusted by the
correction factor ρSimulation/ρExperiment using the values from section 5.2.1. The
values of αu were calculated using the Thole model (see section 2.3.2) at
λ = 550 nm for all atoms contained in the cutout sphere, effectively treating
the whole sphere as one big molecule. From the resulting polarizability tensor
α, the ordinary component was defined as αo = αxx+αyy

2 and the extra-ordinary
as αeo = αzz. Based on ε = n2, the final ordinary and extra-ordinary refractive
indices were calculated and are listed in table 5.1. Overall, all films show an
anisotropy, which is stronger for the films generated by MC for all materials.
Compared to the experimental values, the absolute values are underestimated
for all films, which can most likely be attributed to a systematical underesti-
mation of the polarizability tensor in the Thole approach. Furthermore, the
anisotropy of the MD films matches the experimental behaviour better than
the MC films. While the small ∆n of 0.02 for BCP, NPB and BPhen could be
due to a false simulation, it could also be a too small anisotropy to resolve
in experiment (for example in [106] out of over 30 organic materials, none
showed a value of ∆n below 0.03). The observed higher anisotropy in the MC
films matches with the observed orientation distributions from the previous
section. Due to the delocalisation of electrons inside of the conjugated ring
fragments, the polarizability inside the plane is higher than perpendicular to
the plane, which in turn leads to a higher ordinary refractive index when the
majority of conjugated fragments lie parallel to the film plane.
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Tab. 5.2.: Results of the QuantumPatch calculations: intrinsic disorder σi and total
disorder σ. For the electron transport materials BPhen and BCP all values
correspond to the LUMO levels, for the hole transport materials NPB and
CBP to the HOMO levels.

Molecule MC MD
σi [meV] σ [meV] σi [meV] σ [meV]

BCP 40.2± 2.4 115± 5.0 45.5± 2.0 97± 5.4
NPB 79.6± 3.7 108± 5.4 74.9± 4.7 110± 6.0

BPhen 30.1± 1.9 122± 8.2 42.6± 2.5 108± 7.0
CBP 15.1± 0.6 90± 2.8 26.7± 2.3 88± 6.4

5.4 Mobility calculations

In this section, the electronic structure and field dependent mobility are cal-
culated and compared to experimental data from literature. First, the on-site
energies and electronic couplings J are calculated, which determine the trans-
port properties in bulk organic semiconductors (see eq. (4.16)). For this, the
HOMO and LUMO energy levels for 200 core molecules in the center of the
film are calculated with the QuantumPatch method using the B3-LYP [36] func-
tional and a def2-SVP [108] basis set (see section 4.3.3). The energy disorder
σh/e can then be extracted from the width of the HOMO and LUMO energy
distributions. For the electronic couplings, the hopping-matrix elements for
dimers of charged-uncharged-pairs of 150 core molecules and their neighbours
with an atom-atom-cutoff of 7 Å are calculated. In table 5.2, the calculated
values for the intrinsic and total disorder are given, where each value is the
mean value of five independent structure samples. To good approximation, the
total disorder is given by

σ2 = σ2
i + σ2

p (5.1)

where σ2
i is the intrinsic disorder stemming from the distortion of the molecules

upon deposition and σ2
p is the disorder stemming from the polarization effects.

Therefore, the first is a measure of the conformational disorder of the molecules
in the film. We see that the results for σi as well as σ match for NPB when
comparing MC to MD structures, while for BCP, BPhen and CBP a slightly
higher intrinsic disorder is found for the MD structures. These higher intrinsic
disorders are most likely explained by the initial degrees of freedom available
in the MD simulation. When looking at the total disorder of these materials, a
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significantly lower value is observed for the MD films of BCP and BPhen. For
CBP both approaches produce a similar value. This means that the polarization
contribution σ2

p of the molecular environment to σ is smaller for the MD films
of BCP, BPhen and CBP. When looking at the results of the refractive index
calculation, we see that for each of these materials the anisotropy ∆n was
heavily overestimated, suggesting a correlation between high anisotropy of the
refractive index and polarization contribution of the energetic disorder.

Next the charge transport in these structures is simulated with the kinetic
Monte-Carlo (kMC) charge transport model Lightforge (see section 4.3.4)).
For this, the simulated structures are expanded into 40× 40× 40 nm structures
with periodic boundary conditions in x-, y- and z-direction according to the
stochastic expansion method presented in [109]. Initially 20 charge carriers
are placed into each system, which results in a charge density of approx
3.125e−3 per site. The carrier mobility is then extracted at four different field
strengths:

√
E = 300, 400, 500 and 600

√
V/cm. Convergence is reached if the

current density is constant over two thirds of the simulation. For BCP and
BPhen the electron mobilities were calculating based on the LUMO values
from table 5.2, and for CBP and NPB the hole mobilities based on the HOMO
values respectively. The resulting field dependent mobilities are plotted in
fig. 5.7. An one order-of-magnitude agreement of the mobility data is found
for all MD films and all MC films except BPhen, where the the error is slightly
higher. Interestingly the MC seems to capture the mobility of the BCP film
perfectly, while for BPhen the MD film has a perfect agreement. In general the
mobility is mostly determined by the total disorder σ of the individual film.
The mean value of the electronic coupling elements are given in table 5.3. The
average coupling matrix element

〈
J2r2〉 is twice as high for the MD film of NPB

compared to the MC film, this difference however seems to be completely offset
by a just 2 meV higher electronic disorder of the MD film. This underlines the
importance of correctly capturing this value when producing correct results.
This is furthermore supported by the results obtained in [114] where the zero
field mobility µ0 follows the relation:

µ0 ∝
〈
J2r2

〉
exp

(
−0.25 (βσ)2

)
(5.2)

where β = k−1
B T−1.
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Fig. 5.7.: Field dependent electron mobilities for BCP and BPhen and hole mobilities
for CBP and NPB calculated by the kMC model Lightforge [109]. Experimen-
tal values taken from [110] (BCP), [111] (BPhen), [112] (CBP) and [113]
(NPB). Simulation errors are of the order of the symbol size. Reprinted with
permission from [107]

Tab. 5.3.: Intermolecular hopping-matrix elements
〈
J2r2〉, calculated for dimer pairs

with the QuantumPatch approach. For the electron transport materials
BPhen and BCP all values correspond to the LUMO levels, for the hole
transport materials NPB and CBP to the HOMO levels.

Molecule MC MD〈
J2r2〉 [eV2Å2]

〈
J2r2〉 [eV2Å2]

BCP 2.16e−3 2.41e−3
NPB 2.09e−3 4.48e−3

BPhen 2.76e−3 3.60e−3
CBP 5.74e−3 6.42e−3
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Orientation effects in
host-guest mixtures

6

In this chapter the optical and electronic orientation of molecules in host-guest
mixtures is investigated. Section 6.1 introduces the studied guest and host ma-
terials. In section 6.2 the process of parametrization and structure generation
is described. The generated structures are then analyzed with respect to their
optical orientation in section 6.3 and their GSP slope in section 6.4.

The results presented in this chapter have been partially published in [115]. All
3-D images of molecules were rendered using the Visual Molecular Dynamics
(VMD) [116] software.

6.1 Guest and host materials

The investigated emitter molecules are the N-heterocyclic carbene complex
tris(N-dibenzofuranyl-N’-methylimidazole)iridium-(III) (Ir(dbfmi)3) and its
derivatives A-1 to A-5 and B-1 to B-3. All derivatives share the same Ir(dbfmi)3

core with additions made to either the shorter (imidazol-) side of the ligand
(A-X) or the longer (dibenzofuranyl-) side of the ligand (B-X) (see fig. 6.1). The
mer isomer of all molecules, aswell as the fac isomer of Ir(dbfmi)3, A-1 and A-5,
were co-deposited with the host material bis[2-(diphenylphosphino)phenyl]ether
oxide (DPEPO) (see fig. 6.2) at a volume ratio of approximately 8%. All ex-
perimental data referenced in this chapter is taken from the measurements
published in [115].
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Fig. 6.1.: Chemical structures of the N-heterocyclic carbene complex tris(N-
dibenzofuranyl-N’-methylimidazole)iridium-(III) (Ir(dbfmi)3) and its deriva-
tives. Individual additions are highlighted in red.

Fig. 6.2.: Chemical structure of bis[2-(diphenylphosphino)phenyl]ether oxide
(DPEPO).
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6.2 Deposition simulation

As in chapter 5, the atomistic structures were generated using the MC and MD
deposition approaches introduced in chapter 4. In contrast to the simulations
from the previous chapter, the OPLS [52] force field parameters are used for
both simulations. In the OPLS forcefield several atom types can be used to
parametrize a molecule, these types were first assigned by hand for every
atom and the MD forcefield was built using the Moltemplate1 tool [117].
Additionally partial charges were calculated using a fit of the eletrostatic
potential (as described in [101]) of a DFT calculation with a def2-SVP basis set
[108] and B3-LYP [36] as the exchange correlation functional using Turbomole
7.2 [118]. Since iridium is not covered by the OPLS force field, the internal
degrees of freedom (bond, angle and dihedral, see fig. 2.2) could not be
parameterized by the OPLS forcefield. The emitter molecules were therefore
kept completely rigid in the MD simulation using the fix/rigid/small command
as implemented in LAMMPS [86], which uses the algorithm published by
Kamberaj et al. [119] in 2005. For the Lennard Jones interactions of iridium,
the parameters from the Universal force field (UFF) derived by Rappé et al.
[120] were used. For the MC deposition, the intramolecular dihedral force
field was additionally parameterized by turning each dihedral angle in 20
degree steps and evaluating the energy with DFT, again using a def2-SVP
basis set combined with the B3-LYP functional in Turbomole. To prevent
clashes between the rotated fragments, all other dihedral angles were relaxed
after each step using a force field of internal partial charges and internal
Lennard Jones parameters, which was fitted iteratively. This was done using
the DihedralParametrizer module provided by Nanomatch2 (a more detailed
description can be found in their documentation3).

After the parameterization of the forcefields, the simulation was started using
the following settings for the MC deposition (see section 4.1.2) simulations:

• Number of deposited molecules: 2000

1Moltemplate: A Tool for Coarse-Grained Modeling of Complex Biological Matter and Soft
Condensed Matter Physics, available on https://www.moltemplate.org

2Commercially available on https://nanomatch.com/. Last accessed on the 09. October
2021.

3http://docs.nanomatch.de/nanomatch-modules/DihedralParametrizer/
DihedralParametrizer.html. Last accessed on the 09. October 2021.
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• Number of MC steps: 300000

• Number of SA cycles: 30

And the following settings for the MD deposition (see section 4.1.1) simula-
tions:

• Number of deposited molecules: 1000

• Number of MD steps per deposition cycle: 20000

For the experimental data published in [115], the emitter-host systems were
deposited at a volume fraction of approximately 8 %vol. This value has to
be converted into a molecular fraction (χ [%mol]) as an input value for the
deposition simulations, where every new molecule inserted into the simulation
is drawn randomly based on these molecular fractions. To that end, the molar
volume Vm of all molecules is estimated by calculating the mass density of pure
films. Together with the molar mass M of a molecule, the estimated molar
volume is given by:

Vm = M

ρ
(6.1)

With this the molecular concentration of guest G in host H is:

χ [%mol] = V G
m

V H
m

χ [%vol] (6.2)

To estimate the mass density, pure films containing 1000 molecules were
generated by the MC deposition approach for each material, using the same set
of settings as mentioned above. The densities were extracted using the method
described in section 4.2.1. The calculated densities and resulting molecular
fractions are listed in table 6.1

6.3 Analysis of the optical orientation parameter

As already mentioned in section 3.2 the optical orientation of emitters is an
important factor for the external quantum efficiency (EQE) and therefore plays
a large role in the improvement process of modern OLEDs: Besides wasting
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Tab. 6.1.: Estimation of molecular deposition fractions in the host material DPEPO
corresponding to 8% volume concentration, based on simulated pure film
mass densities.

Material ρ [g/cm3] χDPEPO [%mol]

DPEPO 1.08 -
mer-Ir(dbfmi)3 1.25 5.6
fac-Ir(dbfmi)3 1.22 5.5

mer-A-1 1.22 5.3
mer-A-1-fac 1.20 5.2

mer-A-2 1.19 4.9
mer-A-3 1.16 4.8
mer-A-4 1.16 4.6
mer-A-5 1.11 3.9

mer-A-5-fac 1.10 3.9
mer-B-1 1.18 4.9
mer-B-2 1.26 4.7
mer-B-3 1.15 4.5

less energy, more efficient OLEDs can be operated at lower current densities.
This, in turn, reduces the part of device degradation which is due to ohmic
losses, ultimately leading to a higher OLED lifetime [121].

It has already been shown, that the general trend of whether emitter molecules
show a preferred orientation or not, can be reproduced with the MC based de-
position protocol Deposit: In 2017 Friederich et al. investigated the mechanism
behind the orientation of iridium based emitters molecules and found a good
agreement to experimentally measured orientation parameters for the well
known materials Ir(bppo)2(acac), Ir(bppo)2(ppy) and Ir(bppo)(ppy)2 [122].
Based on this work the aim of this sections is to explore the viability of using
molecular deposition simulations to predict changes in emitter orientation for
a series of 12 similar homoleptic iridium carbene complexes.

6.3.1 Quantum chemical calculations

The order parameter Θ chosen for the following analysis of the optical orienta-
tion is defined as

Θ =
∑
n ~µ

2
z∑

n |~µ|
2 (6.3)
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Tab. 6.2.: Transition energies of the first 10 excited states calculated with Dalton2018
on the optimized ground state geometry.

Molecule
Excited state transition energy [eV]

1 2 3 4 5 6 7 8 9 10

mer-Ir(dbfmi)3 2.96 2.98 2.99 3.5 3.6 3.63 3.64 3.66 3.77 3.83
fac-Ir(dbfmi)3 3.0 3.01 3.01 3.57 3.59 3.59 3.75 3.75 3.78 3.87

mer-A-1 2.96 2.99 3.0 3.49 3.61 3.63 3.64 3.66 3.79 3.82
fac-A-1 3.0 3.01 3.01 3.57 3.59 3.59 3.75 3.75 3.78 3.87
mer-A-2 2.97 2.99 3.0 3.49 3.61 3.62 3.63 3.65 3.79 3.81
mer-A-3 2.96 2.98 2.99 3.48 3.61 3.62 3.63 3.65 3.79 3.82
mer-A-4 2.96 2.99 2.99 3.48 3.61 3.62 3.63 3.65 3.79 3.81
mer-A-5 2.93 2.95 2.96 3.41 3.46 3.54 3.58 3.61 3.61 3.63
fac-A-5 2.99 2.99 2.99 3.5 3.53 3.54 3.65 3.66 3.67 3.67
mer-B-1 2.92 2.94 2.95 3.47 3.57 3.58 3.59 3.62 3.68 3.73
mer-B-2 2.94 2.96 2.97 3.45 3.59 3.61 3.61 3.63 3.69 3.73
mer-B-3 2.59 2.6 2.6 3.12 3.14 3.15 3.3 3.38 3.47 3.52

where the sum is over the n emissive molecules in a film with their correspond-
ing transition dipole moment (TDM) ~µ. It is therefore necessary to calculate
the TDMs for every emitter material. This was done by first optimising the
structure of the S0 ground ground state with DFT using the B3-LYP [36] ex-
change correlation functional combined with the ecp-sdd-DZ [123] basis set
for iridium and the 3-21G [124] basis set for all other elements. All structure
optimizations were done with Turbomole 7.2 [118]. Afterwards a TDDFT
calculation for the first 10 excited triplet states is performed on the optimized
ground state geometry using the effective charge approximation [125, 126,
127] for the spin–orbit operator in Dalton2018 [128]4. The resulting excited
state transition energies are printed in table 6.2. A clear separation of at least
about 0.5 eV between the first three states and all higher states is observed.
Additionally the first three transitions show only small differences of about
10 meV to 30 meV, which is of the order of thermal fluctuations at room temper-
ature. Each of the three transitions corresponds to an electron transfer to one
of the ligands. To evaluate the quality of these calculations, the phosphorescent

4Dalton, a molecular electronic structure program, Release v2018.0 (2018), see
http://daltonprogram.org
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Fig. 6.3.: Calculated phosphorescence lifetime compared against experimental values
from Schmid et al. [115]. Adapted and reprinted with permission from
[115]. Copyright 2020 American Chemical Society.

lifetimes τ are calculated according to the formula published by Mori et al.
[129]:

τ =
∑
i e
−∆Ei/kBT∑

i kie
−∆Ei/kBT

(6.4)

where i sums over all transition substates, in this case a total of 30 substates
exist, resulting from the calculated first 10 excited triplet states which each
have 3 degenerate microstates. ∆Ei is the energy difference of the i-th substate
to the first substate and ki is the corrected radiative rate of the i-th substate
as defined in [129]. The resulting values for τ are plotted together with the
experimental values in fig. 6.3. A good agreement between calculated and
experimental values can be found, most notably the almost a factor of 10
higher phosphorescence lifetime for mer-B-3 compared to the other emitters
is also observed in the calculations. Subsequently, all emitter structures were
optimized again, this time to the geometry of the first excited triplet state
T1. Afterwards, the TDMs for the first excited state were calculated again in
this T1 geometry, resulting in three TDM vectors corresponding to one of the
three ligands. Under the approximation that also for the mer isomers the TDM
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(a) mer-Ir(dbfmi)3 (b) fac-Ir(dbfmi)3

Fig. 6.4.: Visualized structures of (a) mer-Ir(dbfmi)3 and (b) fac-Ir(dbfmi)3. The
calculated and mapped TDM and −1· TDM vectors are printed with the
iridium atom as their origin.

sec1

vectors are symmetric with respect to the ligand orientation, all three vectors
are mapped onto the remaining two ligands. This mapping is done by shifting
the molecule so that the position of the iridium atom coincides with the origin
and afterwards calculating the rotation matrix, which rotates the two Ir-N
vectors of one ligand to the corresponding Ir-N vectors of another ligand. The
TDM vectors are then rotated by the same rotation matrix, finally resulting in
9 separate TDMs per emitter molecule. The emitter molecules mer-Ir(dbfmi)3

and fac-Ir(dbfmi)3 with their calculated TDMs are visualized in fig. 6.4, similar
pictures for the remaining emitter molecules can be found in the appendix (see
fig. A.5).

6.3.2 Calculation of the orientation parameter

To calculate the orientation parameter of mixtures of the emitter materials
with DPEPO as a host material, 5 structures were generated using the MC
approach and 10 structures using the MD approach. Using the simulation
settings provided in section 6.2 this yielded 10000 deposited molecules per
emitter/host combination. The number of sampling points per emitter molecule
however is only around 500, due to the low molecular deposition fractions
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(see table 6.1). Since the emitter molecules are kept rigid (except the dihedral
rotations of small groups added to the ligands in some derivatives), the TDMs
calculated in the previous chapter can be mapped onto the simulated emitter
geometries by a simple rotation. The orientation parameter for each of the
9 TDMs found is then calculated by averaging over all sampling points as
shown in eq. (6.3). This would then results in a set of 9 different orientation
parameters. However, not every transition is equally likely but rather depends
on the square of the magnitude of the TDM (Fermi’s golden rule) and also on
the excitation energy itself. To account for both a weighted average of all the 9
orientation parameters was calculated using the following weights:

wi = e−∆Ei/kBT |~µi|2 (6.5)

where ∆Ei is the energy difference between the transition energy of the
i−th TDM ~µi and the lowest transition energy. The so calculated weighted
orientation parameters are plotted against the experimentally available results
from [115] in fig. 6.5. Overall, a good agreement between experiment and
both types of simulations can be found: both approaches clearly reproduce
the better orientation of the mer-B-X derivates compared to the fac-A-5 and
mer-A-5 isomers. Comparing each simulation method separately with the
experimental data R2-scores (coefficient of determination) of 0.76 (MC) and
0.69 (MD) were found, suggesting that the MC approach is slightly better
suited for the prediction of emitter orientations. One possible explanation for
this result could be that the MC protocoll better samples the orientation of
the individual emitter molecules during deposition, while in the MD approach
much computation time is used for the simulation of the substrate and possible
collective movements. This hypothesis is supported by the findings in [115],
where almost no change of the orientation parameter is measured when
switching the host material from DPEPO to 3,6-bis(diphenylphosphoryl)-9-
phenylcarbazole (PO9), which is another indicator that the emitter orientation
depends more on the emitter material than on the host material.
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(a)

(b) (c)

Fig. 6.5.: (a) Simulated and experimental orientation parameters of
the N-heterocyclic carbene complex tris(N-dibenzofuranyl-N’-
methylimidazole)iridium-(III) (Ir(dbfmi)3) and several derivatives
with DPEPO as host material. (b)/(c): Correlation between simulated
orientation with MC/MD and experimental data.
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6.4 Analysis of the GSP slope

As shown in eq. (4.15) the GSP of a thin film can be related to its average
molecular dipole density 〈p〉V , which is equal to the surface charge density σif
accumilating at the film/vacuum and film/substrate interfaces. These surface
charge densities have also been measured in [115] for pure DPEPO films
as well as for mixtures of DPEPO with the emitter materials mer-Ir(dbfmi)3,
fac-Ir(dbfmi)3, fac-A-5 and mer-B-2. In these measurements, a strong decrease
of the surface charge density could be measured for the fac-Ir(dbfmi)3 and
mer-B-2 mixtures compared to the pure DPEPO films, while the mer-Ir(dbfmi)3

mixtures showed only a slight decrease and the fac-A-5 mixtures an increase.
In the publication, the non-zero GSP for the neat DPEPO film is explained by a
small fraction of uncompensated permanent dipole moments (PDMs) in a film
of mostly antiparallel oriented PDMs, leading to a net average dipole moment
of the film. In the mixtures, this net dipole moment is either compensated
by oppositely oriented dipole moments of the guest molecules leading to a
decrease of the GSP or diluted by guest molecules leading to a higher fraction
of uncompensated host dipole moments and therefore to an increase of the GSP.
The aim of this section is to: (a) estimate again how well these experimental
results are captured by simulated morphologies and (b) analyse the reason for
a possibly higher or lower GSP on the molecular level in the simulation.

For the pure DPEPO films, the molcular volume V can be estimated by dividing
the mass of one DPEPO molecule mDPEPO by the density of the simulated film
(see section 4.2.1). For the mixed films, an average mass of the molecules
mmixed is calculated by dividing the total mass of the film by the number of
deposited molecules. The so calculated molecular volumes are then averaged
over all simulated films and are listed in table 6.3.

6.4.1 Quantum chemical calculations

To calculate the molecular dipole moment for every molecule taking into
account the polarization, the QuantumPatch method is used (see section 4.3.3).
To remove the unphysical vacuum interface in x and y direction, the final
structures were periodically extended by adding 8 copies in the xy-plane. This
is possible due to the use of periodic boundary conditions along these axes
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Tab. 6.3.: Calculated molecular volumes V based on the morphologies simulated by
the MC and MD approach.

Material V MC [nm3] V MD [nm3]
DPEPO 0.90 0.79

mer-Ir(dbfmi)3 0.91 0.81
fac-Ir(dbfmi)3 0.92 0.81

fac-A-5 0.93 0.82
mer-B-2 0.92 0.81

during all deposition simulations. The molecular dipole moments are then
calculated only for the inner molecules belonging to the initially deposited film,
while the rest of the molecules are only used for the polarization part. A total
of 7 iterations were used with Turbomole 7.2 [118] (def-SV(P) and B3-LYP) as
the DFT engine in QuantumPatch.

6.4.2 Results

Combining the results from QuantumPatch with the molecular volumes from
above, the surface charge density σif was calculated for every morphology
and plotted together with the experimental data in fig. 6.6. Histograms of
the calculated dipole moments are printed in the appendix (see fig. A.6 –
fig. A.10). It is clearly visible that almost no GSP slope is found in the MD
generated morphologies. For the MC structures, however, the absolute value
of the GSP is close to the experimental values and more importantly the trend
of an increase for the fac-A-5 mixtures and a decrease for the mer-B-2 and
fac-Ir(dbfmi)3 is reproduced. Since the emitter orientation results are much
closer between MD and MC, the large deviation here most likely stems from
the MD forcefield parametrisation used for the host material DPEPO, which is
the main contributor to the total GSP of the film. To understand the reason
behind increase or decrease of the GSP, it is helpful to look at the orientation
of host and emitter molecules separately. Histograms of cos θ (with θ being
the angle between dipole moment and z-axis) are shown for the host material
DPEPO in fig. 6.7 and for the emitter materials in fig. 6.8. A clear difference
between MC and MD structures is seen for the orientation of DPEPO: all MC
structures show a higher amount of dipole moments orientated towards the
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Fig. 6.6.: Surface charge densities of DPEPO, mer-Ir(dbfmi)3, fac-Ir(dbfmi)3, fac-A-5
and mer-B-2. In green are the measured values taken from [115], in orange
the values from the MD approach and in blue the values obtained by the
MC protocol. Each simulated value is a mean value of 5 (MC) or 10 (MD)
independent films, the standard deviations are taken as the errorbars. Each
film contained 2000 (MC) or 1000 (MD) molecules.
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positive z-direction leading to a GSP. For the MD films such a trend is not
seen, resulting in the almost zero GSP values calculated above. Furthermore,
the increase or decrease of the GSP in mixture can cleary be attributed to the
orientation of the respective emitter molecule. Looking at the MC structures,
fac-Ir(dbfmi)3 shows a strong tendency to orient its dipole moment towards
the surface lowering the GSP, the same is true for mer-B-2 but to a lesser extent.
mer-Ir(dbfmi)3 and fac-A-5 show a more isotropic distribution, where mer-
Ir(dbfmi)3 leans to a slightly stronger ordering towards the surface and fac-A-5
to a stronger ordering away from the surface. For MD a similar behaviour can
be observed with the biggest deviation being fac-Ir(dbfmi)3, which shows a
peak at both cos θ = 1 and −1. To understand why especially fac-Ir(dbfmi)3

shows such a different distribution then the fac-A-5 derivative, a look at the
orientation of the permanent dipole moment within the molecule is helpful (see
plots in fig. A.11). For both of the fac isomers the dipole moment is parallel to
the C3 rotational axis of the molecule and points towards the methylimidazole
side of the ligands. Upon deposition each molecule increases the surface area
shared with the substrate, effectively maximizing the attractive part of the
Lennard-Jones potential. Looking at the MD results, there seem to be two
favorable positions for fac-Ir(dbfmi)3: one with the methylimidazole side facing
upward (cos θ = 1) and one with the methylimidazole side facing downward
(cos θ = −1). In the MC results only the latter is visible. One explanation
for this could be that the transition from an upward facing orientation to
a downward facing one has to overcome a potential energy barrier, which
is supported by the low number of sample points found at perpendicular
orientation in both approaches. In general such barriers are more likely to
be overcome in the Basin-hopping approch used in the MC simulations. For
fac-A-5, the shape of the molecule gets more spherical through the addition of
the xylene groups, leading to a lowering of this barrier and a more isotropic
distribution in general. The dipole moment of the mer isomers is pointing
towards the nitrogen atom of the ligand which is perpendicular to both other
ligands. Due to its overall more flat geometric shape the mer isomers tend to
lie down on two of their three ligands with the third one slightly tilting upward.
This leads to an expected maximum of the orientation closer to cos θ = 0. In
the simulations this is seen both for mer-Ir(dbfmi)3 and mer-B-2, where the
maximum of the histogram is at around cos θ ≈ −0.25 in both methods. The
tendency towards a downward facing dipole moment is higher for mer-B-2
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than for mer-Ir(dbfmi)3. This can be explained by considering the situation
where both parallel ligands (meaning both dibenofuranyl sides of the ligands
are on the same axis) are laying on the surface. In this case, it is easier to
find a spot on the surface where the shorter methylimidazole side of the third
ligand is pointing towards the surface instead of the longer dibenzofuranyl
group. This asymmetry is then amplified by making this side even longer
through the addition of the trifluoromethyl group in the mer-B-2 derivate.
Combined with the results from the previous section and the overall similar
orientation of the emitter molecules is predicted by both methods, where the
MC approach shows a better agreement with experiment. Additionally, judging
from the wrong prediction of the DPEPO dipole moments in both pure films
and mixtures generated with the MD approach, DPEPO does not seem to be
accurately described by the MD forcefield. This does however not influence
the orientation of the emitter molecules, where the main driving force is the
Lennard-Jones interaction and not the electrostatic interaction.
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(a) Pure films simulated with MC. (b) Pure films simulated with MD.

(c) mer-Ir(dbfmi)3 mixtures simulated with
MC.

(d) mer-Ir(dbfmi)3 mixtures simulated with
MD.

(e) fac-Ir(dbfmi)3 mixtures simulated with
MC.

(f) fac-Ir(dbfmi)3 mixtures simulated with MD.

Fig. 6.7.: Histograms of cos θ (with θ being the angle between dipole moment and
z-axis) of all DPEPO molecules deposited either in pure films or mixtures
with the emitters mer-Ir(dbfmi)3, fac-Ir(dbfmi)3, fac-A-5 and mer-B-2.
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(g) A-5-fac mixtures simulated with MC. (h) A-5-fac mixtures simulated with MD.

(i) B-2 mixtures simulated with MC. (j) B-2 mixtures simulated with MD.

Fig. 6.7.: Histograms of cos θ (with θ being the angle between dipole moment and
z-axis) of all DPEPO molecules deposited either in pure films or mixtures
with the emitters mer-Ir(dbfmi)3, fac-Ir(dbfmi)3, fac-A-5 and mer-B-2.
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(a) mer-Ir(dbfmi)3 mixtures simulated with
MC.

(b) mer-Ir(dbfmi)3 mixtures simulated with
MD.

(c) fac-Ir(dbfmi)3 mixtures simulated with MC. (d) fac-Ir(dbfmi)3 mixtures simulated with
MD.

(e) fac-A-5 mixtures simulated with MC. (f) fac-A-5 mixtures simulated with MD.

(g) mer-B-2 mixtures simulated with MC. (h) mer-B-2 mixtures simulated with MD.

Fig. 6.8.: Histograms of cos θ (with θ being the angle between dipole moment and
z-axis) of all emitter molecules deposited in mixture with DPEPO.
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Improving the forcefield 7
In the previous chapters, two different deposition approaches have been used
to simulate the PVD process of pure (chapter 5) and mixed (chapter 6) organic
film structures. Several film properties have been compared to available
experimental data. It has been shown that while the MD deposition method
seems to capture the anisotropy of the refractive index and the overall mass
density better, the MC approach predicts the emitter orientation better, while
also being the computationally cheaper method due to its linear scaling with
system size. This chapter aims to improve the existing intra- and intermolecular
forcefields by a neural network approach based on the initial work of Friederich
et al. [130]. In their work they showed, that given a large enough set of sample
data, the changes in intramolecular energy contributions due to dihedral
rotations can in principle be learned by a artificial neural network (ANN).
In this thesis, the same ANN model is used to learn the dihedral energy
contributions aswell as changes in partial charges due to dihdral rotations. The
ANN is furthermore embedded in an iterative workflow to efficiently create
new sample data points, automatically stopping when a desired accuracy is
reached. The hole transport material NPB is then used as a test candidate to
generate ANN forcefields for dihedral energies and charges. Finally, the created
force fields were implemented and used in the MC deposition approach.

7.1 Accuracy of GROMOS 54A7 force field

To describe changes in internal energy of a given molecule induced by the
rotation of its dihedral fragments, a conventional MD force field is typically
using a set of analytic functions (for example eq. (2.23) and eq. (2.24)), which
are parametrized either empirically or fitted to quantum chemical calculations
for each individual dihedral degree of freedom. Additionally, partial charges
are fitted to the quantum chemical calculation of a reference geometry (usually
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the ground state) and kept fixed throughout the whole simulation. To assess
how accurate such a conventional force field is, a set of 1000 conformations
of NPB is taken from one of the structures generated by the MC approach
in chapter 5. On this set, the changes in total energy are calculated with
the GROMOS 54A7 forcefield [51] (which was used during the deposition
simulations) as well as with DFT on two levels of accuracy: (a) B-P functional
and def-SV(P) basis and (b) B3-LYP functional and def2-SV(P) basis [36, 108].
After each DFT calculations also a new set of partial charges is extracted using a
fit of the electrostatic potential as described in [101]. The results of the energy
calculations are plotted in fig. 7.1, where ∆E = En − E0 and En corresponds
to the total energy of the n-th conformer of the testset. It is shown that
while the order of magnitude of ∆E is in agreement between both methods,
the coefficient of determination R2 is negative in both comparisons between
GROMOS and DFT, showing that the GROMOS force field is unable to correctly
model the changes in internal energy. Looking at the comparison between both
DFT levels, a good agreement with R2 = 0.94 is found, suggesting that the
computationally cheaper method can be used to calculate ∆E with a similar
accuracy. Furthermore the error of using the fixed set of partial charges was
quantified by calculating the root mean squared error (RMSE):

RMSE(def−SV(P)/B−P)/GROMOS = 0.113e (7.1)

RMSE(def2−SVP/B3−LYP)/GROMOS = 0.122e (7.2)

RMSE(def2−SVP/B3−LYP)/def−SV(P)/B−P) = 0.017e (7.3)

where e is the elementary charge. Again only a small deviation was found be-
tween both DFT methods, which is why the computationally cheapter method
(def-SV(P) / B-P) was chosen during the data sampling workflow of the test
molecule in section 7.4.

7.2 Structure of neural network

In their work from 2018, Friederich et al. [130] showed, that the dihedral ener-
gies of several different organic materials (including NPB) could be predicted
by a molecule specific artificial neural network (ANN), if it was trained on a
large enough set of datapoints. The same type of ANN was used in this work
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Fig. 7.1.: Comparison of the changes in total energy ∆E as calculated by either the
GROMOS 54A7 forcefield or DFT based on two levels of accuracy: (a) B-P
functional and def-SV(P) basis and (b) B3-LYP functional and def2-SV(P)
basis. (c) shows a comparison between both DFT models.

7.2 Structure of neural network 85



Fig. 7.2.: Structure of the ANN used in this work. Each neuron (circles) contains a
number and is connected to all neurons of the following layer by a set of
weights and biases (blue lines). Furthermore, each neuron in the hidden
layer is activated by a sigmoid activation function (orange dot). The size
of the input layer Ninput depends on the number of dihedral angles in the
molecule (see eq. (7.4)), the size of the hidden layers NH1 and HH2 can be
adjusted and the size of the output layer is either 1 (for the dihedral energy)
or the number of atoms (= number of partial charges) of the molecule.
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for the prediction of dihedral energies or partial charges and its structure is
shown in fig. 7.2. It consists of an input layer, two hidden layers and an output
layer (see fig. 7.2). The values of the input layer are the Ndihedrals dihedral
angles φn of the molecule aswell as sine and cosine values of these angles with
11 different periodicities k:

InputLayer :



φn
...

cos (kφn)
...

sin (kφn)
...

with n ∈ {1, 2, . . . , Ndihedrals} and k ∈ {0.5, 1, 2, . . . , 10}, leading to a total of
Ninput

Ninput = Ndihedrals + 2× 11×Ndihedrals (7.4)

input values. The numbers of the first hidden layer h1 are calculated using the
sigmoid activation function:

h1
i = 1

1 + e−vi
(7.5)

where the activations vi are calculating from the input layer x as follows:

vi =
Ninput∑
j=1

xjwji + bi (7.6)

with the weights wji and biases bi. The values of the following layers are
calculated in a similar fashion with their own respective weights and biases.
For the calculation of the output layer, no activation function is used. Its size is
either 1 in the case of energy prediction or equal to the number of atoms in
the molecule in the case of partial charge prediction.
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Fig. 7.3.: Workflow diagram for the iterative NN data set generation.
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7.3 Sampling of input data

Two big challenges of using the ANN approach explained above, are the large
amount of datapoints needed (and with that a high demand of computational
power) and the uncertainty of knowing how many and which data points are
needed. Therefore, in this thesis a workflow to iteratively generate new data
points using DFT calculations was developed and is explained in this section
(see fig. 7.3).

The workflow starts by performing a ground state optimization of the molecular
geometry and a subsequent single point calculation using DFT. The resulting
ground state energy and charges are then saved and used as a reference in
the training of the ANN. Afterwards a set of NStart random conformations
is generated. This is done by suggesting a new set of dihedral angles and
performing a sanity check on the resulting geometry: if two atoms of the
different dihedral fragments come closer than 1.8 Å towards each other, the
set of dihedral angles is discarded. On each of the so generated conformations
a single point DFT calculation is performed and the resulting energies and
charges are added to the dataset. Next the workflow is split in two independent
branches. In each branch the dataset is split randomly in 80% train- and 20%
testdata and an ANN is initialized with random weights and biases. The inputs
for the ANN are calculated as mentioned in the previous section and the target
output values are taken as the difference between the single point energy (or
charge) of the conformer and the previously calculated reference ground state
value. At the start of every training epoch the order of conformations in the
trainingset is randomized. Afterwards a batch of NBatch conformations are put
in the ANN and the predicted output values are calculated. Using the root
mean squared deviation (RMSD) as a loss function, the weights and biases of
the ANN are updated using the Adam opimization method [131] after each
batch. Next the updated ANN is used on the trainings- and testset and the
RMSD error of both sets is calculated and saved. This procedure is stopped if
the error of the test set is not decreasing for 50 epochs in a row, furthermore
the learning rate of the Adam method is halfed after every 25 epochs without
decreasing the error of the test set. The final error is taken as the lowest error
of the test set during the training and the error and its corresponding model is
returned to the data point sampling workflow. The workflow then checks if
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Fig. 7.4.: Comparison of the changes in total energy ∆E as calculated by the ANN
and the DFT method against which the ANN was trained (B-P functional
and def-SV(P) basis).

both test errors are below a certain threshold, if so the workflow is stopped.
If this is not the case, a larger set of 10 ·NIter new random conformations is
generated. All of these datapoints are then put through both models again
and their predictions are compared. The NIter conformations with the biggest
deviations in the prediction between both models are calculated with DFT
and added to the dataset. This procedure is then repeated until the desired
accuracy is reached or a predefined maximum number of datapoints has been
created.

7.4 Results for NPB

To test the described sampling method aswell as the prediction of energy and
charges with an ANN, NPB is used in this section as a test candidate using the
following parameters:

• DFT method: B-P functional and def-SV(P) basis set

90 Chapter 7 Improving the forcefield



Tab. 7.1.: Comparison of the structure generated using the ANN compared to the
structures solely using the GROMOS 54A7 forcefield from chapter 5. All
properties were extracted in the same fashion as described in chapter 5.

Method ρ [g/cm3] no neo σi [meV] σ [meV]

GROMOS 54A7 1.040± 0.003 1.70± 0.01 1.64± 0.01 79.6± 3.7 108± 5.4
ANN 1.038± 0.003 1.69± 0.01 1.64± 0.01 89.8± 2.8 106± 4.3

• NStart = 1000

• NBatch = 200

• Learning rate = 0.0001

• Desired accuracy: ∆E = 50 meV and ∆q = 0.01e

• Number of neurons in hidden layers: 100/10 for energy prediction and
100/100 for charge prediction

The sampling workflow ended after 44 iterations creating a total of 45000
sample points, which is over a factor 3 smaller than the number of sample
points used in the initial publication [130]. As a validation data set the
conformations from section 7.1 were used. The results are plotted in fig. 7.4.
A good agreement with R2 = 0.95 is achieved for the prediction of ∆E, for the
partial charges the RMSE was 0.009e.

Finally, the MC deposition protocol was modified to use the trained ANNs to
calculate the dihedral energy and partial charges of the deposited molecule in
every MC step. This modified protocol was then used to create 5 new films of
NPB each containing 1000 molecules. These films were then analyzed in the
same way as the pure GROMOS structures from chapter 5. The resulting values
for density, refractive index and electronic disorders are given in table 7.1. The
only property showing a difference which is outside the range of the statistical
error is the intrinsic electronic disorder, which is around 10 meV higher in the
ANN structures. Because the total disorder is the same this also means that
the polarisation part is smaller for the ANN structures. These rather small
differences in the final film structure compared to the shown differences in
accuracy between the underlying GROMOS or ANN based force field are due to
the fact that the Lennard-Jones energy is the main energy contribution during
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the deposition process and therefore the relevant factor influencing the film
morphology, which is especially true for the almost unpolar material NPB.
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Summary and outlook 8
8.1 Summary

Most of the already established theoretical models describing inorganic semi-
conductors are based on the periodic arrangement of the constituent atoms and
therefore can not be applied to the amorphous structures of organic semicon-
ductors. Therefore, a new set of methods and tools needs to be developed to
better understand the relationship between the properties of single molecules
and the thin film used in the final organic light emitting (OLED) device. One
way of closing this gap is through the simulation of the electronic structure and
charge transport on a molecular level. The starting point for such a bottom-
up approach is to predict the correct arrangement and packing of organic
semiconductors in the amorphous bulk morphology.

In this thesis, two different methods aimed at simulating the physical vapor de-
position of small organic molecules are presented. Both methods use molecular
mechanical forcefields to describe the inter- and intramolecular interactions.
The first method is an already established Monte-Carlo (MC) based deposition
protocol, which only allows the rotation of dihedral fragments as intramolecu-
lar degrees of freedom. Furthermore all molecules are deposited one at a time
and frozen in place after the deposition. In this approximation, the substrate is
effectively frozen, since collective motions are assumed to be negligible. This
allows the use of a Lennard-Jones and a Coulomb grid for the intermolecular
interactions, which can be updated after each deposition, enabling a linear
scaling of the simulation time with system size. This enables the computational
effort to be completely focused on scanning the available phase space during
deposition. For the second method, a molecular dynamics approach was devel-
oped and implemented in this dissertation. Here each molecule is modelled as
a fully flexible bonded unit, allowing for bond and bond angle changes. Each
deposition process is simulated by a separate molecular dynamics (MD) run of
the system, where new molecules with a velocity vector pointing towards the

93



substrate are inserted at the start of the run. Since all molecules are allowed
to move, collective movements and adjustements of the substrate towards new
molecules are possible but limited by the total simulation time. However these
additions come at the cost of a higher computational effort, which leads to a
deposition rate that is several orders of magnitude below realistic values.

In chapter 5 both deposition approaches were used to create sample films for
four literature known semiconductor materials. It is shown that the structures
generated by the MD approach show a higher mass density, indicating that
a different packing in both films has to exist. The packing is then further
analysed by calculating radial distribution functions for all films and looking
at the orientation of individual dihedral fragments. It is found that the distri-
bution of core fragments in the MD approach is much closer to an isotropic
distribution, while the MC approach shows a significant anisotropy for three of
the four materials. These anisotropies are further explored by investigating the
ordinary and extra-ordinary refractive index values. Again the values of the
MD films are much closer to the experimental findings, which is linked to the
overall more isotropic orientation observed before. To see how the qualitatively
different packings influence the charge carrier mobilities, electronic structure
calculations were performed using the QuantumPatch method [24]. From
these the intrinsic and total energy disorders as well as average intermolecular
hopping-matrix elements were extracted. The intrinsic disorder is shown to be
slightly higher for the MD films, which is expected because the more flexible
molecules in the MD lead to a larger space of available conformations. Even
though this higher intrinsic disorder, the total disorder is lower or comparable
to the values for the MC films, meaning that the contribution through the
polarization of the surrounding environment is higher in the MD films. Fi-
nally the deposited films, together with the results of the electronic structure
calculations, were put in a kinetic Monte-Carlo simulation to calculate field
dependent charge carrier mobilities. The disorder proves to be the main factor
influencing the mobility.

In chapter 6, a set of 12 different emitter molecules co-deposited with the
host material DPEPO have been investigated. All of the 12 emitters contain a
Ir(dbfmi)3 core where different additions have been made to the ligands. To
analyse the orientation, the optical orientation parameter, which is relevant
for the outcoupling of light from the OLED device, has been calculated by
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mapping transition dipole moments from TD-DFT onto the emitters in the
thin film structures. Overall, both methods predict the trend correctly with
the MC deposit achieving better results, which can be explained by the better
sampling of each individual molecule during the deposition process, which is
the determining factor for these emitter complexes, which are mostly rigid.
Secondly, the giant surface potential (GSP) was calculated for pure host films
as well as four different host emitter mixtures. The GSP is built up by a net
orientation of molecular dipole moments in the thin film, therefore the dipole
moments were calculated for all molecules in the film using the QuantumPatch
method. A very good agreement is found between MC films and experiment.
The results for the MD films, however, are completely wrong due to a wrong
prediction of the host dipole moments which make up the dominating part of
the GSP. The most likely explanation for this is that the MD force field used
does not describe the host material with sufficient accuracy.

In chapter 7 an artificial neural network (ANN) approach for predicting changes
in the total energy upon rotation of dihedral fragments from Friederich et al.
[130] was implemented in a parametrization workflow. The main drawback of
the ANN approach is the costly generation of training data, which requires a
density functional theory (DFT) calculation for every data point. Furthermore
the number of required data points heavily depends on the size, symmetry
and number of dihedral angles, ranging from 3000 to 150000 in the original
publication. To reduce the computational effort and find a sufficient number
of datapoints, a workflow which iteratively identifies new datapoints was
developed and implemented in this thesis. The workflow was then used with
NPB serving as a realistic candidate molecule. Subsequently, the generated
training data was used to train an ANN for the prediction of the dihedral
energy contributions as well as an ANN for the prediciction of changes in the
partial charges. Both ANNs were then implemented to work in conjunction
with the MC based deposition protocol.

8.2 Outlook

As shown in this work, important device parameters like field dependant charge
carrier mobility and emitter orientation can already be calculated with good
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accuracy using in silico generated film morphologies. However, the methods
presented in this paper also provide several areas for potential improvement.
For the MC based deposition, a more accurate description of the underlying
intramolecular forcefield could be achieved for example by a parametrization
of relevant bond angles, which allow the molecule to be more flexible during
the deposition. For the MD based approach the biggest challenge is the short
deposition time and bad scaling with system size, which is both strongly limited
by the available computational power. Since only the final structure is of
relevance for the presented methods in this work, most of the simulation time
is wasted on the fastest vibrations in the molecule. A possible improvement
could be the implementation of coarse grained models specifically aimed at
organic semiconductor materials, which was already shown to be successful
for NPB by Ricci et al. [132] in 2019.
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Appendix A
Derivation of the GSP slope Assuming that the dipole moments pi can be
approximated by a constant dipole density P = 〈p〉ez

V = pi
∆Vi , the sum in

eq. (4.14) can be converted into an integral by putting a small volume element
∆Vi around each dipole moment:

Φ (r) =
N∑
i

1
4πε0ε

pi/∆Vi · (r−Ri)
|r−Ri|3

∆Vi

Φ (r) =
∫ 1

4πε0ε
P · (r−Ri)
|r−Ri|3

dV ′

Φ (r) = 1
4πε0ε

〈p〉
V

∫ ∞
−∞

∫ ∞
−∞

∫ t

0

ez · (r−Ri)
|r−Ri|3

dx′dy′dz′

To calculate V GSP only the values of the electrostatic potential at z = t and
z = 0 are of interest, we can therefor set x = y = 0 for simplicity in the
following steps:

Φ (r = zez) = 1
4πε0ε

〈p〉
V

∫ ∞
−∞

∫ ∞
−∞

∫ t

0

(z − z′)(
x′2 + y′2 + (z − z′)2

)3/2dx
′dy′dz′

Φ (r = zez) = 1
4πε0ε

〈p〉
V

∫ ∞
−∞

∫ t

0

2 (z − z′)
y′2 + (z − z′)2dy

′dz′

Φ (r = zez) = 1
2πε0ε

〈p〉
V

∫ t

0

π (z − z′)√
(z − z′)2

dz′

Φ (z = t) = 1
2ε0ε
〈p〉
V

∫ t

0

(t− z′)√
(t− z′)2

dz′ = 1
2ε0ε
〈p〉
V

∫ t

0
dz′ = t

2ε0ε
〈p〉
V

Φ (z = 0) = 1
2ε0ε
〈p〉
V

∫ t

0

(0− z′)√
(0− z′)2

dz′ = 1
2ε0ε
〈p〉
V

∫ t

0
−1dz′ = − t

2ε0ε
〈p〉
V

⇒ V GSP = Φ (z = t)− Φ (z = 0) = 〈p〉 t
V ε0ε
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(a) Phenanthrolin core fragment in MC (b) Phenanthrolin core fragment in MD

(c) Phenyl ring fragment in MC (d) Phenyl ring fragment in MD

Fig. A.1.: Histograms of the order parameter cos2θz for the dihedral fragments of
BCP.
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(a) Phenanthrolin core fragment in MC (b) Phenanthrolin core fragment in MD

(c) Phenyl ring fragment in MC (d) Phenyl ring fragment in MD

Fig. A.2.: Histograms of the order parameter cos2θz for the dihedral fragments of
BPhen.
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(a) Center phenyl ring fragment in MC (b) Center phenyl ring fragment in MD

(c) Carbazol fragment in MC (d) Carbazol fragment in MD

Fig. A.3.: Histograms of the order parameter cos2θz for the dihedral fragments of
CBP.
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(a) Center phenyl ring fragment in MC (b) Center phenyl ring fragment in MD

(c) Naphthyl fragment in MC (d) Naphthyl fragment in MD

(e) Outer phenyl ring fragment in MC (f) Outer phenyl ring fragment in MD

Fig. A.4.: Histograms of the order parameter cos2θz for the dihedral fragments of
NPB.

101



(a) mer-Ir(dbfmi)3 (b) fac-Ir(dbfmi)3 (c) mer-A-1

(d) fac-A-1 (e) mer-A-2 (f) mer-A-3

(g) mer-A-4 (h) mer-A-5 (i) fac-A-5

(j) mer-B-1 (k) mer-B-2 (l) mer-B-3

Fig. A.5.: Visualized structures of all homoleptic iridium carbene complexes studied
in chapter 6. The calculated and mapped TDM and -1× TDM vectors are
printed with the Iridium atom as their origin.
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(a) px-component in MC structures (b) px-component in MD structures

(c) py-component in MC structures (d) py-component in MD structures

(e) pz-component in MC structures (f) pz-component in MD structures

Fig. A.6.: Histograms of the calculated dipole moment components of the pure DPEPO
films.
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(a) px-component in MC structures (b) px-component in MD structures

(c) py-component in MC structures (d) py-component in MD structures

(e) pz-component in MC structures (f) pz-component in MD structures

Fig. A.7.: Histograms of the calculated dipole moment components of the mer-
Ir(dbfmi)3/DPEPO mixtures.
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(a) px-component in MC structures (b) px-component in MD structures

(c) py-component in MC structures (d) py-component in MD structures

(e) pz-component in MC structures (f) pz-component in MD structures

Fig. A.8.: Histograms of the calculated dipole moment components of the fac-
Ir(dbfmi)3/DPEPO mixtures.
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(a) px-component in MC structures (b) px-component in MD structures

(c) py-component in MC structures (d) py-component in MD structures

(e) pz-component in MC structures (f) pz-component in MD structures

Fig. A.9.: Histograms of the calculated dipole moment components of the pure fac-A-
5/DPEPO mixtures.
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(a) px-component in MC structures (b) px-component in MD structures

(c) py-component in MC structures (d) py-component in MD structures

(e) pz-component in MC structures (f) pz-component in MD structures

Fig. A.10.: Histograms of the calculated dipole moment components of the pure
mer-B-2/DPEPO mixtures.
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(a) mer-Ir(dbfmi)3:

〈p〉MC = 6.79 D

〈p〉MD = 7.19 D

(b) mer-B-2:

〈p〉MC = 11.25 D

〈p〉MD = 11.70 D

(c) fac-Ir(dbfmi)3:

〈p〉MC = 10.48 D

〈p〉MD = 11.32 D

(d) fac-A-5:

〈p〉MC = 11.10 D

〈p〉MD = 12.02 D

Fig. A.11.: Visualized structures of all homoleptic iridium carbene complexes studied
in section 6.4. The calculated permanent dipole moments are printed in
red with the center of mass as their origin. 〈p〉MC/MD is the average of
the absolute dipole moments calculated by the QuantumPatch method
(see section 6.4) based on the MC or MD morphologies.
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