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1

CHAPTER 1

Introduction and Motivation

1.1 High-frequency wave-propagation in physics

Hyperbolic partial differential equations and their applications are important in physics for a variety of
reasons. The transmission of information by means of waves in a wide range of fields such as hearing,
sight, television, and radio is modeled by this type of equations, see for example [37] and the references
therein. The model equation for the first field is the acoustic wave equation and for the latter three the
Maxwell equations. All of these equations have one thing in common: they often arise as descriptions of
wave-propagation.

Wave phenomena. There are some general wave phenomena that all waves exhibit when they propa-
gate. Since we are interested in the subject area of nonlinear optics, we briefly explain the following wave
phenomena in connection with it. For more details see [15, 22, 35, 37, 38] and [41, Chapter 6].

• The main theory of geometric optics is that light takes the most efficient path between its source
and the observer by traveling in straight lines along rays. With this physical theory, the rectilinear
propagation of light and the laws of reflection and refraction are described. However, there are
optical wave phenomena that cannot be described by geometrical optics. For example, light not
only travels in straight lines, but also spreads out over long distances as it travels.

• Diffractive optics is the extension of geometric optics, where in addition to the usual rays of geomet-
ric optics diffracted rays are now included in the theory. Hence, diffraction is generally understood
as the deviation of a wave propagation from the rectilinear path of rays, e.g. at the edge of an
obstacle or a split. Diffraction is explained with the help of Huygens’ wave principle [38, Subsec-
tion 4.4.1]. Roughly speaking, behind an obstacle the waves interact with each other and form
“diffracted” wave fronts. The phenomenon of diffraction of light in everyday life can be observed,
for example, in the fact that an opaque body does not cast a sharp shadow, but shows slightly
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blurred shadow edges.
In addition to the size of the obstacle, the wavelength of the light is crucial for the extent of
diffraction and the larger the wavelength, the stronger the diffraction.

Furthermore, nonlinear phenomena that may occur include the following:

• The first nonlinear phenomenon is the generation of new frequency components or, in other words,
the generation of higher harmonics. For example, if we have a plane wave apt, xqeiϕpt,xq with phase
ϕpt, xq and amplitude apt, xq, then nonlinear functions will produce waves with phases jϕpt, xq for
j P Z, where negative values of j come from the complex conjugate, by self-interaction. More
details on higher harmonics are given in Subsection 3.2.2. Waves with these higher harmonics will
then interact with each other. This generation and interaction of harmonics is one of the main
characteristics of nonlinear problems.

• Another crucial wave phenomenon which occurs when considering wave-propagation is the inter-
action of waves with distinct phases: the phenomenon of resonance. For nonlinear problems there
can be nontrivial interactions between the waves and, in particular, new phases may appear in the
description of the solution. Suppose that waves coexist with phases ϕipt, xq, i “ 1, 2, 3. Then we
call the three phases resonant if ϕ3pt, xq “ ϕ2pt, xq ` ϕ1pt, xq. The analysis of all interactions is
delicate, because in the case of near resonant interactions small divisors problems can occur. This
causes the analyzed terms to become large. Details on resonances are presented in Section 3.7.

We end this part about wave phenomena with another physical effect that can occur in connection
with waves. In the context of nonlinear optics, dispersion means that the speed of light depends on its
wavelength. In dispersive media the waves pulse spreads out and changes its shape as it travels. Disper-
sion describes the interaction with the matter in which the wave propagates. For example, white light
passing through a prism is decomposed into a spectrum of colors. Light with shorter wavelengths is bent
more than light with longer wavelengths because it travels more slowly through glass.

In this thesis, we specifically investigate semilinear hyperbolic partial differential equations that have
a special feature, namely that a small physical parameter occurs in these equations. Compared to the
distance of propagation, or other physical scales of the solution, the wavelength of the solution is often
short. Since the wavelength of a wave is inversely proportional to its frequency, the solution has a high
frequency and is highly oscillatory. In optics, this small parameter corresponds to the wavelength of light.
Throughout the thesis, we denote the small parameter by ε P R.

Numerical challenges. In the simulation of wave phenomena in general, many ordinary and partial
differential equations which model the physical processes cannot be solved exactly. Therefore, numerical
integrators are used to approximate the solution. For computing an approximation of the solution nu-
merically, the underlying time interval and the domain in space are discretized into a finite number of
points. At these chosen grid points approximations of the exact solution values are computed. However,
even for linear highly-oscillatory equations like the harmonic oscillator, the explicit and implicit Euler
methods, for example, fail if the frequency is large compared to the step-size. For more details on har-
monic oscillators we refer to [41, Chapter 7].
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Furthermore, implicit schemes which approximate the solution of linear highly-oscillatory differential
equations very well become prohibitively costly if the differential equation is nonlinear. For this reason,
numerical methods particularly suited for nonlinear differential equations such as exponential integra-
tors, cf. [20], or splitting methods, cf. [33], were developed. However, it is well known that for standard
splitting methods and standard exponential Runge–Kutta methods a very fine resolution has to be used
to compute an approximation of a highly oscillatory solution numerically. In order to obtain a reason-
able approximation, the step-size must be considerably smaller than the inverse of the highest frequency.
Therefore, in the case of nonlinear optics, the number of grid-points in space and the number of time-steps
must be inversely proportional to the parameter ε for times of length Op1q. This reduces the efficiency
significantly and leads to time-step restrictions which results in huge computational costs.
Moreover, based on geometric and diffractive optics, different time scales are distinguished. These time
scales are relative to the wavelength and represent geometric and diffractive effects which lead to a differ-
ent behaviour of the solution. With respect to the parameter ε, geometric optics describes the propagtion
of light for times t of magnitude Opε0q “ Op1q. The diffractive effects appear on long time scales, and
therefore describe propagation for times t of order Opε´1q. In optical phenomena, long propagation times
also increase the importance of nonlinear effects.
As a consequence, since we are interested in the regime of diffractive optics, the number of time-steps
must be inversely proportional to ε2 because of the long time interval. However, computing a lot of
approximations leads to a long runtime and a lot of memory usage. In order to be efficient, numerical
methods have to be tailor-made and thus one has to deal with the structure of the underlying problem and
the occuring oscillations in a suitable way. One of our aims in this thesis is to avoid such costly numerical
approximations and the associated effort. We shall see that this also requires analytical approximations
that reduce the original problem to a simpler problem.

1.2 Semilinear hyperbolic systems and outline

A prominent example in which a small parameter occurs is the Maxwell–Lorentz system

BtB “ ´ curl E,

BtE “ curl B´ 1
ε

Q,

BtQ “
1
ε
pE´Pq ` ε|P|22P, (1.1)

BtP “
1
ε

Q,

divpE`Pq “ div B “ 0,

which models the propagation of a light beam in a Kerr medium. For further information on the Maxwell–
Lorentz system see for example [11, 13, 15, 16, 24, 28, 29]. E describes the electric and B describes
the magnetic field, respectively. Furthermore, the vector field P is the polarization and Q{ε its time
derivative. Hence, Maxwell equations for E and B are coupled to two ordinary differential equations
for P and Q. The equations are normalized such that the speed of light is 1. In this example the
small physical parameter ε P R corresponds to the ratio between the wavelength of light and the next
characteristic length of the problem, see for example [15].
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In order to rewrite the Maxwell–Lorentz system (1.1) into a semilinear hyperbolic system, we introduce
the vector u which consists of the four vector fields, the differential operator ApBq and the matrix E given
by

u “

¨

˚

˚

˚

˚

˝

B
E
Q
P

˛

‹

‹

‹

‹

‚

, ApBq “

¨

˚

˚

˚

˚

˝

0 ∇ˆ 0 0
´∇ˆ 0 0 0

0 0 0 0
0 0 0 0

˛

‹

‹

‹

‹

‚

, E “

¨

˚

˚

˚

˚

˝

0 0 0 0
0 0 I 0
0 ´I 0 I

0 0 ´I 0

˛

‹

‹

‹

‹

‚

,

where in three-dimensional space (d “ 3) the entries in the matrices are 3 ˆ 3 matrices, which means
0 “ 03ˆ3 and I “ I3ˆ3. The identities in the matrix E correspond to the terms with 1{ε in the equations
of the Maxwell–Lorentz system. Moreover, with a trilinearity T defined as

T pu,u,uq “

¨

˚

˚

˚

˚

˝

0
0

|P|22P
0

˛

‹

‹

‹

‹

‚

,

the Maxwell–Lorentz system (1.1) is equivalent to

Btu`ApBqu`
1
ε
Eu “ εT pu,u,uq. (1.2)

The nonlinearity is a vector of size s “ 4d “ 12 and the matrices are of size 12ˆ 12.
Another semilinear hyperbolic model problem from physics is the Klein–Gordon system

Btu`

˜

0 ∇
∇J 0dˆd

¸

u` 1
ε

˜

0 ´υJ

υ 0dˆd

¸

u “ ε|u|22Mu. (1.3)

Here, we have υ P Rdzt0u and a skew-symmetric matrix M P Rsˆs; cf. [11, 29]. The Klein–Gordon
system is a nonlinear wave equation and the size of the vector u is given by s “ d` 1. Similarly, as for
the Maxwell–Lorentz system we can define

ApBq “

˜

0 ∇
∇J 0dˆd

¸

, E “

˜

0 ´υJ

υ 0dˆd

¸

, T pu,u,uq “ |u|22Mu,

so that the Klein–Gordon system (1.3) has the same form as the representation (1.2).

Problem setting. Next, we specify (1.2). With respect to the Maxwell–Lorentz system (1.1), the
Klein–Gordon system (1.3), and the regime of diffractive geometric optics with dispersive effects (cf.
Section 1.1), the specific type of semilinear hyperbolic systems which we focus on in this thesis is of the
abstract form

Btu`ApBqu`
1
ε
Eu “ εT pu,u,uq, t P p0, tend{εs, x P Rd, (1.4a)

up0, xq “ ppxqeipκ¨xq{ε ` c.c. (1.4b)

with highly oscillatory initial data. The parameter 0 ă ε ! 1 is considered to be small. For some finite
time tend ą 0 and parameters d, s P N, u denotes a vector-valued solution which maps from r0, tend{εsˆRd
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to Rs. The differential operator ApBq is defined as

ApBq “
d
ÿ

µ“1
AµBµ, (1.5)

whereA1, . . . , Ad P Rsˆs are symmetric matrices. The matrix E P Rsˆs is skew-symmetric, i.e. EJ “ ´E,
and induces dispersion of the different frequencies. For E “ 0sˆs we are in the non-dispersive case. Since

all the eigenvalues of the Hermitian matrix
d
ř

µ“1
Aµ´ iE are real, the system is hyperbolic. Such problems

have been referred to as Friedrich systems, cf. [17, Chapter III] and references therein. On the right-hand
side of (1.4a) the mapping T : Rs ˆ Rs ˆ Rs Ñ Rs is a trilinear nonlinearity. The initial data (1.4b) are
of the special form

up0, xq “ ppxqeipκ¨xq{ε ` c.c.

and depend on a fixed and given wave vector κ P Rdzt0u. This particular form of a rapidly oscillating
exponential prefactor times a smooth envelope function p : Rd Ñ Rs is called a wavetrain, cf. [2]. The
dot is the Euclidean scalar product so that κ ¨ x is a scalar. As usual, “c.c.” means complex conjugation
of the previous term, ensuring that the initial data is real.

Unfortunately, these specific semilinear hyperbolic systems are challenging. The small parameter ε
makes it very delicate to treat the system (1.4a) numerically because the solution oscillates rapidly with
a frequency of O

`

ε´1˘ in time and space. Therefore, the numerical challenges highlighted in Section 1.1
apply. The parameter ε occurs both in the PDE (1.4a) and in the initial data (1.4b). Furthermore, the
problem is scaled in such a way that nonlinear and diffractive effects appear, which is only the case on a
long time interval r0, tend{εs. Therefore, we cannot interpret the nonlinearity as a pertubation.
As a consequence, approximating the solution of (1.4) numerically with standard methods is prohibitively
inefficient and even unfeasible. Therefore, special analytical and numerical approximations are needed.

We note that highly oscillatory problems have motivated many attempts to devise simpler models
which are more suitable for numerical computations and at the same time provide a reasonable approx-
imation to the corresponding solution. Asymptotic expansions of solutions to systems similar to (1.4)
have been derived, e.g., in [16, 23, 26, 37] for geometric optics, i.e. for times of length Op1q. The idea is
to expand the approximate solution in an asymptotic series in ε. This means u «

ř8

j“1 ε
jUεj , where the

higher order terms εjUεj serve as correctors. These correctors improve the approximation given by the
leading order term Uε0 . This asymptotic expansion is combined with a multiple scale ansatz which differs
depending on which time scale is considered. For more information we refer for example to [37] where the
author investigates the time scale of geometric optics. In contrast to [16, 23, 26, 37], as already mentioned,
we seek approximations on long time intervals of length O

`

ε´1˘. In the diffractive regime approximations
with the same asymptotic expansion but now with a multiple scale ansatz which includes an additional
slow time variable exist. Approximations with infinitely small residual have been constructed in [14] for
semilinear and quasilinear systems, but with εE rather than E{ε in (1.4a). More generalized nonlinear
hyperbolic systems, but with E “ 0 have been analyzed in [25]. Approximate solutions for quasilinear
systems with dispersion have been analyzed in [28], and for dispersive problems with bilinear nonlinearity
in [12], but without an explicit convergence rate.
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The goal of this thesis. The goal of the thesis can be divided into two sub-goals. The first sub-goal
is to derive a system of PDEs which is numerically more favorable than (1.4) but provides an analytical
approximation to the solution u that is better than previous classical approximations in [11, 29]. This
system is numerically more advantageous because there are no more ε-induced oscillations in space.
However, the system still has oscillations in time. Therefore, secondly, we want to construct tailor-made
time integrators that also allow large step-sizes and which are not limited by the smallness parameter ε.
The thesis is organized as follows.

We present in Chapter 2 the basic notation which is used throughout this thesis. In Chapter 3 we
investigate the specific form of the semilinear hyperbolic system (1.4) on which we focus in more detail
and formulate a number of assumptions. Next, we state the slowly varying envelope approximation
(SVEA) as a simplification of the problem (1.4). We extend the ansatz of the SVEA to a more accurate
approximation to the solution of (1.4) by adding more terms, i.e.

upt, xq «
ÿ

j

eijpκ¨x´ωtq{εujpt, xq,

where j is an odd integer, ω P R and the pair pω, κq satisfies the dispersion relation, for details see Chap-
ter 3. The drawback of this analytical approximation is that we have more coefficients to calculate and not
just one function. However, the bigger advantage is that the corresponding coefficients do no longer oscil-
late in space, since now, roughly speaking, the oscillations in space are in the prefactor. This analytical
approximation raises questions about which PDEs solve the associated coefficients uj and how accurate
the approximation is. We prove well-posedness of this approximation in an adequate analytic setting.
However, the associated system of PDEs still has ε-induced oscillations in time. Thus, we introduce a
beneficial transformation. The resulting system appears to be more accessible for analytic investigation
and constructing numerical schemes. The first main result is stated in Chapter 4. Here, we present an
error bound for the SVEA that represents an improvement on previous results in the existing literature.

In addition to the analytical study of the introduced approximation in Chapter 4, we are also interested
in computing this approximation via numerical methods in Chapter 5. Thus, in Chapter 5 we introduce
a one-step time integrator. In particular, we state a rigorous error bound for this one-step method
and show that the global error scales like Opτq with a constant independent of ε. Further, we extend
this one-step method to a two-step method. Again, we prove that this method is a first-order method
uniformly in ε. In addition, for step-sizes τ ą ε, the two-step method has the favourable property that
its accuracy improves to O

`

τ2˘ with a constant independent of ε. This benefit is countered by the fact
that each time-step requires the computation of nested multiple sums, which means higher computational
costs. For this reason we reduce the workload by introducing an idea which we call “cherry picking”. We
validate these theoretical results with numerical experiments, focusing only on smaller problems such as
the one-dimensional Klein–Gordon system (1.3).

In Chapter 6 we present another approach in which we attempt to address both problems, the ε-
induced oscillations in space and time, simultaneously. We use an asymptotic expansion for the associated
coefficients of this ansatz, which eventually leads to an analytical approximation with smooth coefficients.
This approach is called modulated Fourier expansion and we present a corresponding error bound for
this approximation as the main result in Chapter 6.

Finally, we close this thesis with a short summary of the main results combined with a brief outlook
in Chapter 7.
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CHAPTER 2

Preliminaries

Throughout this thesis, we use the following notation and abbreviations.

Miscellaneous. The one dimensional torus is denoted by T “ R{2πZ such that the d-dimensional torus
Td is given as the space pRz2πZqd. The constant i denotes the imaginary unit, whereas i is used as an
index in a few formulas. Moreover, the complex conjugate of a number or a vector a is denoted by a. We
use the abbreviation c.c. for “complex conjugate”, so that for all a P Cs, s P N, the expression a` c.c. is
equivalent to a` a.
Furthermore, C ą 0 and Cp¨q ą 0 denote generic constants, which may have different values at different
appearances. The notation Cp¨q means that the constant in front of the brackets depends only on the
values specified in the brackets (This is not to be confused with the space of continuous function, which
is also denoted by Cpr0, tends, Xq for a function space X).
Let jmax P N be an odd integer. We define the sets

J “
 

j P 2Z´ 1, |j| ď jmax

(

,

J` “ J X N.

Throughout the thesis, we often consider combinations of three ji P J , i “ 1, 2, 3, which we combine into
one multi-index

J “ pj1, j2, j3q P J 3,

and define the expression

#J “ j1 ` j2 ` j3 P 2Z´ 1.
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We list the acronyms which we will use frequently:

ODE ordinary differential equation PDE partial differential equation
NLS nonlinear Schrödinger SVEA slowly varying envelope approximation
KG Klein–Gordon ML Maxwell–Lorentz

MFE modulated Fourier expansion

Vector algebra. For vectors a, b P Rs or Cs with a “ pa1, ..., asq and b “ pb1, ..., bsq we denote with

a ¨ b “ a˚b “
s
ÿ

m“1
ambm

the Hermitian scalar product.
Furthermore, |a|q is the usual q-norm of the vector a. For q “ 1, 2, the norms are given by

|a|1 “
s
ÿ

m“1
|am| and |a|22 “

s
ÿ

m“1
|am|

2.

At this point we note that the estimates

|a|2 ď |a|1 ď
?
s|a|2 (2.1)

hold. Moreover, we state some useful bounds. For vectors a, b P Cs and a matrix B P Csˆs, applying
the Cauchy-Schwarz inequality results in

|aJBb| ď |a|2 |Bb|2 ď |B|2 |a|2 |b|2 ď |B|2 |a|1 |b|1, (2.2)

where |B|2 denotes the spectral norm. The second inequality in (2.2) follows since the Euclidean norm
is submultiplicative which means

|Bb|2 ď |B|2 |b|2.

Trilinear nonlinearity. Throughout the thesis the nonlinear operator T is trilinear in the sense that
T : Rs ˆ Rs ˆ Rs Ñ Rs is a function which is (real-)linear in each of the three variables. Its trilinear
extension to Cs ˆ Cs ˆ Cs Ñ Cs is also denoted by T . For all vectors a, b, c P Cs and aR, aI , bR, bI ,
cR, cI P Rs with a “ aR ` iaI , b “ bR ` ibI , c “ cR ` icI we can write by means of the linearity

T pa,b, cq “ T paR ` iaI ,bR ` ibI , cR ` icIq

“ T paR,bR, cRq ` i
´

T paI ,bR, cRq ` T paR,bI , cRq ` T paR,bR, cIq
¯

´

´

T paI ,bI , cRq ` T paI ,bR, cIq ` T paR,bI , cIq
¯

´ iT paI ,bI , cIq.

For this reason we obtain the fact that

T pa,b, cq “ T paR ` iaI ,bR ` ibI , cR ` icIq

“ T paR,bR, cRq ´ i
´

T paI ,bR, cRq ` T paR,bI , cRq ` T paR,bR, cIq
¯

´

´

T paI ,bI , cRq ` T paI ,bR, cIq ` T paR,bI , cIq
¯

` iT paI ,bI , cIq

“ T paR ´ iaI ,bR ´ ibI , cR ´ icIq “ T pa,b, cq (2.3)
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holds.
Another formulation which we often use later on concerns the difference of two trilinear nonlinearities.
This difference can be rewritten by means of the trilinearity as

T pa,a,aq ´ T pb,b,bq “ T pa,a,aq ´ T pb,a,aq ` T pb,a,aq

´ T pb,b,aq ` T pb,b,aq ´ T pb,b,bq

“ T pa ´ b,a,aq ` T pb,a ´ b,aq ` T pb,b,a ´ bq. (2.4)

Finally, we state a helpful bound of the nonlinearity in the Euclidean vector norm. Because of the
trilinearity we obtain for arbitrary vectors a, b, c P tRs,Csu

T pa,b, cq “
s
ÿ

i“1

s
ÿ

j“1

s
ÿ

m“1
aibjcmT pei, ej , emq,

where em denotes the m-th unit vector. Furthermore, it is important to note that for the Rs or Cs

every basis only has a finite number of elements. Thus, there exists a constant C such that the bound
|T pei, ej , emq|2 ď C holds for all i, j,m “ 1, . . . , s, and with (2.1) it follows that

|T pa,b, cq|2 ď
ˇ

ˇ

s
ÿ

i“1

s
ÿ

j“1

s
ÿ

m“1
aibjcmT pei, ej , emq

ˇ

ˇ

2

ď C|a|1|b|1|c|1 ď CT |a|2|b|2|c|2, (2.5)

where CT :“ Cs
3
2 .

Differential operators. Let f : r0, tends ˆ Rd Ñ R with d P N and tend ą 0 be a sufficiently smooth
function. In this section t P r0, tends denotes the time variable and x P Rd the spatial variable. We denote
the partial derivative of f with respect to time by Btf . Concerning the spatial derivatives, we denote the
gradient of f by ∇f with ∇ “ pB1, ..., Bdq, where Bµ “ Bxµ is the partial derivative with respect to the
µ-th spatial direction. Note that in the special case d “ 1, we simply write Bxf instead of ∇f .
For a multi-index α “ pα1, ..., αdq P Nd0 we set Bαf :“ Bα1

1 ¨ ¨ ¨ B
αd
d f .

Let Ff or pf be the Fourier transform of a distribution f P S 1pRdq, cf. Appendix A.2, then we obtain

pF pBαfqq pkq “ i|α|1kα pFfq pkq, (2.6)

cf. [34, Theorem 4.26 (b)], where

kα “ kα1
1 ¨ ¨ ¨ kαdd and |α|1 “

d
ÿ

µ“1
αµ. (2.7)

For µ P t1, . . . , du we denote by Dµ the Fourier multiplicator pDµ
pfqpkq “ ikµ pfpkq such that by definition

Dµ
pf is the Fourier transform of Bµf . Thus, for notational simplicity we define

Dα
pfpkq :“ i|α|1kα pfpkq (2.8)

such that by (2.6) we have that Dα
pf is the Fourier transform of Bαf .

In functional analysis, a function f : x ÞÑ fpxq is often regarded as a point in a function space X
and the spatial variable x is omitted for notational simplicity. In this sense, the function x ÞÑ fpt, xq at
a fixed time t is simply denoted by fptq instead of fpt, xq. In the same spirit, the second argument of the
(spatial) Fourier transform pfpt, kq of such a function will most often be omitted.
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CHAPTER 3

Problem setting and ansatz

In this chapter, we investigate the specific semilinear hyberbolic system (1.4) with trilinear nonlinearity
which we introduced in Section 1.2. We begin this chapter by taking a closer look at the numerical
and analytical challenges. In Section 3.2 we state some important definitions and assumptions that are
relevant within this thesis. Furthermore, we give an overview of classical results, such as the slowly
varying envelope approximation. The goal is to derive a system of PDEs which provides an analytical
approximation to the solution of (1.4) that is more accurate than the classical approximations. We
present our ansatz which is a natural extension of the SVEA in Section 3.3 and introduce in Section 3.4 a
suitable analytic setting for the analysis. The system of PDEs resulting from this approach is the starting
point for further investigation. After formulating the evolution equations in Fourier space in Section 3.5,
we establish a local well-posedness result on long time intervals in Section 3.6. To conclude this chapter,
we introduce an additional transformation in Section 3.7 which leads to a new system of equations.
Investigating the transformed system instead of the system (3.16) turns out to be advantageous. For this
reason, we use the new system as a starting point for later analysis in Chapter 4.

3.1 Numerical challenges

The system (1.4) is the main object of research in this thesis. The particular focus of this work lies on
constructing and analyzing suitable problem-adapted/tailor-made time-integration schemes. First, we go
into more detail about the numerical challenges we have. The small parameter ε is crucial because it
causes (almost) all the difficulties. The problems which occur are the following.

Oscillations in time and space. Physically relevant solutions oscillate rapidly in time and space with
frequency „ 1{ε. For this reason, we explain where these oscillations come from. For this purpose, it is
sufficient to consider the linear case, where T p¨, ¨, ¨q “ 0.
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The linear system: We consider the linear hyperbolic system

Btu`ApBqu`
1
ε
Eu “ 0, t P p0, tend{εs, x P Rd,

up0, xq “ ppxqeipκ¨xq{ε ` c.c.,

(3.1)

where the initial data correspond to (1.4b). Firstly, the solution oscillates in space because of the special
form of the initial data. Since ε is small and κ P Rdzt0u is given by the data, the exponential term
exp

`

iκ¨xε
˘

causes fast oscillations no matter how smooth the envelope p is. Simultaneously, the system
(3.1) has oscillations in time. Even if we considered the linear system (3.1) without derivatives in space,
meaning

Btu`
1
ε
Eu “ 0, x P Rd, t P r0, tend{εs,

the term 1
εEu would induce oscillations in time. Formally the time derivative is large and, thus, even

the solution of the ODE would oscillate. Furthermore, even if we set E “ 0 in (3.1), which means

Btu`ApBqu “ 0, x P Rd, t P r0, tend{εs,

the term ApBqu would cause difficulties, although it has no factor 1{ε. The reason is again the special
form (1.4b) of the initial data. If the solution u has a similar form, we obtain a factor 1{ε by the derivative
in space.
In summary, it follows that both terms 1

εEu and ApBqu produce oscillations in time and in space in their
own way. Therefore, the solution behaves highly oscillatory in time and in space.

The long time interval and the nonlinearity. Now, we again consider the original system (1.4).
We observe that both the oscillations in space and the oscillations in time become faster if ε becomes
smaller. However, concurrently the time interval where we compute the solution increases. This is a
second challenge that we have to face.
For a standard time integrator numerically speaking this would mean that if we decrease ε we have to
choose more time-steps because the number of time-steps has to be inversely proportional to the param-
eter ε. However, a larger number of time-steps results in a longer calculation time and roundoff issues.
In total the number of time-steps has to be inversely proportional to ε2 due to the additional long time
interval. The conclusion is that the computational work would increase significantly.
Finally, we have a nonlinear problem because of the nonlinearity T . The factor ε in front of the non-
linearity is favorable at first glance. One could think that the nonlinearity is only a small nonlinear
pertubation. However, we consider time intervals of length Opε´1q, cf. (1.4a). The scaling of the systems
we consider is chosen so that the nonlinearity has an effect of order Op1q on such long time intervals. In
other words, the factor 1{ε of the long time interval and the factor ε in front of the nonlinearity evens
out. Therefore, unfortunately we cannot consider the nonlinearity as a small perturbation of the linear
system.
Furthermore, we know from the introduction that the nonlinearity also creates oscillations which may
resonate with the linear propagator.

Unbounded domain. In order to perform numerical simulations we have to truncate the full space
Rd. The long-time simulation of wave-propagation is a challenging task. The reason is that in numerical
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simulations we have to regard a finite space domain. In other words, we have to truncate the domain Rd

and apply artificial conditions at the boundaries. The solution of wave-propagation leaves every bounded
domain after a certain time. Consequently, this truncated domain has to be large enough such that
the solution does not leave the domain to avoid effects from the artificial boundary conditions on the
calculated solution. However, if the boundaries are set far apart, this increase the computational cost.

Conclusion. As a consequence of these challenges, applying standard time-integration methods to the
system (1.4a) is prohibitively inefficient or even infeasible. Infeasible in the sense that the runtime is
extremely long and the accuracy of the approximation is very poor. For this reason the idea is roughly
speaking to introduce an analytical approximation of the exact solution, e.g. by a series expansion
with new coefficient functions. Thereby one obtains a system for these new coefficient functions, which
hopefully can be solved better numerically.

3.2 Assumptions and classification in the state of art

Again from a numerical perspective the main problem is that typical solutions oscillate rapidly in time and
space such that it is inappropriate to apply standard numerical methods to compute an approximation.
Standard methods will fail and constructing tailor-made methods for this problem class is a considerable
challenge.
This problem has motivated many attempts to create suitable analytical approximations. The focus
here is the attempt to devise simpler models which are more suitable for numerical computations and
simultaneously provide a reasonable approximation to u. Among these models, the nonlinear Schrödinger
approximation is particularly appealing; cf. [11, 12, 14, 25, 27, 29, 39]. However, for example in [11, 29]
the authors do not present any numerical methods but they focus on approximations. Since we aim to
construct more accurate approximations than in [11, 29], we will briefly discuss their work. The central
goal for them is to derive a nonlinear Schrödinger equation with a non-oscillatory solution that still
allows them to approximate the solution of the original problem (1.4). This is attractive because solving
the nonlinear Schrödinger equation is numerically a lot easier than computing an approximation of the
original highly oscillatory problem. The first step on the way to establishing the nonlinear Schrödinger
equation is another approximation, which is called the slowly varying envelope approximation. We will
discuss this in more detail in Subsection 3.2.2.
We start this section with a number of definitions and assumptions which are based on [4, 11, 29].

3.2.1 Definitions and assumptions

For a vector β P Rd we define a matrix

Apβq “
d
ÿ

µ“1
βµAµ P Rsˆs. (3.2)

We have seen a similar notation before. The notation (3.2) is consistent with the definition of ApBq in
(1.5). If we compare (3.2) with the definition of the differential operator (1.5) we see that the partial
derivatives have been replaced by entries of the vector β. Moreover, thinking about the Fourier transform
(cf. (2.6)), where the space derivatives turn into multiplications with numbers, it is clear that the matrix
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Apβq has a relation to the operator ApBq. Another important observation is that the matrix Apβq is
symmetric according to the assumption of the single matrices Aµ, µ “ 1, . . . , d.

Next, we define a matrix which will appear quiet frequently throughout because many terms can be
expressed in a convenient form in terms of that matrix.
For α P R and β P Rd we define

Lpα, βq “ ´αI `Apβq ´ iE P Csˆs. (3.3)

The matrix Lp0, βq “ Apβq ´ iE has a special role which will be seen later. A crucial observation is
that Lpα, βq is Hermitian for all α P R and β P Rd, because according to the problem setting, Apβq is
symmetric and E is skew-symmetric. This is important since we directly know that Lpα, βq is unitarily
diagonalizable with real eigenvalues.

Now, we consider a special form of the matrix (3.3), where we set β “ κ. We recall that the wave
vector κ P Rdzt0u is a fixed vector given by the data. From now on we set ω P R equal to an eigenvalue of
Lp0, κq. In other words, the parameter ω “ ωpκq depends on κ and has to be an eigenvalue of the matrix
Apκq ´ iE. In the literature one says that for fixed κ the pair pωpκq, κq satisfies the dispersion relation

det pLpω, κqq “ 0. (3.4)

Hence, the matrix Lpω, κq is singular and has a non-trivial kernel, which becomes important later.
Furthermore, we define a quantity which is called the group velocity cgpκq P Rd as a parameter which
depends on κ and is given by

cgpκq “ ∇ωpκq. (3.5)

Here, ∇ denotes the derivative with respect to the wave vector κ. In summary, the group velocity cgpκq,
the parameter ωpκq, and the wave vector κ are explicitly given in terms of the data and, therefore, in the
following are fixed.

Next, the following assumptions are made. The first assumption is the polarization condition. The
polarization condition is that the smooth envelope p of the initial data lies in the kernel of the matrix
Lpω, κq. This assumption is crucial for the classical results of the slowly varying envelope approximation
and the nonlinear Schrödinger approximation. However, it is also an important assumption for our own
work.

Assumption 3.2.1 (Polarization condition).
The initial data (1.4b) are polarized, i.e.

ppxq P ker
`

Lpω, κq
˘

for all x P Rd.

The dimension of ker
`

Lpω, κq
˘

depends on the algebraic multiplicity of the eigenvalue ω of the matrix
Lp0, κq. Since Lp0, κq is Hermitian we know that the geometric multiplicity and algebraic multiplicity
are equal for every eigenvalue of this matrix.

We remark that instead of Assumption 3.2.1 it is actually sufficient to assume that ppxq “ p0pxq `

εp1pxq with p0pxq P ker
`

Lpω, κq
˘

. This assumption has also been made, e.g., in [11, 29]. However, for the
sake of simplicity with respect to the presentation, we assume that p1 “ 0 and thus ppxq “ p0pxq.
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Of course, Assumption 3.2.1 constrains the choice of initial data, however, we illustrate the advantage of
this assumption with a simple example. Consider the linear system

Btu`
i
ε
Lpω, κqu “ 0,

where u : r0, tend{εs ˆ Rd Ñ Cs and initial data up0, xq “ u0pxq P Rs. By definition (3.3) for Lpω, κq we
know that there exists a diagonalization Lpω, κq “ ΨΛΨ˚ with a unitary matrix Ψ and a real diagonal
matrix Λ “ diagpω ´ ω1pκq, . . . , ω ´ ωspκqq, where ωmpκq, m “ 1, . . . , s, denote the eigenvalues of the
matrix Lp0, κq. We perform the change of variables v “ Ψ˚u to obtain the diagonalized system

Btv `
i
ε

Λv “ 0,

vp0, xq “ Ψ˚u0pxq. (3.6)

We observe that the linear part of the equation creates in the m-th component fast oscillations with
frequencies ω ´ ωmpκq. To avoid this effect we choose, as already mentioned, the parameter ω equal
to one of these eigenvalues ωmpκq. This means the pair pω, κq satisfies the dispersion relation (3.4). If
we now assume that the initial data u0pxq is contained in the corresponding eigenspace for all x P Rd,
completely or up to Opεq terms, the initial data vp0, xq given by (3.6) have the same property. Hence,
the creation of oscillations by the linear propagator are prevented.
In other words, the dispersion relation (3.4) combined with the polarization condition (Assumption 3.2.1)
can be understood as filtering out the high oscillations for the part of the solution which lies in the kernel
of Lpω, κq. Unfortunately, it is not so simple in the nonlinear case because the nonlinearity also creates
other oscillations which may resonate with the linear propagator.

The next assumptions mainly concern the matrix (3.3) and provide information about its properties.

Assumption 3.2.2 (Smooth eigendecomposition).
The matrix Lp0, βq “ Apβq´ iE has a smooth eigendecomposition for β P Rdzt0u. This means if λpβq

is an eigenvalue of Lp0, βq, then λ P C8pRdzt0u,Rq, and there is a corresponding eigenvector ψpβq such
that |ψpβq|2 “ 1 for all β and ψ P C8pRdzt0u,Csq.

Assumption 3.2.2 corresponds to Assumption 2 in [11].

Two natural questions arise. Firstly, are these assumptions also fulfilled by the two systems we are
interested in? Secondly, why do we have to exclude β “ 0?
At this point, it is helpful to explicitly specify the eigenvalues of the Klein–Gordon system and the
Maxwell-Lorentz system. For the Maxwell–Lorentz system and the Klein–Gordon system the eigenvalues
are stated in [11, Example 3 and 4]. However, for example with the Laplace expansion of determinants,
cf. [30, Corollary 7.22], one can recalculate them oneself. We consider both systems separately. Instead
of κ we consider at first an arbitrary vector β to gain an insight of the general form of the eigenvalues.
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Example 3.2.3 (The Klein–Gordon system (1.3)). In this case, for d P N, solving the equation

det pLp0, βq ´ λIq “ 0

yields the three different eigenvalues

λ1pβq “
b

|β|22 ` |υ|
2
2,

λ2pβq “ ´
b

|β|22 ` |υ|
2
2,

λ3pβq “ 0.

The eigenvalues λ1pβq and λ2pβq have algebraic multiplicity 1. The eigenvalue λ3pβq “ 0 is an eigenvalue
with algebraic multiplicity d´ 1. It is obvious that for the one-dimensional case d “ 1, we only have the
two eigenvalues λ1pβq and λ2pβq.
From these formulas we observe that if β “ υ “ 0 holds, the three eigenvalues will not be distinct anymore.

Example 3.2.4 (The Maxwell–Lorentz system (1.1)). Here, we consider the three-dimensional case
d “ 3. In this case, solving the equation

det pLp0, βq ´ λIq “ 0

yields seven different eigenvalues

λ1pβq “
1
2

ˆ

b

2 p1` |β|1q ` |β|22 `
b

2 p1´ |β|1q ` |β|22
˙

,

λ2pβq “
?

2,

λ3pβq “
1
2

ˆ

b

2 p1` |β|1q ` |β|22 ´
b

2 p1´ |β|1q ` |β|22
˙

,

λ4pβq “ 0,

λ5pβq “ ´λ3pβq, λ6pβq “ ´λ2pβq, λ7pβq “ ´λ1pβq.

The eigenvalues λ2pβq and λ6pβq have algebraic multiplicity 1. All the other eigenvalues are eigenvalues
with algebraic multiplicity 2.
We observe that if β “ 0, we have λ1p0q “ λ2p0q, λ6p0q “ λ7p0q, and λ3p0q “ λ5p0q “ λ4p0q “ 0.

For both systems it is crucial that the eigenvalues λipβq have constant multiplicities in a neighbor-
hood of β, so they are distinct and their algebraic and geometric multiplicities are equal. Otherwise
Assumption 3.2.2 is not necessarily fulfilled. In the literature, cf. [37, Chapter 3.I], such eigenvalues
whose algebraic and geometric multiplicities are equal are called semisimple. Furthermore, there exists
a result for semisimple eigenvalues, cf. [37, Theorem 3.I.1], which ensures that Assumption 3.2.2 is valid.
From the observations which we made for the Klein–Gordon system and the Maxwell–Lorentz system
we obtain the following. For every β P Rdzt0u the eigenvalues λipβq have constant multiplicities in a
neighborhood of β.

Since we are interested in more general matrices Lpα, βq later, we make the following remark.

Remark 3.2.5. We note that Lpα, βq “ ´αI`Lp0, βq has the same eigenvectors as Lp0, βq and that the
eigenvalues are shifted by ´α. Hence, if Assumption 3.2.2 is fulfilled, then for every α P R the eigenvalues
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and eigenvectors of Lpα, βq have the smoothness specified in Assumption 3.2.2, too. This inheritance is
a useful feature of the matrices Lpα, βq.

The last assumption in this section concerns another special form of matrix Lpα, βq.

Assumption 3.2.6. For j P t3, . . . , jmax ` 2u the matrix Lpjω, jκq is invertible.

We remark that for j “ 3 Assumption 3.2.6 was also made in [11, Assumption 3]. We have expanded
the assumption a bit.
It is important to point out that this assumption induces a restriction on the choice of ω. Recall that we
set ω equal to an eigenvalue of the matrix Lp0, κq, cf. (3.4). Now, suppose that for all β P Rdzt0u, the
matrix Lp0, βq has one eigenvalue λ0pβq which is constantly equal to zero. For comparison see λ3pβq in
Example 3.2.3 with d ą 1 or λ4pβq in Example 3.2.4. Then, for κ ‰ 0, λ0 is also an eigenvalue of the
matrix Lp0, jκq for j P t3, . . . , jmax ` 2u. However, with ω “ λ0 “ 0 the matrix Lpjω, jκq “ Lp0, jκq for
j P t3, . . . , jmax ` 2u, and Lpjω, jκq is no longer invertible. Hence, this contradicts Assumption 3.2.6 and
we outline that we should not choose ω “ 0.

In summary, the Assumptions 3.2.1, 3.2.2 and 3.2.6 are all technical assumptions that we will need
later. At first glance it is not obvious that these assumptions are indeed true for the two systems,
the Klein–Gordon system and the Maxwell–Lorentz system. However, if one computes explicitly the
eigenvalues of the two systems, one can check that all these assumptions are valid.

3.2.2 Review of previous results in the literature

All the previously introduced assumptions and some further assumptions are needed to derive the slowly
varying envelope approximation and the nonlinear Schrödinger approximation.
In [11] the classical nonlinear Schrödinger approximation is derived in two steps. The first step is known
as the slowly varying envelope approximation.

The slowly varying envelope approximation. The idea of the slowly varying envelope approxima-
tion (SVEA) from [11] is that the exact solution is approximated by

upt, xq « uSVEApt, xq “ USVEApt, xqe
ipκ¨x´ωtq{ε ` c.c., (3.7)

where USVEA : r0, tend{εs ˆ Rd Ñ Cs is now complex-valued. Furthermore, the pair pω, κq satisfies the
dispersion relation (3.4). If t “ 0, then the ω term vanishs and we obtain a function in the form of (1.4b).
By just comparing, it is clear that USVEAp0, xq should exactly be ppxq.
In order to come up with a differential equation for the new variable USVEA, we formally substitute the
ansatz (3.7) into the equation (1.4a). Since (3.7) is an ansatz with complex conjugate terms, every
term and its associated complex conjugate appear. At this point we will go into more detail about the
individual steps, since we will proceed similarly in our approach later on.
Using the product rule, the time derivative of uSVEA yields with U “ USVEApt, xq

BtuSVEApt, xq “

ˆ

BtU ´
iω
ε
U

˙

eipκ¨x´ωtq{ε ` c.c. (3.8)
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For the spatial derivatives which are hidden in the differential operator ApBq we obtain

ApBquSVEApt, xq “

˜

d
ÿ

µ“1
AµBµU `

d
ÿ

µ“1

iκµ
ε
AµU

¸

eipκ¨x´ωtq{ε ` c.c. (3.9)

Therefore, plugging the ansatz (3.7) into the left-hand side of (1.4a) yields an expression which looks quiet
complicated. However, by definitions of the differential operator ApBq and the matrix L, see (1.5) and
(3.3), respectively, we are able to write the left-hand side into a more compact form. With U “ USVEApt, xq

it follows that
˜

BtU ´
iω
ε
U `

d
ÿ

µ“1
AµBµU `

d
ÿ

µ“1

iκµ
ε
AµU `

1
ε
EU

¸

eipκ¨x´ωtq{ε ` c.c.

“

ˆ

BtU `
i
ε
Lpω, κqU `ApBqU

˙

eipκ¨x´ωtq{ε ` c.c. (3.10)

Next, we consider the right-hand side of (1.4a). Substituting uSVEA into the nonlinearity T yields with
U “ USVEApt, xq

T puSVEA,uSVEA,uSVEAqpt, xq

“ e3ipκ¨x´ωtq{εT pU,U, Uq ` eipκ¨x´ωtq{ε
´

T pU,U, Uq ` T pU,U, Uq ` T pU,U,Uq
¯

` e´ipκ¨x´ωtq{ε
´

T pU,U,Uq ` T pU,U,U, Uq ` T pU,U, Uq
¯

` e´3ipκ¨x´ωtq{εT pU,U,Uq (3.11)

“ e3ipκ¨x´ωtq{εT pU,U, Uq ` eipκ¨x´ωtq{ε
´

T pU,U, Uq ` T pU,U, Uq ` T pU,U,Uq
¯

` c.c.,

where we use the trilinearity and sort by exponentials.
Higher harmonics are precisely terms which involve exponential functions like e˘3ipκ¨x´ωtq{ε. In the next
step, we aim to discard higher harmonics. The reason why we want to get rid of these terms is that in
(3.10) we only have exponential terms of the form eipκ¨x´ωtq{ε or e´ipκ¨x´ωtq{ε, where the minus one is
hidden in the c.c. term. Therefore, we do not have a counterpart for e˘3ipκ¨x´ωtq{ε. This is precisely
what causes the approximation error in the SVEA ansatz.
We compare in terms of e˘ipκ¨x´ωtq{ε and ignore the higher harmonics. Because of is this we obtain two
differential equations for U and U without any c.c. terms. Thus, with U “ USVEApt, xq the envelope
equation of USVEA is given by the PDE

BtU `
i
ε
Lpω, κqU `ApBqU “ ε

`

T pU,U, Uq ` T pU,U, Uq ` T pU,U,Uq
˘

. (3.12)

The main advantage of (3.12) over (1.4) is that (3.12) has no ε-induced oscillations in space anymore. The
reason is that the initial data USVEAp0, xq is exactly ppxq which is smooth in contrast to (1.4b). However,
the fast oscillations in time of the nonpolarized modes must still be taken into account, which means that
for this part of the solution the discretization step in numerical computations must still be small.
The accuracy of the SVEA is Opεq on long time intervals r0, tend{εs in suitable norms. We refer to [11,
Theorem 1], where the error bound

sup
tPr0,tend{εs

}uptq ´ uSVEAptq}L8pRdq ď Cε (3.13)

was shown under a lot of assumptions such as Assumptions 3.2.1, 3.2.2 and 3.2.6.
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The fact that the discretization step in numerical computations must still be small for the nonpolarized
modes motivates to simplify the problem further and to look for approximations that are independent
of ε. In the second step, it is shown in [11] that the envelope equation can be replaced by the nonlinear
Schrödinger equation without spoiling the accuracy. Thus, the NLS approximation is an approximation
of the same precision as the slowly varying envelope approximation for long times t P r0, tend{εs. We
explain this in more detail.

Nonlinear Schrödinger approximation. The ansatz is the same as for the SVEA, see (3.7). In this
model the idea is to approximate

upt, xq « uNLSpt, xq “ UNLSpt, xqe
ipκ¨x´ωtq{ε ` c.c.,

where again pω, κq satisfy the dispersion relation (3.4) and UNLS : r0, tend{εsˆRd Ñ Cs is now the solution
of a nonlinear Schrödinger equation. For the initial data again the UNLSp0, xq coincide with the ppxq of
(1.4b).
At this point, we will not go into the derivation but will rather explain what makes this approximation
so special.
If a co-moving coordinate system and a transformation in time are used, then the corresponding PDE of
the NLS approximation does not depend on ε and only has to be solved on a time interval which is also
independent of ε. The time interval has only a length of tend instead of length tend{ε; cf. Remark 8.v. in
[11]. For the numerics this is very attractive because instead of solving a highly oscillatory problem with
difficulties in space and in time, we simply have to solve an NLS equation on a time interval of Op1q. In
summary, the problem to be solved reduces to an NLS equation which does not depend on ε anymore
and the parameter ε also disappears from the time interval. Thus, two numerical challenges which we
stated in Section 3.1 disappear. As the name says, the NLS equation has still a nonlinearity but as long
as there are no oscillations this is not a big problem. There are standard methods, like splitting methods,
which can solve this efficiently.
Furthermore, the error bound

sup
tPr0,tend{εs

}uptq ´ uNLSptq}L8pRdq ď Cε

was shown under a number of assumptions in [11, Corollary 2]. In summary, the nonlinear Schrödinger
approximation offers a possibility to approximate the solution of (1.4) up to Opεq and the difficulties
which are caused by oscillations or a long time interval no longer occur.
In some situations, however, a more accurate approximation to u is desirable. The approximation of
PDEs by nonlinear Schrödinger equations and other modulation equations is extensively discussed in [39]
and references therein.
Moreover, it is well-known that the accuracy of the nonlinear Schrödinger approximation deteriorates in
the case of short or chirped pulses. A distinction between the two types of pulses can be found in [11].
In the case of short pulses, where the initial profile ppxq in (1.4b) is given of the form

ppxq “ f

ˆ

x´ x0

%

˙

with 0 ă % ! 1 and f smooth, (3.14)

there is a rule of thumb in [2] which suggests that the amplitude should not change more than 10% per
wavelength. For much shorter pulses, the SVEA is not a reliable approximation and therefore inappro-
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priate. This applies in consequence to the NLS approximation as well. For more information we refer for
example to [2]. However, for such situations many improved models have been proposed and analyzed,
e.g., in [1–3, 9, 11, 13, 29]. In contrast to these references, we are not interested in this situation. Instead
of short or chirped pulses we restrict ourselves to wavetrains given by (3.14) with % “ 1. This is a
restriction of the setting, however, we strive for higher accuracy. An illustrative example of a wavetrain
and a short pulse is given in Figure 3.1. Here, the envelope p varies on a scale which is much larger than
the wavelength of the oscillations and for % Ñ 0 the width of the support of the envelope gets smaller.
We note that we choose different scales for the x-axis for the two plots in Figure 3.1 because the envelope
for the short pulse is narrower in the right plot. As a consequence, the number of optical cycles for such
a short pulse is Opε{%q.

´2 0 2
´2

´1

0

1

2

x

0 0.2 0.4 0.6 0.8 1
´2

´1

0

1

2

x

Figure 3.1: Initial data (1.4b) with ε “ 0.01, κ “ 1.2 and ppxq “ exp
ˆ

´

´

x´0.5
%

¯2
˙

. Wavetrain with

% “ 1 on the left and short pulse with % “
?
ε “ 0.1 on the right.

Our goal is to derive a system of PDEs which is numerically more favorable than (1.4) but provides
an approximation to the solution u up to an error of O

`

ε2˘. More accurate approximations play an
important role if the classical accuracy Opεq is not enough. For numerical methods, the procedure is to
refine the discretization and decrease the parameters, such as mesh width and time-step-size, to increase
the accuracy. However, since ε is fixed and given by the model problem, we cannot decrease ε to obtain a
better accuracy. For this reason, the accuracy must be improved by considering a higher-order extension
of the classical slowly varying envelope approximation. This yields to an increase of the power of ε in the
error approximation.

We recall that substituting uSVEA into the nonlinearity T yields (3.11). The approximation error in
the SVEA ansatz is caused by the higher harmonics terms with prefactor e˘3ipκ¨x´ωtq{ε which are ignored
in the envelope equation.
This is the motivation to make the following ansatz for our work.
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3.3 Ansatz

We start this section by defining our ansatz. In the following jmax is a positive odd integer. In our ansatz
the exact solution of (1.4) is approximated by

upt, xq « rupjmaxqpt, xq “
ÿ

jPJ
eijpκ¨x´ωtq{εujpt, xq, (3.15)

for J “ t˘1,˘3, . . . ,˘jmaxu. As before, the pair pω, κq satisfies the dispersion relation (3.4). Furthermore,
we assume that u´j “ uj holds.
First, we explain in more detail why our ansatz (3.15) has this exact form. In contrast, for example, to
the ansatz of the SVEA (3.7), we omit the expression “`c.c.” because the complex conjugate terms are
hidden in the sum

ř

jPJ
. More precisely, with J` “ J X N and u´j “ uj we can equivalently write

ÿ

jPJ
eijpκ¨x´ωtq{εujpt, xq “

ÿ

jPJ`

eijpκ¨x´ωtq{εujpt, xq ` c.c.,

where we also take into account higher harmonics. For jmax “ 1 our ansatz (3.15) looks very similar to
(3.7). Later, after deriving the evolution equations for the coefficients uj , we indeed obtain for jmax “ 1
the SVEA again. This is the reason why we interpret this ansatz as a natural extension of the SVEA.
Next, we know that the nonlinearity T is odd, or more precisely trilinear. Therefore, only odd harmonics
are created by the nonlinearity because we are interested in initial data of the form (1.4b), where no even
harmonic is given.
Since the procedure for deriving the evolution equations for the coefficients uj is similar to that of the
SVEA, this time we will not go into detail. The calculation of the time derivative and the spatial
derivatives of rupjmaxq with the help of the product rule follows similarly to (3.8) and (3.9), respectively.
However, the small difference is that a factor j occurs in the matrix Lpjω, jκq. In comparison to (3.10),
the matrix Lpω, κq is generalized by Lpjω, jκq. Therefore, plugging the ansatz (3.15) into the left-hand
side of (1.4a) yields

ÿ

jPJ

ˆ

Btujpt, xq `
i
ε
Lpjω, jκqujpt, xq `ApBqujpt, xq

˙

eijpκ¨x´ωtq{ε.

Substituting rupjmaxq into the nonlinearity T has in comparison to the SVEA a more complicated form.
Again we use the trilinearity and sort by exponentials, however, the number of possible higher harmonics
is larger. The number of possible multi-indices J is larger as well. Thus, we have to sum over all possible
multi-indices pj1, j2, j3q P J 3, where the sum j1 ` j2 ` j3 P t˘1,˘3, . . . ,˘3jmaxu. We obtain

T
´

rupjmaxqpt, xq, rupjmaxqpt, xq, rupjmaxqpt, xq
¯

“
ÿ

pj1,j2,j3qPJ 3

eipj1`j2`j3qpκ¨x´ωtq{εT puj1 , uj2 , uj3qpt, xq

“
ÿ

j odd
|j|ď3jmax

ÿ

j1`j2`j3“j

eijpκ¨x´ωtq{εT puj1 , uj2 , uj3qpt, xq.

Therefore, substituting the ansatz (3.15) into (1.4) and comparing the left- and right-hand side leads
to the observation that we do not have a counterpart for the higher harmonics eijpκ¨x´ωtq{ε with j P

t˘jmax ˘ 2, . . . ,˘3jmaxu. Similarly to the SVEA, this is the reason for discarding terms with prefactor
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eijpκ¨x´ωtq{ε if |j| ą jmax. All in all comparing in terms of eijpκ¨x´ωtq{ε with |j| ď jmax yields the system

Btuj `
i
ε
Lpjω, jκquj `ApBquj “ ε

ÿ

j1`j2`j3“j

T puj1 , uj2 , uj3q, (3.16)

for j P J` “ J X N, t P p0, tend{εs, x P Rd.

The sum on the right-hand side is taken over the set
!

J “ pj1, j2, j3q P J 3 : #J :“ j1 ` j2 ` j3 “ j
)

. (3.17)

This set has only finitely many elements. For example for jmax “ 3, the set contains 12 multi-indices for
j “ 1 and 10 multi-indices for j “ 3. We note that

|j1| ` |j2| ` |j3| “ |J |1 ě |#J | “ |j1 ` j2 ` j3| “ |j|.

Since the condition u´j “ uj holds, the PDEs for u´1, . . . , u´jmax are redundant but compatible. This
can be verified as follows. For the matrix Lpjω, jκq we deduce by definition (3.3) that

Lpjω, jκq “ ´jωI `Apjκq ` iE

“ ´pjωI `Ap´jκq ´ iEq “ ´Lp´jω,´jκq.

Thus, for the linear part of (3.16) that contains the matrix Lpjω, jκq we obtain together with u´j “ uj

i
ε
Lpjω, jκquj “

i
ε
Lp´jω,´jκqu´j .

For the nonlinear part, the relation (2.3) yields
ÿ

j1`j2`j3“j

T puj1 , uj2 , uj3q “
ÿ

j1`j2`j3“´j

T puj1 , uj2 , uj3q.

Therefore, the PDE (3.16) is compatible with the condition that u´j “ uj . We end this section with a
statement for the initial data and a remark. The coupled system (3.16) is endowed with initial data

u˘1p0, ¨q “ uε,0˘1 :“ p, u˘jp0, ¨q “ u0
˘j “ 0 for |j| ą 1. (3.18)

Remark 3.3.1. Similarly as for the SVEA, the main advantage of (3.16) over (1.4) is that the solution
of (3.16) does not oscillate in space, because the initial data (3.18) are smooth in comparison to (1.4b).
In contrast to the SVEA, the price to pay is that the total number of unknowns in (3.16) is pjmax ` 1q{2
times as large than in (1.4). If we compute only the first two coefficients, which means jmax “ 3, the
number of unknowns is only twice as large, which is still a very cheap price for the numerical advantage.
Since we have only removed the oscillations in space, typical solutions of (3.16) still oscillate in time
due to the term i

εLpjω, jκquj. However, it turns out later that this situation is now more favourable. We
present this in the next chapter in Remark 4.1.3.

Of course investigating approximations of (1.4) is not new. Similar approximations have been con-
sidered in many other works. In nonlinear geometric or diffractive optics a well-known approach is to
look for an approximation of the form upt, xq « Upt, x, pκ ¨ x ´ ωtq{εq. Here U “ Upt, x, θq is a profile
which is periodic with respect to the additional variable θ; cf. [2, 13, 14, 16, 23, 25, 28, 37]. In [8],
the authors construct uniformly accurate numerical methods for highly oscillatory problems by means
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of this approach. However, introducing an additional variable has a drawback. The additional variable
increases the number of unknowns of the numerical discretization by a factor Nθ, where Nθ is the number
of grid points in the θ-direction. This is the reason why we do not use a profile Upt, x, θq explicitly in our
approach. However, we remark that the ansatz (3.15) can be interpreted as a truncated Fourier series of
θ ÞÑ Upt, x, θq, where all Fourier modes with index j R J are discarded.

The next goal is to define the proper analytical setting in which we aim to consider the problem class.

3.4 Analytical setting

With regard to analyze the system (3.16) and to investigate the approximation behavior of the ansatz
(3.15) we establish a suitable analytical setting in this section.
Let Ff “ pf be the Fourier transform of f , see (A.1), and let S 1pRdq be the dual of the Schwartz space
defined in Appendix A.2.

As in [11] we will work in the Wiener algebra, defined by

W
`

Rd
˘

“
 

f P S 1pRdq : pf P L1pRdq
(

with the norm

}f}W pRdq “ } pf}L1pRdq “

ż

Rd

| pfpkq| dk.

For r P N the Wiener algebra of order r is defined as

W r
`

Rd
˘

“
 

f PW pRdq : Bαf PW pRdq for all α P Nd0, |α|1 ď r
(

,

cf. (16) in [11], where |α|1 is defined in (2.7). It is endowed with the norm

}f}W rpRdq “
ÿ

|α|1ďr

}Bαf}W pRdq.

When r “ 0, we write for simplicity W pRdq instead of W 0pRdq.
For vector-valued versions of the function spaces W r for r P N0 and also L1, we define the norm

} pf}L1pRdqs :“
›

›| pf |2
›

›

L1pRdq “

ż

Rd

| pfpkq|2 dk, pf P L1pRdqs, (3.19)

where | ¨ |2 describes the Euclidean vector norm. Throughout the thesis we use the abbreviation } ¨ }W r “

} ¨ }W rpRdqs for r P N0.

In fact, many of the results that are presented in [11] can also be obtained in Sobolev spaces. However,
in order to use Sobolev embedding to handle the nonlinearity we would need the additional assumption
r ą d

2 . Furthermore, the Wiener algebras have favorable properties which are summarized later on. An-
other reason why people are interested in the Wiener algebra instead of Sobolev spaces is the following.
The Wiener norm of the initial envelopes of short pulses (3.14) remain bounded when % Ñ 0, whereas
any Sobolev norm tends to infinity. For more information we refer the interested reader to [2, 11, 29].

Next, we state the classical properties of the Wiener algebra which are used in this thesis (cf. [29,
Proposition 3.2], [11, Proposition 1] or [3]).
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Properties of the Wiener algebra:

• The space
`

W rpRdq, } ¨ }W
˘

is a Banach algebra which means for all f , g PW rpRdq we have

}fg}W rpRdq ď C}f}W rpRdq}g}W rpRdq.

• The Wiener algebra W pRdq is continuously embedded in L8
`

Rd
˘

.

Remark 3.4.1. The first property in particular means that we have bilinear estimates. This property is
very useful in order to handle the nonlinearity. The resulting estimates, such as Lemma 3.5.1, (3.30) and
(3.31) are used quite often. A similar bilinear estimate is also known for Sobolev spaces. However, for
Sobolev spaces this bilinear estimate is only true if r ą d{2. For Wiener algebras there is no restriction
on the parameter r. Thus, this bilinear estimate is even true for the space W , where r is equal to zero.
The second property plays a crucial role in our error bounds later on.

For estimates in the Wiener algebra it is convenient to consider the evolution equation (3.16) in Fourier
space. The following sections of this chapter are based on [4]. Compared to [4], where jmax “ 3, we treat
an arbitrary odd number jmax.

3.5 Evolution equations in Fourier space

Formally the solutions uj of the system (3.16) can be Fourier transformed by (A.2) with coefficients (A.1).
If uj is sufficiently smooth, then the derivatives in space for µ P t1, . . . , du are given by

Brµujpt, xq “ p2πq´d{2
ż

Rd

pujpt, kqB
r
µe

ik¨x dk “ p2πq´d{2
ż

Rd

pikµqrpujpt, kqeik¨x dk

such that space derivatives correspond to multiplications of the Fourier coefficients. Differentiating (A.2)
with respect to t formally gives

Btujpt, xq “ p2πq´d{2
ż

Rd

Btpujpt, kqe
ik¨x dk (3.20)

and

ApBqujpt, xq “ p2πq´d{2
ż

Rd

˜

d
ÿ

µ“1
ikµAµ

¸

pujpt, kqe
ik¨x dk “ p2πq´d{2

ż

Rd

iApkqpujpt, kqeik¨x dk. (3.21)

Therefore, we obtain by inserting (3.20) and (3.21) into the left-hand side of the system (3.16)

Btujpt, xq `
i
ε
Lpjω, jκqujpt, xq `ApBqujpt, xq

“ p2πq´d{2
ż

Rd

ˆ

Btpujpt, kq `
i
ε
Lpjω, jκqpujpt, kq ` iApkqpujpt, kq

˙

eik¨x dk

“ p2πq´d{2
ż

Rd

ˆ

Btpujpt, kq `
i
ε
Lpjω, jκ` εkqpujpt, kq

˙

eik¨x dk.
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Throughout the thesis we introduce the shorthand notation

Ljpθq :“ Lpjω, jκ` θq “ ´jωI `Apjκ` θq ´ iE, for j P J`, (3.22)

where we omit ω and κ because they are fixed. Thus, it follows that applying the Fourier transform to
the left-hand side of (3.16) gives

F
´

Btuj `
i
ε
Lpjω, jκquj `ApBquj

¯

pt, kq “ Btpujpt, kq `
i
ε
Ljpεkqpujpt, kq.

Furthermore, the trilinear nonlinearity of (3.16) is formally given by

T puj1 , uj2 , uj3qpxq

“ p2πq´3d{2
ż

Rd

ż

Rd

ż

Rd

eipkp1q`kp2q`kp3qq¨xT ppuj1pk
p1qq, puj2pk

p2qq, puj3pk
p3qqq dkp3q dkp2q dkp1q

“ p2πq´d{2
ż

Rd

¨

˝p2πq´d
ż

Rd

ż

Rd

T ppuj1pk
p1qq, puj2pk

p2qq, puj3pk ´ k
p1q ´ kp2qqq dkp2q dkp1q

˛

‚eik¨x dk

“ F´1

¨

˝p2πq´d
ż

Rd

ż

Rd

T ppuj1pk
p1qq, puj2pk

p2qq, puj3pk ´ k
p1q ´ kp2qqq dkp2q dkp1q

˛

‚pxq,

where we substitute k “ kp1q ` kp2q ` kp3q.
With the notation K “

`

kp1q, kp2q, kp3q
˘

P RdˆRdˆRd and #K “ kp1q` kp2q` kp3q P Rd we obtain that
the Fourier transform of T puj1 , uj2 , uj3q is given by

F
´

T puj1 , uj2 , uj3q

¯

pkq “ p2πq´d
ż

#K“k

T ppuj1pk
p1qq, puj2pk

p2qq, puj3pk
p3qqq dK “: T ppuj1 , puj2 , puj3q pkq,

(3.23)

where we use the notation
ż

#K“k

T ppuj1pk
p1qq, puj2pk

p2qq, puj3pk
p3qqq dK “

ż

Rd

ż

Rd

T ppuj1pk
p1qq, puj2pk

p2qq, puj3pk ´ k
p1q ´ kp2qqq dkp2q dkp1q.

Hence, u “ pu1, . . . , ujmaxq solves the system (3.16) if and only if pu “ ppu1, . . . , pujmaxq solves the system

Btpujpt, kq `
i
ε
Ljpεkqpujpt, kq “ ε

ÿ

#J“j
T
`

puj1 , puj2 , puj3

˘

pt, kq, j P J`, t P p0, tend{εs, k P Rd, (3.24)

where #J “ j1 ` j2 ` j3, and with initial data

pu1p0, ¨q “ pp, pujp0, ¨q “ 0, for j ą 1, (3.25)

where pp is the Fourier transform of p from (1.4b).
At this point, we note that the convention u´j “ uj implies that pu´jpt, kq “ pujpt,´kq. The reason is
that we obtain

ujpxq “ p2πq´d{2
ż

Rd

pujpkqe
ik¨x dk,

u´jpxq “ p2πq´d{2
ż

Rd

pujpkqeik¨x dk “ p2πq´d{2
ż

Rd

pujpkqe
´ik¨x dk

“ p2πq´d{2
ż

Rd

pujp´kqe
ik¨x dk.
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Note that in general pu´jpt, kq ‰ pujpt, kq, which we have to keep in mind in the implementation of
numerical methods. For the analysis this implies

}pu´jptq}L1 “

ż

Rd

|pu´jpt, kq|2dk “
ż

Rd

|pujpt,´kq|2dk “
ż

Rd

|pujpt,´kq|2dk “ }pujptq}L1 . (3.26)

Furthermore, for negative indices it follows by means of the skew symmetry of E and the definition (3.22)

L´jpθq “ jωI ´Apjκ´ θq ´ iE “ ´
`

´jωI `Apjκ´ θq ´ iE
˘

“ ´Ljp´θq for j P J`, (3.27)

such that (3.24) holds also for j P t´1, . . . ,´jmaxu.

Now, we state some helpful bounds for the trilinear nonlinearity T , defined in (3.23), which are
frequently used later on.

Lemma 3.5.1. For f1, f2, f3 PW pRdq we have

›

›T p pf1, pf2, pf3q
›

›

L1 ď CT

3
ź

i“1
} pfi}L1 , (3.28)

where CT :“ CT p2πq´d and CT is the constant defined in (2.5).

If additionally g1, g2, g3 PW pRdq and if }fi}W , }gi}W ď C for some C ą 0, it follows that

›

›T p pf1, pf2, pf3q ´ T ppg1, pg2, pg3q
›

›

L1 ď CT C
2

3
ÿ

i“1

›

› pfi ´ pgi
›

›

L1 . (3.29)

Proof. For f1, f2, f3 PW pRdq we use the definition of L1, (3.23), and obtain with (2.5)
›

›T p pf1, pf2, pf3q
›

›

L1 ď p2πq´d
ż

Rd

ż

#K“k

ˇ

ˇ

ˇ
T p pf1pk

p1qq, pf2pk
p2qq, pf3pk

p3qqq
ˇ

ˇ

ˇ

2
dK dk

ď CT p2πq´d
ż

Rd

ż

#K“k

| pf1pk
p1qq|2| pf2pk

p2qq|2| pf3pk
p3qq|2 dK dk

“ CT p2πq´d
´

ż

Rd

| pf1pk
p1qq|2 dkp1q

¯´

ż

Rd

| pf2pk
p2qq|2 dkp2q

¯´

ż

Rd

| pf3pk
p3qq|2 dkp3q

¯

“ CT p2πq´d} pf1}L1} pf2}L1} pf3}L1 .

For f1, f2, f3, g1, g2, g3 PW pRdq with }fi}W ď C and }gi}W ď C we have with (2.4)
›

›T p pf1, pf2, pf3q ´ T ppg1, pg2, pg3q
›

›

L1

ď
›

›T p pf1 ´ pg1, pf2, pf3q
›

›

L1 `
›

›T ppg1, pf2 ´ pg2, pf3q
›

›

L1 `
›

›T ppg1, pg2, pf3 ´ pg3q
›

›

L1

ď CT p2πq´d
´

›

› pf1 ´ pg1
›

›

L1

›

› pf2
›

›

L1

›

› pf3
›

›

L1 `
›

› pf2 ´ pg2
›

›

L1

›

›

pg1
›

›

L1

›

› pf3
›

›

L1 `
›

› pf3 ´ pg3
›

›

L1

›

›

pg1
›

›

L1

›

›

pg2
›

›

L1

¯

ď CT p2πq´dC2
3
ÿ

i“1

›

› pfi ´ pgi
›

›

L1 ,

where we use (3.28) for each of the three terms.
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Remark 3.5.2. By definition of the Wiener algebra the estimates (3.28) and (3.29) are equivalent to

›

›T pf1, f2, f3q
›

›

W
ď CT

3
ź

i“1
}fi}W (3.30)

and

›

›T pf1, f2, f3q ´ T pg1, g2, g3q
›

›

W
ď CT C

2
3
ÿ

i“1
}fi ´ gi}W . (3.31)

After introducing the analytical setting, we establish a local well-posedness result in the next section.

3.6 Local well-posedness

In this section we show well-posedness of the system (3.16) on long time intervals, more precisely on a
time interval r0, t‹end{εq, where t‹end ą 0 is independent of ε. The following results hold for arbitrary odd
jmax ą 0. We start this section with the definition of a suitable norm and some helpful estimates.
For v “ pv1, . . . , vjmaxq PW

s ˆ . . .ˆW s we define the norm

}v}W s “ 2}v1}W s ` 2}v3}W s ` . . .` 2}vjmax}W s .

The factor 2 is introduced in order to account for the terms with negative indices which appear on the
right-hand side of (3.24), hidden in the sum

ř

#J“j
. If we use the convention that pv´jpkq “ pvjp´kq holds

for j P J` as before, then we have with (3.26) that

}v}W s “
ÿ

jPJ
}vj}W s .

For v “ pv1, . . . , vjmaxq PW ˆ . . .ˆW the inequalities
ÿ

jPJ

›

›

›

ÿ

#J“j
T
`

pvj1 , pvj2 , pvj3

˘

›

›

›

L1
ď

ÿ

jPJ

ÿ

#J“j

›

›T
`

pvj1 , pvj2 , pvj3

˘
›

›

L1 ď
ÿ

JPJ 3

›

›T
`

pvj1 , pvj2 , pvj3

˘
›

›

L1

ď CT
ÿ

JPJ 3

}pvj1}L1}pvj2}L1}pvj3}L1 ď CT }v}
3
W (3.32)

follow from (3.28) and the fact that the set of indices over which is summed in
ř

JPJ 3
includes more elements

than the index set of the sum
ř

jPJ

ř

#J“j
. Let u “ pu1, . . . , ujmaxq be another element in W ˆ . . . ˆW .

Similarly to the proof of Lemma 3.5.1 for the estimate (3.29), the trilinearity of T yields
ÿ

jPJ

ÿ

#J“j

›

›T
`

puj1 , puj2 , puj3

˘

´ T
`

pvj1 , pvj2 , pvj3

˘
›

›

L1

ď
ÿ

jPJ

ÿ

#J“j
CT

´

›

›

puj1 ´ pvj1

›

›

L1

›

›

puj2

›

›

L1

›

›

puj3

›

›

L1 `
›

›

puj2 ´ pvj2

›

›

L1

›

›

pvj1

›

›

L1

›

›

puj3

›

›

L1 `
›

›

puj3 ´ pvj3

›

›

L1

›

›

pvj1

›

›

L1

›

›

pvj2

›

›

L1

¯

ď CT

´

}v}2W ` }u}W }v}W ` }u}2W

¯

}u´ v}W (3.33)

with the same reasoning as in (3.32).
After these preparations, we show local well-posedness of (3.16). We remark that the polarization of the
initial data, cf. Assumption 3.2.1, is not required for the following result.
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Lemma 3.6.1 (Local well-posedness).

(i) If p PW , then there is a existence time t‹end ą 0 such that for every ε P p0, 1s the system (3.16) with
initial data (3.18) has a unique mild solution

u “ pu1, . . . , ujmaxq, uj P Cpr0, t‹end{εq,W q.

(ii) If p P W 1 and tend ă t‹end for some tend ą 0 independent of ε, then the mild solution on r0, tend{εs is
a classical solution u “ pu1, . . . , ujmaxq with

uj P C
1pr0, tend{εs,W q X Cpr0, tend{εs,W

1q.

(iii) If p PW 2 and tend ă t‹end, then

uj P C
2pr0, tend{εs,W q X C

1pr0, tend{εs,W
1q X Cpr0, tend{εs,W

2q.

We immediately conclude by continuity the existence of constants Cu,1 and Cu,2 such that

sup
tPr0,tend{εs

}ujptq}W 1 ď Cu,1, j P J` (3.34)

in case (ii), and

sup
tPr0,tend{εs

}ujptq}W 2 ď Cu,2, j P J` (3.35)

in case (iii). In both cases the constant Cu,i for i “ 1, 2, depends only on tend, CT and on }p}W i , but not
on ε.

Proof. The proof is based on classical arguments such as the varaition of constants formula and Banach’s
fixed point theorem, cf. [36, Chapter 6], but nevertheless we outline the main steps.

Step 1. First, we choose ε P p0, 1s fixed. We define the operator

A

¨

˚

˚

˝

v1
...

vjmax

˛

‹

‹

‚

“

¨

˚

˚

˝

A1v1
...

Ajmaxvjmax

˛

‹

‹

‚

, Aj “
i
ε
Lpjω, jκq `ApBq (3.36)

with domain DpAq “ W 1 ˆ . . . ˆW 1. This operator generates a strongly continuous group petAqtPR on
W ˆ . . .ˆW . Moreover, we note that for j P J` and every t P R the group operator etAj is an isometry,
because

›

›etAjvj
›

›

W
“
›

›F
`

etAjvj
˘›

›

L1 “

ż

Rd

ˇ

ˇeitLjpεkq{ε
pvjpkq

ˇ

ˇ

2 dk “
ż

Rd

ˇ

ˇ

pvjpkq
ˇ

ˇ

2 dk “ }vj}W

for all vj P W . Here, we use the fact that Ljpεkq is Hermitian and thus the matrix eitLjpεkq{ε is unitary.
With the operator Aj from (3.36) the system (3.16) can be reformulated as

Btuj `Ajuj “ ε
ÿ

#J“j
T puj1 , uj2 , uj3q for j P J`. (3.37)
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Step 2. We show existence in a closed ball via Banach’s fixed point theorem. We introduce for a
number τ ą 0 determined below the space

X “ Cpr0, τ{εs,W q ˆ . . .ˆ Cpr0, τ{εs,W q.

The corresponding norm is given by

}v}X “ sup
tPr0,τ{εs

}vptq}W “ sup
tPr0,τ{εs

ÿ

jPJ
}vjptq}W .

Now, we fix u0
j “ vjp0q PW and define the map

Φ: X ÝÑ X , Φpvq “ vnew “

¨

˚

˚

˝

vnew1
...

vnewjmax

˛

‹

‹

‚

,

where for t P r0, τ{εs

vnewj ptq “ e´tAju0
j ` ε

ÿ

#J“j

t
ż

0

epσ´tqAjT pvj1 , vj2 , vj3qpσq dσ.

By definition of the Wiener algebra, the isometry property of the group operator etAj and (3.23) we
obtain

}vnewj ptq}W ď }u0
j}W ` ε

ÿ

#J“j

t
ż

0

›

›T pvj1 , vj2 , vj3qpσq
›

›

W
dσ “ }u0

j}W ` ε
ÿ

#J“j

t
ż

0

›

›T ppvj1 , pvj2 , pvj3qpσq
›

›

L1 dσ.

With the estimate (3.32) it follows that

}Φpvq}X “ sup
tPr0,τ{εs

ÿ

jPJ
}vnewj ptq}W ď 2}p}W ` ε sup

tPr0,τ{εs

ÿ

jPJ

ÿ

#J“j

t
ż

0

›

›T ppvj1 , pvj2 , pvj3qpσq
›

›

L1 dσ

ď 2}p}W ` CT ε sup
tPr0,τ{εs

t
ż

0

}vpσq}3W dσ ď 2}p}W ` CT τ sup
σPr0,τ{εs

}vpσq}3W

“ 2}p}W ` CT τ}v}
3
X .

Now we choose a parameter ρ ą 0 and fix r “ 1` ρ. We define the closed ball with radius r as

Bprq “
 

v P X : }v}X ď r
(

.

Then, for every p PW with }p}W ď
ρ
2 we estimate with v P Bprq

}Φpvq}X ď ρ` CT τr
3.

Under the condition that τ ď 1{pCT r
3q we obtain

}Φpvq}X ď ρ` 1 “ r,
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which means that Φ maps the closed ball onto itself. Next, we show the contraction property of Φ for
any v, w P Bprq. It follows from (3.33) that

}Φpvq ´ Φpwq}X “ ε sup
tPr0,τ{εs

ÿ

jPJ

ÿ

#J“j

t
ż

0

›

›T pvj1 , vj2 , vj3qpσq ´ T pwj1 , wj2 , wj3qpσq
›

›

W
dσ

“ 3CT r
2ε sup

tPr0,τ{εs

t
ż

0

}vpσq ´ wpσq}W dσ ď 3CT r
2τ}v ´ w}X .

Under the condition that τ ď 1{p6CT r
2q we have that Φ is Lipschitz on the closed ball Bprq with a

Lipschitz constant smaller than or equal to 1
2 . In total, if we choose

τ “ min
 

1{pCT r
3q, 1{p6CT r

2q
(

, (3.38)

then Φ : Bprq Ñ Bprq is a contraction, and by Banach’s fixed point theorem, there is a unique fixed
point u P Bprq of Φ. We emphasize that by the choice (3.38) the number τ is independent of ε. By
construction, this fixed point u is a mild solution of the system (3.16) with initial data (3.18). In other
words, for fixed ε P p0, 1s and for t P r0, τ{εs we have

ujptq “ e´tAjpj ` ε
ÿ

#J“j

t
ż

0

epσ´tqAjT puj1 , uj2 , uj3qpσq dσ.

We remark that at this point the proof only gives a conditional uniqueness result among functions
belonging to a certain ball.

Step 3. In order to derive unconditional uniqueness we have to use the standard argument that we can
glue and shift solutions. Thus, we glue together each local solution for short time intervals to cover any
time interval which is not larger than the maximal existence time which we denote by τ`pεq{ε. We refer
to Theorem 1.4 and its proof in [36, Chapter 6] for more information. Therefore, the solution can be
extended to the maximal time interval r0, τ`pεq{εq, and we define

t‹end :“ inf
εPp0,1s

τ`pεq ě τ ą 0.

With this construction t‹end is uniformly bounded from below and, thus, independent of ε. This proves
part (i).

Next, we prove part (ii).

Step 4. We aim to apply [36, Chapter 6, Theorem 1.5]. For this purpose we have to show that the
nonlinearity T : W ˆW ˆW is continuously differentiable and locally Lipschitz continuous. First, we
note that for pw1, w2, w3q, ph1, h2, h3q PW ˆW ˆW the trilinearity leads to

´

T pw1 ` h1, w2 ` h2, w3 ` h3q ´ T pw1, w2, w3q
¯

´
`

T pw1, w2, h3q ` T pw1, h2, w3q ` T ph1, w2, w3q
˘

“ T pw1, h2, h3q ` T ph1, w2, h3q ` T ph1, h2, w3q ` T ph1, h2, h3q.

Furthermore, we have with h “ ph1, h2, h3q

}hi}
2
W ď }h1}

2
W ` }h2}

2
W ` }h3}

2
W “ }h}2WˆWˆW , i “ 1, 2, 3.
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Together with the fact that W is an algebra, we obtain
›

›T pw1, h2, h3q ` T ph1, w2, h3q ` T ph1, h2, w3q ` T ph1, h2, h3q
›

›

W

ď
›

›T pw1, h2, h3q
›

›

W
`
›

›T ph1, w2, h3q
›

›

W
`
›

›T ph1, h2, w3q
›

›

W
`
›

›T ph1, h2, h3q
›

›

W

ď CT
`

}w1}W }h2}W }h3}W ` }h1}W }w2}W }h3}W

` }h1}W }h2}W }w3}W ` }h1}W }h2}W }h3}W
˘

ď CT }h}
2
WˆWˆW

`

}w1}W ` }w2}W ` }w3}W ` }h}WˆWˆW
˘

“ Op}h}2WˆWˆW q.

Therefore, the Fréchet derivative is given by the linear map

ph1, h2, h3q ÞÑ T pw1, w2, h3q ` T pw1, h2, w3q ` T ph1, w2, w3q,

which is bounded because of (3.28) and

sup
}h}WˆWˆW“1

›

›T pw1, w2, h3q ` T pw1, h2, w3q ` T ph1, w2, w3q
›

›

W

ď }w1}W }w2}W ` }w1}W }w3}W ` }w2}W }w3}W ď C.

In summary the nonlinearity T : W ˆW ˆW is Fréchet differentiable on W ˆW ˆW and the continuity
of the Fréchet derivative in every pw1, w2, w3q P W ˆW ˆW is shown analogously. In addition, local
Lipschitz continuity of T follows by (3.33).
Next, if p P W 1, we then have by definition pu0

1, . . . , u
0
jmax

q “ pp, 0, . . . , 0q P DpAq. Now, all the re-
quirements are fulfilled to prove part (ii). With [36, Chapter 6, Theorem 1.5] it follows that for every
tend ă t‹end, where tend is independent of ε, the mild solution is in fact a classical solution on r0, tend{εs.
This proves part (ii).

Step 5. For the part (iii) of the lemma, we set u1 “ pu11, . . . , u
1
jmax

q with u1j “ Btuj and formally
differentiate both sides of (3.37) with respect to t. This yields

Btu
1
j `Aju1j “ ε

ÿ

#J“j

´

T pu1j1
, uj2 , uj3q ` T puj1 , u

1
j2
, uj3q ` T puj1 , uj2 , u

1
j3
q

¯

with initial data

u1jp0q “ ´Aju0
j ` ε

ÿ

#J“j
T pu0

j1
, u0
j2
, u0
j3
q. (3.39a)

Next, let u “ pu1, . . . , ujmaxq be the classical solution constructed in part (ii) of this lemma. Then, we
consider the linear problem

Btu
1
j `Aju1j “ εBjpt, u1q, (3.40a)

Bjpt, u1q “
ÿ

#J“j

´

T pu1j1
ptq, uj2ptq, uj3ptqq ` T puj1ptq, u

1
j2
ptq, uj3ptqq ` T puj1ptq, uj2ptq, u

1
j3
ptqq

¯

with initial data (3.39a). Since we know by part (ii) that uj P C1pr0, tend{εs,W q XCpr0, tend{εs,W
1q, the

mapping

pt, u1q ÞÑ Bjpt, u1q, Bj : r0, tend{εs ˆ pW ˆ . . .ˆW q ÑW
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is continuously differentiable and locally Lipschitz continuous. This follows again by (3.28). If p P W 2,
then pu11p0q, . . . , u1jmax

p0qq P DpAq due to (3.28). With the same justification as in part (ii) of the proof,
the mild solution u1 “ Btu of (3.40a) with initial data (3.39a) is in fact a classical solution according to
[36, Chapter 6, Theorem 1.5]. Thus, part (iii) is shown.

We conclude this section with a brief remark on the local well-posedness of (1.4) in the Wiener al-
gebra on long time intervals r0, tend{εs for some tend ą 0 independent of ε. By adapting the proof of
Lemma 3.6.1 we are also able to show local well-posedness of the original problem (1.4) in the Wiener
algebra. The reason is that the operator ApBq ` 1

εE has the same group properties as the operator A
defined in the proof of Lemma 3.6.1. By definition of the Wiener algebra and the isometry property
of the group operator exp

`

t
“

ApBq ` 1
εE

‰˘

we can prove local well-posedness of (1.4) via Banach’s fixed
point argument.

3.7 Transformation to smoother variables

In order to analyze the accuracy of the approximation (3.15), the estimates (3.34) and (3.35) have to be
refined. In Section 4.4.1 with jmax “ 3 we will show that if the system (3.16) is considered with initial
data (3.18), then for example the function u3 stays small on long time intervals, i.e.

sup
tPr0,tend{εs

}u3ptq}W 1 ď Cε2.

A similar refined estimate of order Opεq will be shown for a certain “part” of u1 to be specified later in
(4.10).
We first demonstrate that standard proof techniques do not help us to show this improved estimation.
For a better explanation, we illustrate the problems that occur with an example, and consider (3.24) with
jmax “ 3. In the following all calculations are formal. Applying Duhamels formula to (3.24) with j “ 3
yields

pu3pt, kq “ exp
ˆ

´
it
ε
L3pεkq

˙

pu3p0, kq ` ε
ÿ

#J“3

t
ż

0

exp
ˆ

ipσ ´ tq
ε
L3pεkq

˙

T ppuj1 , puj2 , puj3qpσq dσ

“ ε

t
ż

0

exp
ˆ

ipσ ´ tq
ε
L3pεkq

˙

T ppu1, pu1, pu1qpσq dσ ` other terms,

since pu3p0, kq “ 0. However, T ppu1, pu1, pu1qpσq is formally Op1q and the factor ε in front of the integral
counterbalances the long time interval t P r0, tend{εs. Therefore, this integral term is Op1q. However, we
aim to show suptPr0,tend{εs }pu3ptq}L1 ď Cε2. In order to gain one factor of ε from the oscillatory behavior
of the integrand, we want to apply integration by parts, which leads to two problems. First, we have to
ensure that Λ3pεkq and thus L3pεkq is invertible for every k P Rd. However, this statement is not valid
for general k P Rd. As an illustrative example, consider the eigenvalues of the matrix L3pθq, cf. (3.22),
for θ P R in the one-dimensional case of the Klein-Gordon system (1.3) in Figure 3.2. First, we observe
that the eigenvalue λ32 is bounded away from zero for all θ P R. The eigenvalue λ31, however, has two
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intersections with the x-axis. Hence, the matrix L3pθq is not invertible for all θ P R. We only know that
L3pθq is invertible for θ “ εk “ 0 because of Assumption 3.2.6 and L3p0q “ Lp3ω, 3κq.

´10 ´8 ´6 ´4 ´2 0 2

´10

´5

0

θ

λ31pθq

λ32pθq

Figure 3.2: Eigenvalues λ3mpθq of the matrix L3pθq of the one-dimensional Klein-Gordon system with
υ “ 0.7, κ “ 1.2 and ω “ maxtω1pκq, ω2pκqu, where ωm is the m-th eigenvalue of Lp0, κq.

In the resulting term, after integration by parts the next problem occurs. Under the assumption that
L3pεkq is invertible for every k P Rd, we obtain

ε

t
ż

0

exp
ˆ

ipσ ´ tq
ε
L3pεkq

˙

T ppu1, pu1, pu1qpσq dσ

“ ε2 piL3pεkqq
´1

„

exp
ˆ

ipσ ´ tq
ε
L3pεkq

˙

T ppu1, pu1, pu1qpσq

t

σ“0

´ ε2 piL3pεkqq
´1

t
ż

0

exp
ˆ

ipσ ´ tq
ε
L3pεkq

˙

BtT ppu1, pu1, pu1qpσq dσ.

The first term is formally Opε2q, however, the integral term is again only Op1q, since BtT ppu1, pu1, pu1qpσq,
cf. (3.24) with j “ 1, and the length of the time interval are both Opε´1q. Thus, with this approach, the
improved estimation cannot be shown.
In order to formulate and prove these refined estimates, it is very useful to consider a transformation of
puj which we introduce in the following. This transformation remedies the problems encountered when
using standard proof techniques.

For j P J` and every θ P Rd the Hermitian matrix Ljpθq “ Lpjω, jκ ` θq defined in (3.22) has an
eigendecomposition

Ljpθq “ ΨjpθqΛjpθqΨ˚j pθq (3.41)

with a unitary matrix Ψjpθq P Csˆs and a real diagonal matrix Λjpθq P Rsˆs containing the eigenvalues
of Ljpθq.
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We have the following relation of the unitary matrix Ψjpθq and the diagonal matrix Λjpθq for positive
and negative numbers j. It follows from (3.27) that

Ψ´jpθq “ ´Ψjp´θq

and Λ´jpθq “ ´Λjp´θq “ ´Λjp´θq, (3.42)

since Λjpθq is real for every θ P Rd. Throughout this section we denote by ψjmpθq P Cs the m-th column
of Ψjpθq, and by λjmpθq P R the m-th eigenvalue. Thus, for m, ` “ 1, . . . , s the relations

Ljpθqψjmpθq “ λjmpθqψjmpθq, ψjmpθq ¨ ψj`pθq “

$

&

%

1 if m “ `,

0 else
(3.43)

hold.
We know that the eigenvalues of Lpα, βq are the eigenvalues of Lp0, βq shifted by ´α. Thus, the general
form of the eigenvalues λjmpθq is given by

λjmpθq “ ´jω ` ωmpjκ` θq, (3.44)

where ωmpβq is the m-th eigenvalue of Lp0, βq with β P Rdzt0u. Furthermore, (3.42) implies

λ´jmpθq “ ´λjmp´θq “ jω ´ ωmpjκ´ θq.

By Remark 3.2.5 the eigenvalues have the smoothness specified in Assumption 3.2.2. We know that for
the Klein-Gordon system the matrix L1p0q “ Lpω, κq has a one-dimensional kernel since the eigenvalues,
which are not constantly equal to zero, have algebraic multiplicity one. For the Maxwell-Lorentz system
the matrix L1p0q can have a one-dimensional or a two-dimensional kernel depending on the choice of ω.
Hence, we introduce the parameter m‹ P t1, 2u such that L1p0q has an m‹-dimensional kernel. Then,
the enumeration of the eigenvalues is chosen in such a way that λ11p0q “ λ1m‹p0q “ 0. It follows
that the kernel of L1p0q is spanned by ψ11p0q and ψ1m‹p0q. This fact is important in the context of
Assumption 3.2.1 as we will see below when we consider the initial data. Furthermore, the evaluation of
the eigenvalues at θ “ 0 plays an important role later on.
Next, we define for every j P J`, ε ą 0, t ě 0 and k P Rd the matrix

Sj,εpt, kq “ exp
` it
εΛjpεkq

˘

Ψ˚j pεkq “ Ψ˚j pεkq exp
` it
εLjpεkq

˘

P Csˆs. (3.45)

For the last equality we use the relation

exp
` it
εLjpεkq

˘

“ Ψjpεkq exp
` it
εΛjpεkq

˘

Ψ˚j pεkq,

which we obtain with the diagonalization (3.41).
The new variables zj : Rˆ Rd Ñ Cs are obtained by the transformation

zjpt, kq “ Sj,εpt, kqpujpt, kq, j P J`, (3.46)

where pu1pt, kq, . . . , pujmaxpt, kq is the solution of (3.24). The matrix (3.45) is unitary for every j P J`,
ε ą 0, t ě 0 and k P Rd because by definition

S˚j,εpt, kqSj,εpt, kq “ Ψjpεkq exp
`

´ it
ε2 Λjpεkq

˘

exp
` it
ε2 Λjpεkq

˘

Ψ˚j pεkq

“ ΨjpεkqΨ˚j pεkq “ I “ Sj,εpt, kqS
˚
j,εpt, kq.
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Thus, the transformation (3.46) is unitary, and we have

|pujpt, kq|2 “ |zjpt, kq|2, which implies by definition (3.19) }pujptq}L1 “ }zjptq}L1 . (3.47)

Furthermore, for negative indices we set

S´j,εpt, kq :“ Sj,εpt,´kq, z´jpt, kq :“ zjpt,´kq,

which is in accordance with the convention pu´jpt, kq “ pujpt,´kq.
We note that the linear part of the system (3.24) could be solved exactly in Fourier space. Therefore,

the introduced transformation (3.46) can be interpreted as a transformation with the solution of this
linear part. The advantage of this transformation is shown by deriving the equations of motion for the
new variables.
We obtain for the time derivative of the matrix (3.45) for fixed k P Rd and j P J`

BtSj,εpt, kq “
i
εΛjpεkqSj,εpt, kq “ i

εSj,εpt, kqLjpεkq.

For the last equality we use the relation

i
εΛjpεkqSj,εpt, kq “ Ψ˚j pεkqΨjpεkqΛjpεkqΨ˚j pεkq exp

` it
εLjpεkq

˘

“ Ψ˚j pεkqLjpεkq exp
` it
εLjpεkq

˘

“ Sj,εpt, kqLjpεkq,

which we obtain with (3.45) and because Λjpεkq commutes with exp
` it
εΛjpεkq

˘

. Hence, taking the time
derivative of (3.46) and substituting (3.24) yields

Btzjpt, kq “ pBtSj,εpt, kqq pujpt, kq ` Sj,εpt, kqBtpujpt, kq

“ i
εSj,εpt, kqLjpεkqpujpt, kq ´

i
εSj,εpt, kqLjpεkqpujpt, kq ` εSj,εpt, kq

ÿ

#J“j
T
`

puj1 , puj2 , puj3

˘

pt, kq

“ εSj,εpt, kq
ÿ

#J“j
T
`

puj1 , puj2 , puj3

˘

pt, kq.

To obtain a more compact notation, we write

Btzjptq “ ε
ÿ

#J“j
Fεpt, pu, Jq (3.48)

with pu “ ppu1, . . . , pujmaxq and

Fεpt, pu, Jq “ Sj,εptqT
`

puj1 , puj2 , puj3

˘

ptq, j “ #J. (3.49)

Comparing (3.24) with (3.48) shows that the dominating linear term

i
ε
Ljpεkqpujpt, kq

in (3.24) is cancelled by the transformation. If we had no nonlinearity, which means T p¨, ¨, ¨q “ 0, it
would follow from (3.48) and (3.49) that Btzjptq “ 0. Hence, the coefficient function zjptq “ zjp0q would
be constant in time. Therefore, in the linear case the exact solution of (3.24) is then simply

pujpt, kq “ S˚j,εpt, kqSj,εp0, kqpujp0, kq “ S˚j,εpt, kqzjp0, kq.
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This is a favourable property which does not cure the oscillatory behaviour completely in the general
(nonlinear) case. The right-hand side of the evolution equation (3.48) of zj is formally Opεq, whereas the
right-hand side of (3.24) is Op1{εq. Hence, the entries of zj oscillate with a much smaller amplitude than
the entries of puj . This observation is our main motivation for considering transformed variables in the
proofs of our main results.
A closed system of evolution equations for zj with j P J` can be obtained by expressing the right-hand
side of (3.49) by zj via the inverse transformation

pujpt, kq “ S˚j,εpt, kqzjpt, kq. (3.50)

In order to do this, the nonlinearity T
`

puj1 , puj2 , puj3

˘

has to be expressed in terms of the new variables.
This leads to

Btzjptq “ ε
ÿ

#J“j
Sj,εptqT

`

S˚j1,εzj1 , S
˚
j2,εzj2 , S

˚
j3,εzj3

˘

ptq.

In order to gain insight into the interaction between the linear propagator Sj,εptq and the nonlinearity,
we have to consider single entries of the vectors puj “

`

pujm
˘s

m“1 and zj “
`

zjm
˘s

m“1, respectively. The
transformation (3.50) is equivalent to

pujpt, kq “ S˚j,εpt, kqzjpt, kq “ Ψjpεkq exp
`

´ it
εΛjpεkq

˘

zjpt, kq

“

s
ÿ

m“1
exp

`

´ it
ε λjmpεkq

˘

zjmpt, kqψjmpεkq, (3.51)

where λjmpεkq P R, zjmpt, kq P C and ψjmpεkq P Cs. Together with (3.23) and the trilinearity we obtain

T ppuj1 , puj2 , puj3qpt, kq “ p2πq´d
ż

#K“k

T ppupt, kp1qq, pupt, kp2qq, pupt, kp3qqq dK

“ p2πq´d
ÿ

M

ż

#K“k

exp
´

´ i
ε tλJM pεKq

¯

ZJM pt,KqT pψJM pεKqq dK

with summation over all M “ pm1,m2,m3q P t1, . . . , su3 and the notation

K “
`

kp1q, kp2q, kp3q
˘

P Rd ˆ Rd ˆ Rd

λJM pεKq “ λj1m1

`

εkp1q
˘

` λj2m2

`

εkp2q
˘

` λj3m3

`

εkp3q
˘

“

3
ÿ

i“1
λjimi

`

εkpiq
˘

P R

ZJM pt,Kq “ zj1m1

`

t, kp1q
˘

zj2m2

`

t, kp2q
˘

zj3m3

`

t, kp3q
˘

“

3
ź

i“1
zjimi

`

t, kpiq
˘

P C (3.52)

T pψJM pεKqq “ T
´

ψj1m1

`

εkp1q
˘

, ψj2m2

`

εkp2q
˘

, ψj3m3

`

εkp3q
˘

¯

P Cs.

This yields the system of non-autonomous evolution equations

Btzjptq “ ε
ÿ

#J“j
Fεpt, z, Jq, (3.53)

where Fε and its m-th entry are given by

Fεpt, z, Jq “
´

Fε,mpt, z, Jq
¯s

m“1
,

Fε,mpt, z, Jqpkq “
ÿ

M

ż

#K“k

exp
´

it
ε rλjmpεkq ´ λJM pεKqs

¯

ZJM pt,Kq
ψ˚jmpεkqT

`

ψJM pεKq
˘

p2πqd dK. (3.54)
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Since these are rather complicated formulas, we will avoid these whenever possible, for example in the
following lemma, which is helpful for the analysis in Chapter 4.

Lemma 3.7.1. If pv “ ppv1, . . . , pvjmaxq with pvj P L
1 and pv´jpkq “ pvjp´kq for j P J`, then for every

J “ pj1, j2, j3q P J 3 the inequality

›

›Fεpt, pv, Jq
›

›

L1 ď CT

3
ź

i“1
}Sji,εptqpvji}L1 ,

holds for all t ě 0.

Proof. The definition (3.49), the inequality (3.28) of Lemma 3.5.1 and the fact that Sj,εptq is unitary for
all t ě 0 imply that

›

›Fεpt, pv, Jq
›

›

L1 ď }T ppvj1 , pvj2 , pvj3q}L1 ď CT }pvj1}L1}pvj2}L1}pvj3}L1 .

Finally, the assertion follows from }pvji}L1 “ }Sji,εptqpvji}L1 .

For the rest of the chapter, we consider three issues related to the transformation. Furthermore, they
serve as preparation for the next chapter.

Resonances. For the analysis the crucial term in (3.54) is

exp
˜

it
ε

«

λjmpεkq ´
3
ÿ

i“1
λjimipεk

piqq

ff¸

“ exp
´

it
ε rλjmpεkq ´ λJM pεKqs

¯

. (3.55)

depending on interaction of the eigenvalues. The eigenvalue λjmpεkq comes from the transformation
(3.46), whereas the eigenvalues λjimipεkpiqq come from the inverse transformation (3.50). The term
(3.55) leads to two problems, namely oscillations and resonances. To see the impact of the two effects,
we consider the highly oscillatory integral

ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ, (3.56)

for fixed k, K, m, M , j and J , where

∆λjmJM pε, k,Kq “ λjmpεkq ´
3
ÿ

i“1
λjimipεk

piqq. (3.57)

The integral (3.56) can be calculated explicitly. We distinguish two cases, where we obtain for t P r0, tend{εs

ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ “

$

&

%

şt

0 1 dσ “ t, if ∆λjmJM pε, k,Kq “ 0,
ε
i p∆λjmJM pε, k,Kqq

´1
”

e
it
ε ∆λjmJM pε,k,Kq ´ 1

ı

, else.

(3.58)

The difference ∆λjmJM pε, k,Kq{ε plays a key role in the analysis. If this term is large, then the inte-
grand of (3.56) will be highly oscillatory. In this case, the interaction between the eigenvalues λjmpεkq,
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λj1m1pεk
p1qq, λj2m2pεk

p2qq and λj3m3pεk
p3qq is non-resonant. The value of the integral will be rather

small. For example if ∆λjmJM pε, k,Kq “ Op1q, we obtain with (3.58)
ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ “ Opεq for t P r0, tend{εs.

However, if
ˇ

ˇ∆λjmJM pε, k,Kq{ε
ˇ

ˇ is equal or close to zero, the value of the integral will be large. The
case that ∆λjmJM pε, k,Kq{ε is small means in our case that |∆λjmJM pε, k,Kq| ! ε and, hence, the
term ε p∆λq´1 in (3.58) is large. For the special case ∆λjmJM pε, k,Kq “ 0 the integral (3.58) grows
with t, and thus for t P r0, tend{εs the value is Opε´1q in the worst case. In this case, there are resonant
interactions of the eigenvalues. It needs some effort to control these resonant interactions. An important
tool for controlling this resonant interactions is to impose that these interactions are fairly rare by means
of non-resonance conditions. However, in general those non-resonance conditions are not fulfilled for
every k, kpiq P Rd and every combination j P J , m P t1, . . . , su, J P J 3 and M P t1, . . . , su3. These
conditions mainly depend on the structure of the eigenvalues and this in turn depends on the data of
the underlying problem. Therefore, our idea is to use non-resonance conditions which are fulfilled for
a special value θ “ εk P Rd to control the whole difference ∆λjmJM pε, k,Kq, or parts of it, for fixed
k, kpiq P Rd. We illustrate this idea with an example. It turns out that for the problem settings we
consider the choice θ “ 0 is beneficial. One reason is that for θ “ 0 all eigenvalues, except λ11p0q and
λ1m‹p0q, are not equal to zero. Consequently, the inverses of all these nonzero eigenvalues exist and we
also know that Λjp0q is invertible for all j ą 1 because of Assumption 3.2.6. With the abbreviation
∆λjmJM p0q “ ∆λjmJM

`

ε, 0, p0, 0, 0q
˘

we assume that there exists a constant cres ą 0 such that

|∆λjmJM p0q| “ |λjmp0q ´ λj1m1p0q ´ λj2m2p0q ´ λj3m3p0q| ě cres

for fixed j P J , m P t1, . . . , su, J P J 3 and M P t1, . . . , su3. Then, we rewrite (3.56) as
ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ “

ż t

0
e

iσ
ε ∆λjmJM p0qe

iσ
ε p∆λjmJM pε,k,Kq´∆λjmJM p0qq dσ

and use integration by parts. This yields
ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ “ ε pi∆λjmJM p0qq´1

”

e
iσ
ε ∆λjmJM pε,k,Kq

ıt

σ“0

´ p∆λjmJM p0qq´1
p∆λjmJM pε, k,Kq ´∆λjmJM p0qq

ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ

and for the absolute value we conclude
ˇ

ˇ

ˇ

ˇ

ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ

ˇ

ˇ

ˇ

ˇ

ď 2εc´1
res ` tc

´1
res |∆λjmJM pε, k,Kq ´∆λjmJM p0q| .

At first glance, this does not look like an improvement, since the second term still grows with t. However,
if we are able to gain an additional factor ε by the difference |∆λjmJM pε, k,Kq ´∆λjmJM p0q|, we achieve
Op1q instead of Opε´1q on long time intervals.
In order to be able to handle the difference |∆λjmJM pε, k,Kq ´∆λjmJM p0q| appropriately later, we make
an additional assumption.

Assumption 3.7.2. The map β ÞÑ ωmpβq, where ωmpβq is an eigenvalue of Lp0, βq, is globally Lipschitz
continuous, i.e. there is a constant C such that

|ωmprβq ´ ωmpβq| ď C|rβ ´ β|1 for all rβ, β P Rd. (3.59)
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Remark 3.7.3. Because of the special form of the eigenvalues λjmpθq given in (3.44), Assumption 3.7.2
implies (3.59) also for every λjmpθq with j P J`, m P t1, . . . , su and θ P Rd.

Hence, with the triangle inequality applied on the difference |∆λjmJM pε, k,Kq ´∆λjmJM p0q| and by
the Lipschitz continuity of every single eigenvalue, we obtain

ˇ

ˇ

ˇ

ˇ

ż t

0
e

iσ
ε ∆λjmJM pε,k,Kq dσ

ˇ

ˇ

ˇ

ˇ

ď 2εc´1
res ` tc

´1
res |∆λjmJM pε, k,Kq ´∆λjmJM p0q|

ď 2εc´1
res ` εtc

´1
resC

«

|k|1 `
3
ÿ

i“1
|kpiq|1

ff

.

Unfortunately, k and kpiq for i “ 1, 2, 3 are not elements of a compact set later, but this problem is
compensated by the fact that we consider integrals of the form (3.56) where the integrand is additionally
multiplied by a function that decays faster than k and kpiq grow.

After deriving the equations of motion for the new variables zj and highlighting the challenge of
resonances, we now turn to the initial data for the new variables.

Initial data. The initial data for zj with j P J` are obtained from (3.25) and (3.46). More precisely,
the relation

zjp0, kq “ Sj,εp0, kqpujp0, kq “

$

&

%

Ψ˚1 pεkqpppkq if j “ 1,

0 if j ą 1
(3.60)

is valid. Since we know that ker
`

Lpω, κq
˘

“ ker
`

L1p0q
˘

“ spantψ11p0q, ψ1m‹p0qu and the initial data pppkq

can be written as a linear combination of the vectors ψ11p0q and ψ1m‹p0q, it follows from Assumption 3.2.1
that ψ˚1mp0qpppkq “ 0 for all k and all m P tm‹ ` 1, . . . , su. Hence, the result follows by the orthogonality
of the vectors ψ1mp0q. However, this relation is in general not true for ψ˚1mpεkqpppkq. Indeed another
helpful result can be proven. It has been shown in [11, proof of Lemma 3] under Assumption 3.7.2 that
for initial data p PW 1 the estimate

}ψ1mpε¨qψ
˚
1mpε¨qpp}L1 ď Cε}∇p}W (3.61)

holds for every m P tm‹`1, . . . , su. Since the proof in [11, proof of Lemma 3] is very concise, we elaborate
it at this point.

Proof of (3.61): We know by Assumption 3.2.2 and the following remark that L1pθq has the same
eigenvectors as Lp0, κ` θq. Therefore, we also have the smoothness specified in Assumption 3.2.2. This
means that the eigenvectors have the properties

• |ψ1mpθq|2 “ 1 for all θ P Rd and all m,

• and ψ1m P C
8pRdzt´κu,Cnq, since in this case β :“ κ` θ “ 0 if θ “ ´κ.

In particular, we know that ψ1m is C8 on the ball with center 0 and radius |κ|1
2 which will be helpful

later.
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The first step is to rewrite for m P tm‹ ` 1, . . . , su

ψ1mpεkqψ
˚
1mpεkqpppkq “ ψ1mpεkq rψ

˚
1mpεkq ´ ψ

˚
1mp0qs pppkq ` ψ1mpεkqψ

˚
1mp0qpppkq

“ ψ1mpεkq rψ
˚
1mpεkq ´ ψ

˚
1mp0qs pppkq,

since according to Assumption 3.2.1 we have ψ˚1mp0qpppkq “ 0 for all k and all m P tm‹ ` 1, . . . , su.
In general the derivatives of ψ1m are not bounded near the vector ´κ, since ψ1m P C8pRdzt´κu,Cnq,
and therefore, the term ψ˚1mpεkq ´ ψ˚1mp0q cannot be treated directly by means of a Taylor expansion.
Hence, we decompose the difference as

ψ1mpεkq rψ
˚
1mpεkq ´ ψ

˚
1mp0qs “ ψ1mpεkq rψ

˚
1mpεkq ´ ψ

˚
1mp0qsχtε|k|1ď |κ|12 u

` ψ1mpεkq rψ
˚
1mpεkq ´ ψ

˚
1mp0qsχtε|k|1ą |κ|12 u

,

where χ is the characteristic function.
Let Bp0, |κ|12ε q Ă Rd be the closed ball with center 0 and radius |κ|12ε . Thus, we divide

}ψ1mpε¨qψ
˚
1mpε¨qpp}L1 “

ż

Rd
|ψ1mpεkq rψ

˚
1mpεkq ´ ψ

˚
1mp0qs pppkq|2 dk

“

ż

Bp0, |κ|12ε q

|ψ1mpεkq rψ
˚
1mpεkq ´ ψ

˚
1mp0qs pppkq|2 dk

`

ż

RdzBp0, |κ|12ε q

|ψ1mpεkq rψ
˚
1mpεkq ´ ψ

˚
1mp0qs pppkq|2 dk.

For the first term we are now in the position to use Taylor expansion, since ψ1m is C8 on the ball with
the origin as the center and radius |κ|12ε . Therefore, we obtain

ż

Bp0, |κ|12ε q

ˇ

ˇψ1mpεkq rψ
˚
1mpεkq ´ ψ

˚
1`p0qs pppkq

ˇ

ˇ

2 dk ď Cε

ż

B0p
|κ|1
2ε q

|k|1
ˇ

ˇ

pppkq
ˇ

ˇ

2 dk ď Cε}x∇p}L1 .

For the second term we use the relation that for all k P RdzBp0, |κ|12ε q we have ε|k|1 ě |κ|1
2 , which can be

written as 1 ď 2ε|k|1
|κ|1

. Hence, with ψ˚1mp0qpppkq “ 0 it follows that
ż

RdzBp0, |κ|12ε q

ˇ

ˇψ1mpεkq rψ
˚
1mpεkq ´ ψ

˚
1mp0qs pppkq

ˇ

ˇ

2 dk “
ż

RdzBp0, |κ|12ε q

ˇ

ˇψ1mpεkqψ
˚
1mpεkq

ˇ

ˇ

2

ˇ

ˇ

pppkq
ˇ

ˇ

2 dk

“

ż

RdzBp0, |κ|12ε q

ˇ

ˇ

pppkq
ˇ

ˇ

2 dk

ď
2ε
|κ|1

ż

RdzBp0, |κ|12ε q

|k|1
ˇ

ˇ

pppkq
ˇ

ˇ

2 dk ď Cε}x∇p}L1 ,

since |ψ1mpθq|2 “ 1 for all θ P Rd. This yields (3.61).

This estimate (3.61) has an impact on the initial data of the new variable. With (3.51) we obtain

z1mp0, kq “ ψ˚1mpεkqpu1p0, kq “ ψ˚1mpεkqpppkq.

Expressed with the new variable z1, since |ψ1mpεkq|2 “ 1 the estimate (3.61) and the definition of the
Wiener algebra lead to

}z1mp0q}L1 ď Cε}∇p}W for all m P tm‹ ` 1, . . . , su. (3.62)
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Consequently, we have a refined bound for certain parts of the initial data z1p0q. In Chapter 4 we will show
that a similar refined estimate of Opεq holds for z1mptq, m P tm‹ ` 1, . . . , su, for all times t P r0, tend{εs,
where in order to prove this estimate we need (3.62).

In view of Assumption 3.2.1 and its previously shown consequence (3.62) it is helpful to define the
following projections.

Projections. The special role of the first entry of z1 for m‹ “ 1 or the first two entries for m‹ “ 2 can
be expressed with a slight abuse of notation for m‹ “ 1 by means of the projection

P : Cs Ñ Cs, pw1, . . . , wsq
J ÞÑ pw1, wm‹ , 0, . . . , 0qJ. (3.63)

Furthermore, we define the projection PK “ pI ´ P q which sets the first m‹ entries of a vector to zero.
Then, Assumption 3.2.1 implies that }PKz1p0q}L1 “ Opεq, because

}PKz1p0q}L1 “

ż

Rd

|PKz1p0, kq|2 dk ď
ż

Rd

|PKz1p0, kq|1 dk “
s
ÿ

m“m‹`1

ż

Rd

|z1mp0, kq| dk

“

s
ÿ

m“m‹`1
}z1mp0q}L1 ď Cps´m‹qε}x∇p}L1 ď Cε}p}W 1 (3.64)

due to (3.62). We also define the projection

pw ÞÑ Pε pw, Pεpkq pwpkq “
m‹
ÿ

m“1
ψ1mpεkqψ

˚
1mpεkq pwpkq (3.65)

which projects a vector-valued function pw : Rd Ñ Cs pointwise into the first eigenspace of L1pεkq. In
addition we define PKε “ I ´ Pε with

PKε pkq pwpkq “
s
ÿ

m“m‹`1
ψ1mpεkqψ

˚
1mpεkq pwpkq. (3.66)

With these definitions it follows for the inverse transformation (3.50) with j “ 1 that

Pεpkqpu1pt, kq “ S˚1,εpt, kqPz1pt, kq. (3.67)

Relation (3.67) holds because with the representation (3.51) for j “ 1 and

Pεpkqψ1mpεkq “

$

&

%

ψ1mpεkq, for m P t1,m‹u,

0, else,

we have

Pεpkqpu1pt, kq “ Pεpkq
s
ÿ

m“1
exp

`

´ it
ε λ1mpεkq

˘

z1mpt, kqψ1mpεkq

“

m‹
ÿ

m“1
exp

`

´ it
ε λ1mpεkq

˘

z1mpt, kqψ1mpεkq “
s
ÿ

m“1
exp

`

´ it
ε λ1mpεkq

˘

y1mpt, kqψ1mpεkq

“ S˚1,εpt, kqPz1pt, kq,
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where

y1 “ pz11, z1m‹ , 0, . . . , 0q
J
.

We recall that S˚1,εpt, kq is unitary and thus, combining (3.47) with (3.67) and (3.63) yields

}Pεpkqpu1ptq}L1 “ }Pz1ptq}L1 ď }z1ptq}L1 “ }pu1ptq}L1 . (3.68)

Analogously we obtain

PKε pkqpu1pt, kq “ S˚1,εpt, kqP
Kz1pt, kq, (3.69)

because

PKε pkqpu1pt, kq “ PKε pkq
s
ÿ

m“1
exp

`

´ it
ε λ1mpεkq

˘

z1mpt, kqψ1mpεkq

“

s
ÿ

m“m‹`1
exp

`

´ it
ε λ1mpεkq

˘

z1mpt, kqψ1mpεkq “ S˚1,εpt, kqP
Kz1pt, kq.

The relation (3.69) is useful when we express the terms PKε pkqpu1pt, kq by PKz1pt, kq later in the analysis.
Since S˚1,εpt, kq is unitary we obtain the relation

}PKε pu1ptq}L1 “ }PKz1ptq}L1 . (3.70)

As mentioned previously, the refined bound (3.64) is needed in order to show a refined bound for PKz1ptq

for all t P r0, tend{εs. With relation (3.70) this refined bound also holds for PKε pu1ptq.

We end the section with a brief summary. The bottom line is that the introduced transformation is
the crucial point to show the higher accuracy of the SVEA in Chapter 4. It leads to the two important
components of the error analysis. The first component is that we need suitable non-resonance conditions
in order to apply integration by parts. In addition, it will be helpful to split the coefficient pu1ptq “

Pεpu1ptq ` PKε pu1ptq by means of the introduced projections (3.63) and (3.65). With (3.67) and (3.69) a
connection between the two terms of the splitting and the new variable is established. In summary, using
the definitions, assumptions, results, and formulas introduced in this chapter, the next step is to prove
the higher accuracy of the SVEA in the next chapter.
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CHAPTER 4

An improved error bound for the SVEA

In this chapter we present our first main results. We recall that for the SVEA the error bound (3.13)
was shown in [11, Theorem 1] under a number of assumptions. Adapted to our notation this means that
there is a t‹ P p0, tends independent of ε such that for all ε P p0, 1s

sup
tPr0,t‹{εs

}uptq ´ rup1qptq}L8pRdq ď Cε, (4.1)

where rup1q denotes the approximation (3.15) with jmax “ 1. In [4] we set jmax “ 3 and prove under certain
assumptions the refined bounds

sup
tPr0,t‹{εs

˜

}PKε pu1ptq}L1 `

d
ÿ

µ“1
}DµPKε pu1ptq}L1

¸

ď Cε, (4.2)

sup
tPr0,t‹{εs

}u3ptq}W 1 ď Cε, (4.3)

cf. [4, Proposition 3.2 and Proposition 3.6]. The definitions of the Fourier multiplicator Dµ and the
projection PKε are given at the end of Chapter 2 and in (3.66), respectively. Furthermore, we show in [4,
Theorem 4.2] the error bound

sup
tPr0,t‹{εs

}uptq ´ rup3qptq}L8pRdq ď Cε2. (4.4)

Now in this thesis, one of the main results is that the accuracy (4.1) of the SVEA can be improved by
one power with respect to ε. This is not only an improvement on the result from [11], but also on the
result from [4], because already with rup1q instead of rup3q an accuracy of O

`

ε2˘ is obtained. The chapter is
structured as follows. Following the main ideas in [4, Proposition 3.2 and Proposition 3.6], we prove refined
bounds for PKz1ptq and PKε pu1 in the L1-norm, as in (4.2). Roughly speaking, this part of the constructed
approximation rup1qptq is of Opεq on long time intervals of length Op1{εq. This statement is made precise
in Propositions 4.1.4 and 4.2.2. The main result is Theorem 4.3.4 which provides the improved error
bound for the approximation (3.15) with jmax “ 1. We recall that for jmax “ 1 we have J “ t˘1u and
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the sum of the right-hand side of (3.16) for j “ 1 is taken over the set tp1, 1,´1q, p1,´1, 1q, p´1, 1, 1qu,
cf. (3.17). Instead of the error bound (3.13), we are able to prove

sup
tPr0,t‹{εs

}uptq ´ rup1qptq}L8pRdq ď Cε2

under a number of assumptions. These assumptions are similar to the assumptions which are made in [11,
Theorem 1], however, we assume slightly higher regularity of the initial data and additional non-resonance
assumptions. The proof relies on the important results in Propositions 4.1.4 and 4.2.2. Section 4.3 is
mostly devoted to the proof of this theorem. A possible extension to higher accuracy is discussed in the
last section. Instead of the refined bound (4.3) and the error bound (4.4), we show in Subsection 4.4.1
for jmax “ 3 how to proceed to show an improved refined bound

sup
tPr0,t‹{εs

}u3ptq}W 1 ď Cε2

and under certain non-resonance conditions the improved estimate

sup
tPr0,t‹{εs

}uptq ´ rup3qptq}L8pRdq ď Cε3.

We illustrate the analytical results by numerical experiments at the end of Section 4.3 and 4.4.

4.1 Refined bound

We recall that we introduced in Section 3.7 a parameterm‹ P t1, 2u such that L1p0q has anm‹-dimensional
kernel. For the sake of simplicity we assume throughout the chapter that m‹ “ 1. However, all the results
and proofs also work for m‹ “ 2 at the cost of a more complicated notation. Thus, we state the following
assumption.

Assumption 4.1.1. The kernel of Lpω, κq is one-dimensional.

At the end of Chapter 3 we explained how to incorporate integration by parts in the error analysis. For
this purpose, let u1 P C

1pr0, tend{εs,W q X Cpr0, tend{εs,W
1q be a classical solution of (3.16) for jmax “ 1

with initial data (3.18) for some p PW 1.
We observe that for f P C1pr0, tend{εs,W q X Cpr0, tend{εs,W

1q and Λ invertible, we obtain
t
ż

0

exp
´

iσ
ε Λ

¯

fpσq dσ “ Λ´1 ε
i

”

exp
´

iσ
ε Λ

¯

fpσq
ıt

σ“0
´ Λ´1 ε

i

t
ż

0

exp
´

iσ
ε Λ

¯

Btfpσq dσ, (4.5)

such that with |Λ´1|2 ď C and t ď tend
ε

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε Λ

¯

fpσq dσ
ˇ

ˇ

ˇ

2
ď εC r|fptq|2 ` |fp0q|2s ` tendC sup

σPr0,tend{εs

|Btfpσq|2. (4.6)

In order to have a uniform bound in ε of the left-hand side of (4.6), we need that fptq and Btfptq are
uniformly bounded in ε for all t P r0, tend{εs.

As mentioned in Section 3.7, the ODE system (3.24) suggests that formally Btpu1ptq “ Op1{εq. The
following lemma shows, however, that BtPεpu1ptq can be bounded independently of ε on long time intervals,
which is later useful for the proof of Proposition 4.1.4, where we bound terms of the form (4.6). The
lemma corresponds to [11, Lemma 2].
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Lemma 4.1.2. Under the assumptions of Lemma 3.6.1 (ii) with jmax “ 1, Assumptions 3.7.2 and 4.1.1,
there is a constant C such that

sup
tPr0,tend{εs

}BtPεpu1ptq}L1 ď C.

C depends on the constant Cu,1 from (3.34) and thus also on tend, but not on ε.

Proof. The proof is based on the definition of the projection Pεpkq, the dispersion relation (3.4), and the
Lipschitz continuity of the eigenvalues, cf. Assumption 3.7.2. We observe that

i
ε
PεpkqL1pεkqpu1pt, kq “

i
ε
ψ11pεkqψ

˚
11pεkqL1pεkqpu1pt, kq “

i
ε
λ11pεkqPεpkqpu1pt, kq (4.7)

because of (3.65) and (3.43). By Assumption 3.7.2 the Lipschitz continuity of the eigenvalues and the
fact that λ11p0q “ 0 yield

|λ11pεkq| “ |λ11pεkq ´ λ11p0q| ď Cε|k|1. (4.8)

Hence, we obtain in the Euclidean norm
ˇ

ˇ

ˇ

i
ε
PεpkqL1pεkqpu1pt, kq

ˇ

ˇ

ˇ

2
“

1
ε
|λ11pεkq ´ λ11p0q|

ˇ

ˇPεpkqpu1pt, kq
ˇ

ˇ

2 ď C|k|1
ˇ

ˇPεpkqpu1pt, kq
ˇ

ˇ

2. (4.9)

Applying the projection Pεpkq to (3.24) with jmax “ 1 yields

PεpkqBtpu1pt, kq “ ´
i
ε
PεpkqL1pεkqpu1pt, kq ` ε

ÿ

#J“1
PεpkqT

`

puj1 , puj2 , puj3

˘

pt, kq.

Together with (4.9) and the inequality (3.28) of Lemma 3.5.1 this shows that PεBtpu1pt, kq “ BtPεpu1pt, kq

is uniformly bounded by

sup
tPr0,tend{εs

}BtPεpu1ptq}L1 ď Cu,1 ` εCT C
3
u,1.

Remark 4.1.3. Under the assumptions of Lemma 4.1.2 we have with (3.68) that

sup
tPr0,tend{εs

}Pεpu1ptq}L1 ď sup
tPr0,tend{εs

}pu1ptq}L1 ď C

uniformly in ε. Lemma 4.1.2 implies that formally the part Pεpu1ptq of the classical solution u1 is essen-
tially non-oscillatory on long time intervals of length Op1{εq. Furthermore, the refined bound (4.10) for
PKε pu1 means that pu1ptq “ Pεpu1ptq ` Opεq. We interpret this in the sense that the “main part” of the
solution of (3.24) with jmax “ 1 is Pεpu1ptq. This favourable property will be useful later as we split pu1ptq

into these two parts: the part Pεpu1ptq which is Op1q but non-oscillatory and the part PKε pu1ptq which is
oscillatory but Opεq.

The main goal in this section is to prove that under certain assumptions there is a t‹ P p0, tends

independent of ε such that for all ε P p0, 1s

sup
tPr0,t‹{εs

}PKε pu1ptq}L1 ď Cε, (4.10)
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uniformly in ε. With the relation (3.69) and since S˚1,εpt, kq is unitary, this bound is equivalent to

sup
tPr0,t‹{εs

}PKz1ptq}L1 ď Cε, (4.11)

for all ε P p0, 1s.
In order to prove (4.11) we define the scaled norm

9y9ε “ 2}Py1}L1 `
2
ε
}PKy1}L1 (4.12)

for all y “ py1, . . . , yjmaxq with yj P L1pRd,Cnq. As before, we set y´1 “ y1. The factor 2 is introduced
to take into account the terms with negative indices which appear due to the nonlinearity. By definition
of the L1-norm and the projection (3.63) we estimate

}y1}L1 ď }Py1}L1 ` }PKy1}L1 ď }Py1}L1 ` ε´1}PKy1}L1 ď 9y9ε, (4.13)

which holds for all ε P p0, 1s. This estimate will be used frequently. In summary the goal in the following
Proposition 4.1.4 is to prove that there is a constant C independent of ε such that

sup
tPr0,t‹{εs

9zptq9ε ď C,

for all ε P p0, 1s. This estimate implies the refined bound (4.11) and hence also (4.10).

Proposition 4.1.4. Let u1 be the classical solution of (3.16) with jmax “ 1 and initial data (3.18) for
some p P W 1. Let z1 be the transformed variable defined in (3.46). For every sufficiently large r ą 0
there is a t‹ P p0, tends such that under the Assumptions 3.2.1, 4.1.1, 3.2.2, 3.7.2

sup
tPr0,t‹{εs

9zptq9ε ď r for all ε P p0, 1s.

The constant t‹ depends on tend, r, Cu,1, CT , on the inverse of the nonzero eigenvalues of Λ1p0q, and on
the Lipschitz constant in Assumption 3.7.2, but not on ε.

“Sufficiently large” means that r must be larger than the constant C‚ which occurs in the proof. This
condition is required to ensure that t‹ defined in (4.21) is positive.

Proof. The proof of Proposition 4.1.4 is subdivided into two steps. In the first step we show the general
procedure to prove this proposition and in the second step we show that the estimates used in Step 1 are
actually fulfilled.

Step 1. Integrating the system of PDEs (3.48) with j “ 1 from 0 to t and applying the scaled norm
(4.12) leads to

9zptq9ε ď 9zp0q 9ε ` 9
t
ż

0

Btzpσq dσ9ε

ď 9zp0q 9ε `2
ÿ

#J“1

¨

˝ε
›

›

›

t
ż

0

PFεpσ, pu, Jq dσ
›

›

›

L1
`

›

›

›

t
ż

0

PKFεpσ, pu, Jq dσ
›

›

›

L1

˛

‚ (4.14)
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with Fε defined in (3.49) and P defined in (3.63). The first term of (4.14) is given by (4.12) as

9zp0q9ε “ 2}Pz1p0q}L1 `
2
ε
}PKz1p0q}L1 .

With (3.60) this term is uniformly bounded by

9zp0q9ε ď C
`

}p}W 1
˘

, (4.15)

because of }PKz1p0q}L1 ď Cε}p}W 1 due to the estimate (3.64). Next, we define

aptq :“ }Pz1ptq}L1 ` ε´1}PKz1ptq}L1 . (4.16)

According to (4.12) it follows that

2aptq “ 9zptq 9ε . (4.17)

The goal is to prove that there are constants C‹ and pC such that

ε
›

›

›

t
ż

0

PFεpσ, pu, Jq dσ
›

›

›

L1
`

›

›

›

t
ż

0

PKFεpσ, pu, Jq dσ
›

›

›

L1
ď C‹ ` pCε

t
ż

0

a3pσq dσ (4.18)

holds for all t P r0, tend{εs and for every J “ pj1, j2, j3q P J 3 with #J “ 1. If the estimate (4.18) is true,
then substituting into the initial estimate (4.14) yields

9zptq9ε ď C‚ ` 2 pCε
ÿ

#J“1

t
ż

0

a3pσq dσ ď C‚ ` pCε

t
ż

0

ˆ

2apσq
˙3

dσ “ C‚ ` pCε

t
ż

0

9zpσq 93
ε dσ.

For the last equality we use (4.17). The constant C‚ depends on }p}W 1 from the estimate (4.15), a
constant C‹, which is determined below, and the (finite) number of multi-indices J P J 3 with #J “ 1
which are in this case p1, 1,´1q, p1,´1, 1q and p´1, 1, 1q. Next, we set

ρεptq :“ sup
σPr0,ts

9zpσq9ε “ 2 sup
σPr0,ts

apσq,

which is a monotonically increasing function in t. Furthermore, we obtain

ρεptq ď C‚ ` pCε

t
ż

0

9zpσq 93
ε dσ ď C‚ ` pCεtρ3

εptq. (4.19)

We set r ą C‚. If we now choose t‹ in such a way that

C‚ ` pCt‹ρ
3
εpt‹q ď r, (4.20)

then (4.19) and the fact that ρε is monotonically increasing implies that ρεptq ď r for all t P r0, t‹{εs. We
choose

t‹ “
r ´ C‚
pCr3

, (4.21)

so that the condition (4.20) holds. The choice (4.21) is a worst-case estimate and in most cases too
pessimistic. The important aspect is that t‹ depends on C‚, r, and pC, but not on ε.
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Step 2. The remaining main part of the proof is to show the inequality (4.18). We consider multi-
indices J P J 3 with #J “ 1. By means of Lemma 3.7.1 the first term on the left-hand side of (4.18) is
estimated in a straightforward way. We obtain

ε
›

›

›

t
ż

0

PFεpσ, pu, Jq dσ
›

›

›

L1
ď ε

t
ż

0

›

›Fεpσ, pu, Jq
›

›

L1 dσ ď CT ε

t
ż

0

3
ź

i“1
}zjipσq}L1 dσ ď CT ε

t
ż

0

a3pσq dσ, (4.22)

because by definition (4.16) and the estimate (4.13) we have that }zjipσq}L1 ď apσq. The inequality (4.22)
is indeed an estimate of the form (4.18) with C‹ “ 0. The main difficulty is to prove a bound for the
term

›

›

›

t
ż

0

PKFεpσ, pu, Jq dσ
›

›

›

L1

for all J P J 3 with #J “ 1. We aim to gain one power of ε from the oscillatory behavior of PKFεpσ, pu, Jq.
There are three multi-indices J P J 3 with #J “ 1. As an example we consider J “ p1, 1,´1q, because
the other two permutations can be treated in the same way.

We use the definition (3.49) to obtain

›

›

›

t
ż

0

PKFεpσ, pu, Jq dσ
›

›

›

L1
“

›

›

›

t
ż

0

PKS1,εpσqT ppu1, pu1, pu´1qpσq dσ
›

›

›

L1
.

First, the nonlinearity is split into eight parts. With pu1 “ Pεpu1 ` PKε pu1 and pu´1 “ Pεpu´1 ` PKε pu´1 we
have

T
`

pu1, pu1, pu´1
˘

“ T
`

Pεpu1,Pεpu1,Pεpu´1
˘

` T
`

Pεpu1,Pεpu1,PKε pu´1
˘

` T
`

Pεpu1,PKε pu1,Pεpu´1
˘

` T
`

PKε pu1,Pεpu1,Pεpu´1
˘

` T
`

Pεpu1,PKε pu1,PKε pu´1
˘

(4.23)

` T
`

PKε pu1,Pεpu1,PKε pu´1
˘

` T
`

PKε pu1,PKε pu1,Pεpu´1
˘

` T
`

PKε pu1,PKε pu1,PKε pu´1
˘

.

All nonlinearities where the term PKε pu˘1 appears in at least one of the three arguments are easy to treat.
Since S1,εpσq is unitary and with (3.28) and (3.47), we obtain for example

›

›

›

t
ż

0

S1,εpσqT
`

PKε pu1,Pεpu1,Pεpu´1
˘

pσq dσ
›

›

›

L1
ď

t
ż

0

›

›T
`

PKε pu1,Pεpu1,Pεpu´1
˘

pσq
›

›

L1 dσ

ď CT ε

t
ż

0

´

1
ε }P

K
ε pu1pσq}L1 }Pεpu1pσq}L1 }Pεpu1pσq}L1

¯

dσ

“ CT ε

t
ż

0

´

1
ε }P

Kz1pσq}L1 }Pz1pσq}L1 }Pz1pσq}L1

¯

dσ

ď CT ε

t
ż

0

a3pσq dσ.

For the last inequality, we use the fact that the definition (4.16) implies that }Pz1pσq}L1 ď apσq and
ε´1}PKz1pσq}L1 ď apσq. For all the other terms in (4.23), except T

`

Pεpu1,Pεpu1,Pεpu´1
˘

, we obtain an
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estimate of the form (4.18) with C‹ “ 0 and pC “ CT .
The main difficulty is to prove that the only remaining term

›

›

›

t
ż

0

PKS1,εpσqT
`

Pεpu1,Pεpu1,Pεpu´1
˘

pσq dσ
›

›

›

L1
(4.24)

is uniformly bounded in ε in spite of the integration over a possibly long time interval r0, tend{εs. As
mentioned previously, the idea is to gain one factor ε from the oscillatory behavior of the term under the
integral. Since Pεpu1pσq is essentially non-oscillatory on long time intervals of length O

`

ε´1˘, we consider
the oscillatory transformation S1,εpσq. The first idea is to rewrite the transformation in a suitable way.
In the following we define ∆1pεkq :“ Λ1pεkq ´ Λ1p0q. By means of (3.45) we obtain

PKS1,εpσ, kq “ PK exp
` iσ
ε Λ1p0q

˘

exp
`

´ iσ
ε Λ1p0q

˘

S1,εpσ, kq “ exp
` iσ
ε Λ1p0q

˘

PK exp
` iσ
ε ∆1pεkq

˘

Ψ˚1 pεkq,

because the projection PK commutes with every diagonal matrix. Hence, the remaining term (4.24) can
be expressed as

›

›

›

t
ż

0

exp
` iσ
ε Λ1p0q

˘

PKfεpσq dσ
›

›

›

L1
with fεpt, kq “ exp

` it
ε∆1pεkq

˘

Ψ˚1 pεkqT
`

Pεpu1,Pεpu1,Pεpu´1
˘

pt, kq.

In order to gain the missing factor ε we want to integrate by parts. We recall that λ11p0q “ 0 (cf. Sec-
tion 3.7), because of the dispersion relation (3.4) combined with Assumption 4.1.1. Therefore, the diag-
onal matrix Λ1p0q “ diag

`

λ11p0q, . . . , λ1np0q
˘

is not invertible. Fortunately, this problem is compensated
by the projection PK which sets by definition the first entry of a vector to zero. Hence, we simply
replace the eigenvalue λ11p0q by 1 or any other nonzero number and consider a new diagonal matrix
rΛ1p0q “ diag

`

1, λ12p0q, . . . , λ1sp0q
˘

instead of Λ1p0q. Next, we estimate the new term which contains
rΛ1p0q. Therefore, the goal is to show

›

›

›

t
ż

0

exp
` iσ
ε Λ1p0q

˘

PKfεpσq dσ
›

›

›

L1
“

›

›

›

t
ż

0

exp
` iσ
ε
rΛ1p0q

˘

PKfεpσq dσ
›

›

›

L1
ď C,

since this is an estimate of the form (4.18) with pC “ 0. The advantage is that now the modified matrix
rΛ1p0q is invertible because λ1mp0q ‰ 0 for m ą 1 by the dispersion relation (3.4) and Assumption 4.1.1.
Thus, we integrate by parts and obtain

›

›

›

t
ż

0

exp
` iσ
ε
rΛ1p0q

˘

PKfεpσq dσ
›

›

›

L1

ď

›

›

›

”

ε
i
rΛ´1

1 p0q exp
` iσ
ε
rΛ1p0q

˘

PKfεpσq
ıt

σ“0

›

›

›

L1
`

›

›

›

ε
i
rΛ´1

1 p0q
t
ż

0

exp
` iσ
ε
rΛ1p0q

˘

PKBtfεpσq dσ
›

›

›

L1

ď Cε
´

}fεp0q}L1 ` }fεptq}L1

¯

` Cε

t
ż

0

›

›Btfεpσq
›

›

L1 dσ (4.25)

with a constant which depends on the inverse of the nonzero eigenvalues of Λ1p0q. With |S1,εpσ, kq|2 “ 1,
(3.28), and (3.34) it follows that for all t P r0, tend{εs

}fεptq}L1 “
›

›T
`

Pεpu1,Pεpu1,Pεpu´1
˘

ptq
›

›

L1 ď CT }Pεpu1ptq}
3
L1 ď C,
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where C depends on CT and the constant Cu,1 from (3.34). Therefore, the first two terms of (4.25) are
bounded and in fact the factor ε is not needed. In contrast, we need the gained factor ε for the integral
term in (4.25) to compensate for the long time interval. Next, with the product rule we have

Btfεpσ, kq “
i
ε∆1pεkq exp

` iσ
ε ∆1pεkq

˘

Ψ˚1 pεkqT
`

Pεpu1,Pεpu1,Pεpu´1
˘

pσ, kq

` exp
` iσ
ε ∆1pεkq

˘

Ψ˚1 pεkqBtT
`

Pεpu1,Pεpu1,Pεpu´1
˘

pσ, kq. (4.26)

By Assumption 3.7.2 we know that Λ1 is globally Lipschitz continuous. Thus, we estimate the difference
∆1pεkq in the Euclidean norm by

| iε∆1pεkq|2 “
1
ε |Λ1pεkq ´ Λ1p0q|2 ď C|k|1, (4.27)

where the constant C does not depend on ε and k. Substituting (4.26) and (4.27) into the remaining
term of (4.25) yields for t P r0, tend{εs

ε

t
ż

0

›

›Btfεpσq
›

›

L1 dσ ď tend sup
σPr0,tend{εs

›

›Btfεpσq
›

›

L1

ď Ctend sup
σPr0,tend{εs

ż

Rd

|k|1
ˇ

ˇT
`

Pεpu1,Pεpu1,Pεpu´1
˘

pσ, kq
ˇ

ˇ

2 dk

` Ctend sup
σPr0,tend{εs

ż

Rd

ˇ

ˇBtT
`

Pεpu1,Pεpu1,Pεpu´1
˘

pσ, kq
ˇ

ˇ

2 dk

ď CCT tend

´

C3
u,1 ` C

2
u,1 sup

σPr0,tend{εs

}BtPεpu1pσq}L1

¯

.

For the last estimate we use (3.28) and (3.34). Furthermore, according to Lemma 4.1.2 the term
supσPr0,tend{εs }BtPεpu1pσq}L1 is uniformly bounded. Thus, it follows that the remaining term of (4.25)
is bounded by a constant which does not depend on ε. Overall, this shows that (4.24) is uniformly
bounded of the form (4.18) with pC “ 0. Together with the other considerations, this proves the inequal-
ity (4.18) in Step 1, and completes the proof of Proposition 4.1.4.

In the next section, we show that under higher regularity assumptions, the refined bound for PKz1ptq

also holds in a stronger norm.

4.2 Extension to a stronger norm

As introduced in Chapter 2 we denote by Dµ the Fourier multiplicator pDµ pwqpkq “ ikµ pwpkq for µ P
t1, . . . du. If u1 is the classical solution of (3.16) with jmax “ 1 and initial data (3.18), then by multiplying
(3.50) with Dµ it follows that

Dµpu1pt, kq “ S˚1,εpt, kqDµz1pt, kq

is the Fourier transform of Bµu1pt, xq, because the scalar multiplicator Dµ commutes with the matrix
S˚1,εpt, kq for every t P R and k P Rd.

Next, we need a similar result as Lemma 4.1.2. However, now we prove that BtDµPεpu1ptq can be
bounded independently of ε on long time intervals.
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Lemma 4.2.1. Under the assumptions of Lemma 3.6.1 (iii) with jmax “ 1, Assumptions 3.7.2 and 4.1.1,
there is a constant C such that

sup
tPr0,tend{εs

}BtDµPεpu1ptq}L1 ď C.

The constant C depends on the constant Cu,2 from (3.35) and thus on tend, but not on ε.

Proof. The proof is similar to the proof of Lemma 4.1.2. Applying the operator Dµ to both sides of (4.7)
yields

i
ε
DµPεpkqL1pεkqpu1pt, kq “

i
ε
λ11pεkqDµPεpkqpu1pt, kq.

With (4.8) and |Dµ| “ |kµ| ď |k|1, we obtain
ˇ

ˇ

ˇ

i
ε
DµPεpkqL1pεkqpu1pt, kq

ˇ

ˇ

ˇ

2
ď C|k|1

ˇ

ˇDµPεpkqpu1pt, kq
ˇ

ˇ

2 “ C|k|1 |kµ|
ˇ

ˇPεpkqpu1pt, kq
ˇ

ˇ

2

ď C|k|21
ˇ

ˇPεpkqpu1pt, kq
ˇ

ˇ

2. (4.28)

Next, we consider Dµ applied to the nonlinear part. By definition (3.49) with #J “ 1 we have

DµFεpt, pu, Jq “ S1,εptqDµT
`

puj1 , puj2 , puj3

˘

ptq, (4.29)

since the multiplicator Dµ commutes with the matrix S1,εptq. Furthermore, the definition (3.23) of T
implies that

DµT
`

puj1 , puj2 , puj3

˘

“ T
`

Dµpuj1 , puj2 , puj3

˘

` T
`

puj1 , Dµpuj2 , puj3

˘

` T
`

puj1 , puj2 , Dµpuj3

˘

, (4.30)

which corresponds to the product rule. It follows from (4.29) and (4.30) that

›

›DµFεpt, pu, Jq
›

›

L1 “
›

›DµT
`

puj1 , puj2 , puj3

˘

ptq
›

›

L1

ď }T
`

Dµpuj1 , puj2 , puj3

˘

ptq}L1 ` }T
`

puj1 , Dµpuj2 , puj3

˘

ptq}L1 ` }T
`

puj1 , puj2 , Dµpuj3

˘

ptq}L1 ,

since S1,εptq is unitary. Next, we apply the inequality (3.28) from Lemma 3.5.1 to every term and obtain
for all t P r0, tend{εs that

›

›DµFεpt, pu, Jq
›

›

L1 ď }T
`

Dµpuj1 , puj2 , puj3

˘

ptq}L1 ` }T
`

puj1 , Dµpuj2 , puj3

˘

ptq}L1 ` }T
`

puj1 , puj2 , Dµpuj3

˘

ptq}L1

ď CT

´

}Dµpuj1ptq}L1}puj2ptq}L1}puj3ptq}L1 ` }puj1ptq}L1}Dµpuj2ptq}L1}puj3ptq}L1

` }puj1ptq}L1}puj2ptq}L1}Dµpuj3ptq}L1

¯

ď CT C
3
u,1. (4.31)

Together with (3.24) and the inequality (4.28) this shows that DµPεpkqBtpu1pt, kq “ BtDµPεpkqpu1pt, kq is
uniformly bounded.

For the approximation error of the SVEA which we consider in Section 4.3 we need the following version
of Proposition 4.1.4, where zptq is replaced by Dµzptq. The reason is that in the proof of Theorem 4.3.4
we need the refined bound of PKz1 in a stronger norm.
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Therefore, the goal is to prove that there is a t‹ P p0, tends and a constant C such that

sup
tPr0,t‹{εs

9Dµzptq9ε ď C for all ε P p0, 1s.

This bound implies by definition of the scaled norm

sup
tPr0,t‹{εs

}DµP
Kz1ptq}L1 ď Cε, (4.32)

for all ε P p0, 1s. With the relation (3.69) and since S˚1,εptq is unitary and commutes with Dµ, the bound
(4.32) is equivalent to

sup
tPr0,t‹{εs

}DµPKε pu1ptq}L1 ď Cε, (4.33)

for all ε P p0, 1s.

Proposition 4.2.2. Let u1 be the classical solution of (3.16) with jmax “ 1 and initial data (3.18) for
some p P W 2. Let z1 be the transformed variables defined in (3.46), and let µ P t1, . . . , du. Under the
assumptions of Proposition 4.1.4 there is a constant C such that

sup
tPr0,t‹{εs

9Dµzptq9ε ď C for all ε P p0, 1s

with t‹ from Proposition 4.1.4. The constant C depends on }p}W 2 , Cu,2 from (3.35), and on r from
Proposition 4.1.4, but not on ε.

Proof. Proposition 4.1.4 is crucial for the proof of the theorem because it yields the refined bound (4.10).
Therefore, all of the assumptions of Theorem 4.2.2 serve the purpose that we can apply this proposition
with the same initial data p PW 2 ĂW 1 and the same t‹.
Similarly as the proof of Proposition 4.1.4, this proof is subdivided into two steps. In Step 1 the general
procedure is shown which differs from the proof of Proposition 4.1.4. The required estimates used in Step
1 are proven in Step 2.

Step 1. In the following let µ P t1, . . . , du be fixed. Applying the operator Dµ to both sides of (3.48)
gives

BtDµz1ptq “ ε
ÿ

#J“1
DµFεpt, pu, Jqptq. (4.34)

According to (4.34) and the definition of the scaled norm (4.12) we have

9Dµzptq9ε ď 9Dµzp0q 9ε ` 9
t
ż

0

BtDµzpσq dσ9ε ď 9Dµzp0q 9ε `2
ÿ

#J“1
f1pt, ε, pu, Jq

with

f1pt, ε, pu, Jq “ ε
›

›

›

t
ż

0

PDµFεpσ, pu, Jq dσ
›

›

›

L1
`

›

›

›

t
ż

0

PKDµFεpσ, pu, Jq dσ
›

›

›

L1
.
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The term

9Dµzp0q9ε “ 2}DµPz1p0q}L1 `
2
ε
}DµP

Kz1p0q}L1

is uniformly bounded with a constant which depends on }p}W 2 . For the first term it follows with (3.60)
that

}DµPz1p0q}L1 ď }Dµz1p0q}L1 “ }Dµpp}L1 ď }p}W 1 ď C

by assumption on the initial data. Secondly, we have a similar estimate as (3.64), however, now we obtain

}PKDµz1p0q}L1 ď Cε}p}W 2 .

The overall goal is to prove that there are constants C1 and C2 such that the inequality

f1pt, ε, pu, Jq ď C1 ` C2 ε

t
ż

0

9Dµzpσq 9ε dσ (4.35)

holds for all J P J 3 with #J “ 1. In order to show (4.35) we investigate the term DµFεpt, pu, Jq, which
appears in f1pt, ε, pu, Jq. Together with (4.29) we observe that if we consider pu1 as given, then (4.30) is
linear with respect to Dµpu1 “ S˚1,εDµz1. In comparison to the proof of Proposition 4.1.4, this is the
reason why we can use Gronwall’s lemma to prove boundedness of 9Dµzptq9ε.
If (4.35) is true, then it follows with the uniform bound of 9Dµzp0q9ε that

9Dµzptq9ε ď c1 ` c2 ε

t
ż

0

9Dµzpσq 9ε dσ,

where the constant c1 includes C1 and a constant which depends on }p}W 2 . Therefore, applying Gronwall’s
lemma (cf. Lemma A.1.1) yields

sup
tPr0,t‹{εs

9Dµzptq9ε ď c1e
c2t‹ ,

which proves the assertion.
The main part of the proof is to show (4.35). This is done in the next step.

Step 2. We analyze the terms PDµFεpt, pu, Jq and PKDµFεpt, pu, Jq, which appear in f1pt, ε, pu, Jq sep-
arately. Since both terms contain the expression DµFεpt, pu, Jq we consider it in more detail. From the
proof of Lemma 4.2.1 we have (4.30).
Similarly to the proof of Lemma 4.2.1 we obtain (4.31) for all t P r0, t‹{εs. Therefore, the first term of
f1pt, ε, pu, Jq is bounded with (4.31) and the definition of the scaled norm (4.12) by

ε
›

›

›

t
ż

0

PDµFεpσ, pu, Jq dσ
›

›

›

L1
ď ε

t
ż

0

›

›DµFεpσ, pu, Jq
›

›

L1 dσ ď t‹ sup
tPr0,t‹{εs

›

›DµFεpt, pu, Jq
›

›

L1 ď t‹CT C
3
u,2,

which is a bound of the type (4.35) with C2 “ 0.
The main difficulty is to show the boundedness of the second part of f1pt, ε, pu, Jq. Fortunately, this
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boundedness can be shown by adapting the procedure from Step 2 of the proof of Proposition 4.1.4.
With (4.30) we obtain

›

›

›

t
ż

0

PKDµFεpσ, pu, Jq dσ
›

›

›

L1
ď

›

›

›

t
ż

0

PKS1,εpσqT
`

Dµpuj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1

`

›

›

›

t
ż

0

PKS1,εpσqT
`

puj1 , Dµpuj2 , puj3

˘

pσq dσ
›

›

›

L1

`

›

›

›

t
ż

0

PKS1,εpσqT
`

puj1 , puj2 , Dµpuj3

˘

pσq dσ
›

›

›

L1
.

As an example we consider for J “ p1, 1,´1q the term

›

›

›

t
ż

0

PKS1,εpσqT
`

Dµpu1, pu1, pu´1
˘

pσq dσ
›

›

›

L1
.

Similarly to (4.23) we split the nonlinearity into eight parts. For all terms containing PKε pu1 or PKε pu´1, but
excludingDµPKε pu1 orDµPKε pu´1, we obtain a bound of the type (4.35) with C1 “ 0, since Proposition 4.1.4
implies (4.10), which provides the required factor ε. For terms containing DµPKε pu1 we also have a bound
of the type (4.35) with C1 “ 0. Here, the required factor ε is obtained by the definition of the scaled
norm (4.12). More precisely, with (3.69) and since S˚1,εpσq is unitary, we estimate

1
ε
}DµPKε pu1pσq}L1 “

1
ε
}DµP

Kz1pσq}L1 ď 9Dµzpσq 9ε .

The only remaining term

›

›

›

t
ż

0

PKS1,εpσqT
`

DµPεpu1,Pεpu1,Pεpu´1
˘

pσq dσ
›

›

›

L1
(4.36)

has to be treated in a similar way as (4.24). For this purpose, we express the term (4.36) as

›

›

›

t
ż

0

exp
` iσ
ε
rΛ1p0q

˘

PKfεpσq dσ
›

›

›

L1
, fεpt, kq “ exp

` it
ε∆1pεkq

˘

Ψ˚1 pεkqT
`

DµPεpu1,Pεpu1,Pεpu´1
˘

pt, kq,

where rΛ1p0q and ∆1pεkq are defined as in the proof of Proposition 4.1.4. We integrate by parts and
bound with the same reasoning as in the proof of Proposition 4.1.4 for all t P r0, t‹{εs

}fεptq}L1 ď C,

where C depends on CT and the constant Cu,2 from (3.35). Furthermore, we bound for t P r0, t‹{εs with
the product rule

ε

t
ż

0

›

›Btfεpσq
›

›

L1 dσ ď CCT t‹

´

C3
u,2 ` C

2
u,2 sup

σPr0,t‹{εs
}BtDµPεpu1pσq}L1

¯

` ε2CCT

´

C2
u,2 ` Cu,2 sup

σPr0,t‹{εs
}BtPεpu1pσq}L1

¯

t
ż

0

›

›DµPεpu1pσq
›

›

L1 dσ.
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Additionally to Lemma 4.1.2, we have to use Lemma 4.2.1 which yields that

sup
sPr0,t‹{εs

}BtDµPεpu1pσq}L1 ď C

with C independent of ε. This leads to (4.35) with constants C1 and C2 which depend on Cu,2.
In a last step we adapt the procedure for the other two multi-indices J with #J “ 1 which completes
the proof.

In the next section we consider the error bound for the approximation of rupjmaxq defined in (3.15) with
jmax “ 1.

4.3 Error bound for the approximation

In this section we state the main result of this chapter. Instead of the error bound (3.13) (cf. [11, Theorem
1]), we show an accuracy of the SVEA of Opε2q. Here, the previously shown results of Section 4.1 and
Section 4.2 play an important role for the proof of the error bound. We suppose in the following that u1

is the solution of (3.16) for jmax “ 1 with initial data (3.18). Furthermore, we assume that a unique mild
solution of (1.4) exists on the long time interval r0, t‹{εs with the constant t‹ from Proposition 4.1.4, and
that there exists a constant Cu uniformly in ε, such that

Cu :“ max
 

sup
tPr0,t‹{εs

}uptq}W , sup
tPr0,t‹{εs

}rup1qptq}W
(

. (4.37)

In consequence of the approach (3.15), rup1q provides an approximation to the exact solution u of the
original problem (1.4). The goal is to prove an error bound for this approximation of Opε2q. This error
bound requires some preparatory work. We start with an additional non-resonance assumption on the
eigenvalues.

Assumption 4.3.1 (Non-resonance condition). The matrices L3p0q “ Lp3ω, 3κq and L1p0q “ Lpω, κq
have no common eigenvalues, i.e. λ3mp0q ‰ λ1m1p0q for all m,m1 “ 1, . . . , s.

Remark 4.3.2. Since we know explicitly the eigenvalues of the matrix Lp0, κq for the Klein–Gordon and
the Maxwell–Lorentz system, see Example 3.2.3 and 3.2.4, Assumption 4.3.1 can be verified with (3.44)
if the corresponding eigenvalue ω1pβq from the dispersion relation (3.4) is not constant in β.

Similarly to Section 4.1 one component of the error analysis is to apply integration by parts. We
observe that for f P C2pr0, tend{εs,W q X C1pr0, tend{εs,W

1q X Cpr0, tend{εs,W
2q and Λ invertible, we

obtain (4.5). If we again apply integration by parts, we obtain

t
ż

0

exp
´

iσ
ε Λ

¯

fpσq dσ “ Λ´1 ε
i

”

exp
´

iσ
ε Λ

¯

fpσq
ıt

σ“0
` Λ´2ε2

”

exp
´

iσ
ε Λ

¯

Btfpσq
ıt

σ“0

´ Λ´2ε2
t
ż

0

exp
´

iσ
ε Λ

¯

B2
t fpσq dσ,



56 Chapter 4. An improved error bound for the SVEA

such that with |Λ´1|2 ď C and t ď tend
ε

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε Λ

¯

fpσq dσ
ˇ

ˇ

ˇ

2
ď εC

“

|fptq|2 ` |fp0q|2
‰

` ε2C
“

|Btfptq|2 ` |Btfp0q|2
‰

` εtendC sup
σPr0,tend{εs

|B2
t fpσq|2.

(4.38)

In order to have a bound of Opεq of the left-hand side of (4.38), we need that fptq, Btfptq and B2
t fptq are

bounded with the right order in ε for all t P r0, tend{εs. For this purpose, we state and prove the following
lemma.

Lemma 4.3.3. Under the assumptions of Lemma 3.6.1 (iii), Assumptions 3.7.2 and 4.1.1, there is a
constant C such that

sup
tPr0,tend{εs

}B2
tPεpu1ptq}L1 ď C.

The constant C depends on the constant Cu,2 from (3.35) and thus also on tend, but not on ε.

Proof. The proof is similar to the proof of Lemma 4.1.2. We observe that equally to (4.30), we obtain
for the time derivative that

BtT
`

puj1 , puj2 , puj3

˘

ptq “ T
`

Btpuj1 , puj2 , puj3

˘

ptq ` T
`

puj1 , Btpuj2 , puj3

˘

ptq ` T
`

puj1 , puj2 , Btpuj3

˘

ptq. (4.39)

Analogously, we have
ˇ

ˇ

ˇ

i
ε
BtPεL1pεkqpu1pt, kq

ˇ

ˇ

ˇ

2
ď C|k|1

ˇ

ˇBtPεpu1pt, kq
ˇ

ˇ

2.

Together with (3.24), PεB2
t pu1pt, kq “ B

2
tPεpu1pt, kq, (4.39) and Lemma 4.2.1 this shows

}B2
tPεpu1ptq}L1 ď C

ż

Rd

|k|1
ˇ

ˇBtPεpu1pt, kq
ˇ

ˇ

2 dk ` 9εCT }Btpu1ptq}L1}pu1ptq}
2
L1 ď C,

where the constant depends on Cu,2 and we use the fact that }Btpu1ptq}L1 ď Cε´1.

As mentioned in Section 3.7 we also take advantage of the fact that the entries of zj oscillate with a
much smaller amplitude than the entries of puj . Lemma 3.7.1 together with (3.48) and (4.11) yield

sup
tPr0,t‹{εs

}Btz1ptq}L1 ď ε sup
tPr0,t‹{εs

ÿ

#J“1
}Fεpt, pu, Jqptq}L1 ď Cε. (4.40)

Proposition 4.1.4 and 4.2.2 are crucial for the proof of the following theorem. Therefore, part of the
assumptions of Theorem 4.3.4 serve the purpose that we can apply those two propositions. The crucial
point is that Proposition 4.1.4 and 4.2.2 yield the bounds (4.10), (4.11), (4.32), (4.33) in addition to
(3.35). We observe that combining (4.10) and (4.33) yields in particular that

}PKε pu1ptq}L1 `

d
ÿ

µ“1
}DµPKε pu1ptq}L1 ď Cε. (4.41)

This bound will be helpful in the proof of Theorem 4.3.4. Now we state the first main result of this thesis.



4.3. Error bound for the approximation 57

Theorem 4.3.4. Let p PW 2 and let u be the solution of (1.4). Let u1 be the classical solution of (3.16)
with jmax “ 1 established in part (iii) of Lemma 3.6.1, and let rup1q be the approximation defined in (3.15)
with jmax “ 1. Under Assumptions 3.2.1, 4.1.1, 3.2.2, 3.2.6, 3.7.2, and 4.3.1 there is a constant such that

sup
tPr0,t‹{εs

}uptq ´ rup1qptq}W ď Cε2, (4.42)

sup
tPr0,t‹{εs

}uptq ´ rup1qptq}L8 ď Cε2. (4.43)

Proof. We only have to show (4.42). The second bound (4.43) of this theorem is an immediate consequence
of the embedding W pRdq ãÑ L8pRdq. Since the proof of Theorem 4.3.4 is rather lengthy, we subdivide
it into several steps. In the first two steps we derive an error equation and reduce the problem to the
crucial term for the error bound. The remaining steps deal with the elaborate part of the proof. Here,
the required estimates are proven.

Step 1. In the following we denote the error between the exact solution u and the approximation by
δ “ u ´ rup1q. The first goal is to derive an evolution equation for the error δ and its Fourier transform
which will be used to apply Gronwall’s lemma in Step 2. The approximation rup1q, given in (3.15) with
jmax “ 1, solves the semilinear hyperbolic system (1.4) up to the residual

Rpt, xq “ εT prup1q, rup1q, rup1qqpt, xq ´
´

Btrup1qpt, xq `ApBqrup1qpt, xq `
1
ε
Erup1qpt, xq

¯

. (4.44)

In order to derive a more useful and compact expression for R, we consider the two parts of (4.44)
separately. First, we note that substituting the approximation rup1q into the left-hand side of (1.4) yields

Btrup1qpt, xq `ApBqrup1qpt, xq `
1
ε
Erup1qpt, xq

“
ÿ

jPJ
eijpκ¨x´ωtq{ε

´

Btujpt, xq `
i
εLpjω, jκqujpt, xq `ApBqujpt, xq

¯

“ ε
ÿ

jPJ

ÿ

#J“j
eijpκ¨x´ωtq{εT puj1 , uj2 , uj3qpt, xq, (4.45)

where for the last equality we use (3.16) for |j| “ 1. In contrast to (4.45), substituting the approximation
rup1q into the right-hand side of (1.4) yields

εT prup1q, rup1q, rup1qqpt, xq “ ε
ÿ

JPJ 3

ei#Jpκ¨x´ωtq{εT puj1 , uj2 , uj3qpt, xq

“ ε
ÿ

j odd
|j|ď3

ÿ

#J“j
eijpκ¨x´ωtq{εT puj1 , uj2 , uj3qpt, xq. (4.46)

The difference is that (4.46) includes summands with |j| “ 3, whereas j P J with jmax “ 1 implies that
|j| “ 1 in (4.45). These additional summands are exactly the same higher harmonics which are omitted
in the SVEA approach. Hence, inserting both expressions (4.45) and (4.46) into (4.44) yields for the
residual

Rpt, xq “ ε
ÿ

|j|“3

ÿ

#J“j
eijpκ¨x´ωtq{εT puj1 , uj2 , uj3qpt, xq,

which is a more compact expression. Next, we write (4.44) as

Btrup1qpt, xq “ ´ApBqrup1qpt, xq ´
1
ε
Erup1qpt, xq ` εT prup1q, rup1q, rup1qqpt, xq ´Rpt, xq.
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We subtract this equation from (1.4). This shows that the error δ “ u´rup1q solves the evolution equation

Btδ “ ´ApBqδ ´
1
ε
Eδ ` ε

”

T pu,u,uq ´ T prup1q, rup1q, rup1qq
ı

`R (4.47)

with initial data δp0q “ 0. In order to derive a bound for the error δ in } ¨ }W , we apply the Fourier
transform to (4.47). Thus, we obtain for pδ “ Fδ the evolution equation

Btpδpt, kq “ ´
`

iApkq ` 1
εE

˘

pδpt, kq ` εG
`

Fu,Frup1q
˘

pt, kq ` pRpt, kq

with

G
`

Fu,Frup1q
˘

“ T pFu,Fu,Fuq ´ T pFrup1q,Frup1q,Frup1qq

and pRpt, kq “ ε
ÿ

|j|“3

ÿ

#J“j
F
´

T puj1 , uj2 , uj3qe
ijκ¨x{ε

¯

pt, kqe´ijωt{ε

“ ε
ÿ

|j|“3

ÿ

#J“j
T ppuj1 , puj2 , puj3qpt, k ´

jκ
ε qe

´ijωt{ε, (4.48)

where the definition of T is given by (3.23). For the Fourier transform of the initial data we have pδp0q “ 0.

Step 2. In this step we aim for the estimate

sup
tPr0,t‹{εs

}pδptq}L1 ď Cε2

by means of Gronwall’s lemma.
Expressing the Fourier transform of the error pδpt, kq by the variation-of-constants formula yields with
pδp0, kq “ 0

pδpt, kq “ ε

t
ż

0

exp
`

pσ ´ tq
`

iApkq ` 1
εE

˘˘

G
`

Fupσq,Frup1qpσq
˘

pkq dσ

(4.49)

`

t
ż

0

exp
`

pσ ´ tq
`

iApkq ` 1
εE

˘˘

pRpσ, kq dσ.

Next, we consider both integrals separately.
Since the matrix Apkq is symmetric for every k and the matrix E is skew-symmetric, we observe that

`

iApkq ` 1
εE

˘˚
“ ´iAJpkq ` 1

εE
J “ ´

`

iApkq ` 1
εE

˘

.

This means that the matrix iApkq ` 1
εE is skew-hermitian for every k which implies that the matrix

exponential exp
`

t
`

iApkq ` 1
εE

˘˘

is unitary for every t P R.
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Furthermore, due to (3.33) we estimate

›

›G
`

Fupσq,Frup1qpσq
˘
›

›

L1 “
›

›T pFu,Fu,Fuq ´ T pFrup1q,Frup1q,Frup1qqpσq
›

›

L1

ď CT
›

›pδpσq
›

›

L1

´

›

›Fupσq
›

›

2
L1 `

›

›Frup1qpσq
›

›

L1

›

›Fupσq
›

›

L1 `
›

›Frup1qpσq
›

›

2
L1

¯

“ CT
›

›pδpσq
›

›

L1

´

›

›upσq
›

›

2
W
`
›

›

rup1qpσq
›

›

W

›

›upσq
›

›

L1 `
›

›

rup1qpσq
›

›

2
W

¯

ď 3C2
uCT

›

›pδpσq
›

›

L1 ,

where Cu is the constant defined in (4.37). For this reason the first term on the right-hand side of (4.49)
can be bounded in L1 by

ε

t
ż

0

ż

Rd

ˇ

ˇexp
`

pσ ´ tq
`

iApkq ` 1
εE

˘˘
ˇ

ˇ

2

ˇ

ˇG
`

Fupσq,Frup1qpσq
˘

pkq
ˇ

ˇ

2 dk dσ

“ ε

t
ż

0

ż

Rd

ˇ

ˇG
`

Fupσq,Frup1qpσq
˘

pkq
ˇ

ˇ

2 dk dσ

“ ε

t
ż

0

›

›G
`

Fupσq,Frup1qpσq
˘
›

›

L1 dσ

ď 3CT C
2
u ε

t
ż

0

}pδpσq}L1 dσ. (4.50)

The laborious part of the proof is to show that the remaining term of (4.49) can be estimated in L1 by

sup
tPr0,t‹{εs

›

›

›

t
ż

0

exp
`

pσ ´ tq
`

iAp¨q ` 1
εE

˘˘

pRpσq dσ
›

›

›

L1
ď Cε2 (4.51)

with a constant C which does not depend on ε. If we are able to show the estimate (4.51), then in
combination with (4.50) we have all the required bounds. Together with (4.49) it follows that

}pδptq}L1 ď CC2
u ε

t
ż

0

}pδpσq}L1 dσ ` Cε2,

and applying Gronwall’s lemma yields the desired bound

sup
tPr0,t‹{εs

}uptq ´ rup1qptq}W “ sup
tPr0,t‹{εs

}pδptq}L1 ď Cε2eγt‹

with γ “ CC2
u, which proves (4.42). For the rest of the proof we aim to show (4.51).

Step 3. The goal of this step is to reformulate the integral term of (4.51) in an appropriate way. For
this purpose we introduce the change of variables k1 “ k´ jκ

ε , εk “ jκ`εk1. Together with the definitions
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(3.3), (3.22) and the representation (4.48), we obtain

t
ż

0

exp
`

pσ ´ tq
`

iApkq ` 1
εE

˘˘

pRpσ, kq dσ

“ ε

t
ż

0

exp
`

pσ ´ tq
`

iApkq ` 1
εE

˘˘

ÿ

jPt˘3u

ÿ

#J“j
T ppuj1 , puj2 , puj3qpσ, k ´

jκ
ε qe

´ijωσ{ε dσ

“ ε
ÿ

jPt˘3u

ÿ

#J“j

t
ż

0

exp
` i
ε pσ ´ tq

`

´ jω `Apεkq ´ iE
˘˘

e´ijωt{εT ppuj1 , puj2 , puj3qpσ, k ´
jκ
ε q dσ

“ ε
ÿ

jPt˘3u

ÿ

#J“j

t
ż

0

exp
` i
ε pσ ´ tqLpjω, εkq

˘

e´ijωt{εT ppuj1 , puj2 , puj3qpσ, k ´
jκ
ε q dσ

“ εe´ijωt{ε
ÿ

jPt˘3u

ÿ

#J“j

t
ż

0

exp
` i
ε pσ ´ tqLjpεk

1q
˘

T ppuj1 , puj2 , puj3qpσ, k
1q dσ.

For the sake of simplicity we omit in the following the dash and write again k instead of k1. By considering
the L1-norm later, we integrate over k and, thus the difference does not matter. By means of the
definitions (3.45) and (3.49) we conclude

exp
` i
ε pσ ´ tqLjpεkq

˘

T ppuj1 , puj2 , puj3qpσ, kq “ exp
` i
ε pσ ´ tqLjpεkq

˘

S˚j,εpσ, kqFεpσ, pu, Jqpkq

“ exp
`

´ it
εLjpεkq

˘

ΨjpεkqFεpσ, pu, Jqpkq

“ S˚j,εpt, kqFεpσ, pu, Jqpkq.

With |e´ijωt{ε| “ 1 and since S˚j,εptq is unitary, this yields the bound

›

›

›

t
ż

0

exp
`

pσ ´ tq
`

iAp¨q ` 1
εE

˘˘

pRpσq dσ
›

›

›

L1
ď ε

ÿ

jPt˘3u

ÿ

#J“j

›

›

›
S˚j,εptq

t
ż

0

Fεpσ, pu, Jq dσ
›

›

›

L1

“ ε
ÿ

jPt˘3u

ÿ

#J“j

›

›

›

t
ż

0

Fεpσ, pu, Jq dσ
›

›

›

L1
. (4.52)

This representation for the term (4.51) is more favourable, as we will see in the next steps.

Step 4. We now have reduced the required estimate (4.51) to

ÿ

jPt˘3u

ÿ

#J“j

›

›

›

t
ż

0

Fεpσ, pu, Jq dσ
›

›

›

L1
ď Cε. (4.53)

The next goal in this and the following steps is to prove (4.53). If we combine this estimate with (4.52),
we obtain the desired bound (4.51). We note that there is an extra factor ε on the right-hand side of
(4.52) which together with the factor ε from the estimate (4.53) gives the required Opε2q.
Now, we consider multi-indices J P J 3 with #J “ j, where j P t˘3u. The situation |J |1 “ |j| “ 3
appears only if J is p1, 1, 1q or J “ p´1,´1,´1q. Hence, for j “ 3, we have

Fεpt, pu, Jq “ S3,εptqT
`

pu1, pu1, pu1
˘

ptq.
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In order to take advantage of (4.10), we decompose

T
`

pu1, pu1, pu1
˘

“ T
`

Pεpu1,Pεpu1,Pεpu1
˘

` T
`

Pεpu1,Pεpu1,PKε pu1
˘

` T
`

Pεpu1,PKε pu1,Pεpu1
˘

` T
`

PKε pu1,Pεpu1,Pεpu1
˘

` T
`

Pεpu1,PKε pu1,PKε pu1
˘

` T
`

PKε pu1,Pεpu1,PKε pu1
˘

` T
`

PKε pu1,PKε pu1,Pεpu1
˘

` T
`

PKε pu1,PKε pu1,PKε pu1
˘

,

similarly to the proof of Proposition 4.1.4. Now, all nonlinear terms T involving at least two terms PKε pu1

can be treated in a straightforward way because of Proposition 4.1.4 and the implied estimate (4.10). We
obtain for example

›

›

›

t
ż

0

S3,εpσqT
`

PKε pu1,PKε pu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď CT ε

2
t
ż

0

´

1
ε }P

K
ε pu1pσq}L1

1
ε }P

K
ε pu1pσq}L1 }Pεpu1pσq}L1

¯

dσ

ď εCT t‹C
3
u,2.

The remaining nonlinearities contain one or zero terms PKε pu1. Therefore, the main difficulty is to prove

›

›

›

t
ż

0

S3,εpσqT
`

PKε pu1,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď Cε (4.54)

and

›

›

›

t
ż

0

S3,εpσqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď Cε. (4.55)

The other two possible combinations T
`

Pεpu1,PKε pu1,Pεpu1
˘

and T
`

Pεpu1,Pεpu1,PKε pu1
˘

of (4.54) can be
treated in the same way. For this reason we consider (4.54) as an example.

To prove the bounds (4.54) and (4.55), we use that (3.67) and (3.69) in addition to (3.46) and (3.45),
yield the representations

Pεpu1pt, kq “ S˚1,εpt, kqPz1pt, kq “ Ψ1pεkq exp
`

´ it
εΛ1pεkq

˘

Pz1pt, kq

“ exp
`

´ it
ε λ11pεkq

˘

z11pt, kqψ11pεkq (4.56)

and

PKε pu1pt, kq “ S˚1,εpt, kqP
Kz1pt, kq “ Ψ1pεkq exp

`

´ it
εΛ1pεkq

˘

PKz1pt, kq

“

s
ÿ

m1“2
exp

`

´ it
ε λ1m1pεkq

˘

z1m1pt, kqψ1m1pεkq. (4.57)

The next two steps involve proving the bound (4.54). In the last step of this proof we show (4.55) and
combine all the bounds to finish the proof.

Step 5. Combining the representations (4.56) and (4.57) with (3.23) and using

Ψ˚3 pεkq “
s
ÿ

m“1
emψ

˚
3mpεkq,

where em denotes the m-th unit vector, yields

S3,εpσqT
`

PKε pu1,Pεpu1,Pεpu1
˘

pσq “ Fεpσ, zq. (4.58)
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Here Fε and its m-th entry are defined by

Fεpt, zq “
´

Fε,mpt, zq
¯s

m“1
,

Fε,mpt, zqpkq “
s
ÿ

m1“2

ż

#K“k

exp
´

it
ε∆λ3m1M pε, k,Kq

¯

Z1M pt,Kqcmm1pε, k,Kq dK,

where we have 1 “ p1, 1, 1q, M “ pm1, 1, 1q and the notation (cf. (3.52) in Section 3.7)

K “
`

kp1q, kp2q, kp3q
˘

,

∆λ3m1M pε, k,Kq “ λ3mpεkq ´ λ1m1

`

εkp1q
˘

´ λ11
`

εkp2q
˘

´ λ11
`

εkp3q
˘

,

Z1M pt,Kq “ z1m1

`

t, kp1q
˘

z11
`

t, kp2q
˘

z11
`

t, kp3q
˘

,

cmm1pε, k,Kq “
1

p2πqdψ
˚
3mpεkqT

´

ψ1m1

`

εkp1q
˘

, ψ11
`

εkp2q
˘

, ψ11
`

εkp3q
˘

¯

.

We note that by definition ψjmpεkq is the m-th column of the unitary matrix Ψjpεkq. Hence, it follows
with (2.5) and CT “ CT p2πq´d that

|cmm1pε, k,Kq| ď CT for all ε, k,K.

Together with the representation (4.58) and the definition of the L1-norm we bound the left-hand side of
(4.54) by

›

›

›

t
ż

0

S3,εpσqT
`

PKε pu1,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1

“

ż

Rd

ˇ

ˇ

ˇ

t
ż

0

Fεpσ, zqpkq dσ
ˇ

ˇ

ˇ

2
dk ď

s
ÿ

m“1

ż

Rd

ˇ

ˇ

ˇ

t
ż

0

Fε,mpσ, zqpkq dσ
ˇ

ˇ

ˇ
dk

ď

s
ÿ

m“1

s
ÿ

m1“2

ż

Rd

ˇ

ˇ

ˇ

ż

#K“k

t
ż

0

exp
´

iσ
ε ∆λ3m1M pε, k,Kq

¯

Z1M pσ,Kq dσ cmm1pε, k,Kq dK
ˇ

ˇ

ˇ
dk

ď

s
ÿ

m“1

s
ÿ

m1“2

ż

Rd

ż

#K“k

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λ3m1M pε, k,Kq

¯

Z1M pσ,Kq dσ
ˇ

ˇ

ˇ
|cmm1pε, k,Kq| dK dk

ď CT

s
ÿ

m“1

s
ÿ

m1“2

ż

Rd

ż

#K“k

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λ3m1M pε, k,Kq

¯

Z1M pσ,Kq dσ
ˇ

ˇ

ˇ
dK dk. (4.59)

The crucial term which we have to bound by Opεq is the highly oscillatory integral in (4.59) for all
m,m1,K and k “ #K. We have already discussed the challenge of this type of terms in Section 3.7.

The next sub-goal in this step is to prove that we can bound the highly oscillatory integral by

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λ3m1M pε, k,Kq

¯

Z1M pσ,Kq dσ
ˇ

ˇ

ˇ
(4.60)

ď Cε
´

|Z1M pt,Kq| `
3
ÿ

i“1
|kpiq|1

t
ż

0

|Z1M pσ,Kq| dσ `
t
ż

0

|BtZ1M pσ,Kq| dσ
¯
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for all m,m1,K and k “ #K. For the rest of this step m,m1, k,K are considered to be fixed. For this
reason we simplify notation by setting

∆λpεq “ ∆λ3m1M pε, k,Kq “ λ3mpεkq ´ λ1m1

`

εkp1q
˘

´ λ11
`

εkp2q
˘

´ λ11
`

εkp3q
˘

,

Zpσq “ Z1M pσ,Kq “ z1m1

`

σ, kp1q
˘

z11
`

σ, kp2q
˘

z11
`

σ, kp3q
˘

.

As mentioned in Section 3.7 the idea is to expand the highly oscillatory term exp
´

iσ
ε ∆λpεq

¯

in a suitable
way. We underline that by Assumption 4.3.1 and since λ11p0q “ 0 , we know

∆λp0q “ λ3mp0q ´ λ1m1p0q ‰ 0.

Furthermore, we define

Y pσq “ exp
´

iσ
ε

“

∆λpεq ´∆λp0q
‰

¯

Zpσq.

With this extension we are able to integrate by parts in order to generate one additional power of ε.
Since | exp

´

iσ
ε ∆λp0q

¯

| “ 1 we obtain for the left-hand side of (4.60)

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λpεq

¯

Zpσq dσ
ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λp0q

¯

Y pσq dσ
ˇ

ˇ

ˇ
ď Cε

´

|Zptq| ` |Zp0q|
¯

` Cε

t
ż

0

|BtY pσq| dσ.

The initial conditions (3.25) imply that z1m1p0, kq “ 0 for all m1 ‰ 1 and hence that Zp0q “ Z1M p0,Kq “
0. By means of the product rule we have

BtY pσq “
i
ε

“

∆λpεq ´∆λp0q
‰

Y pσq ` exp
´

iσ
ε

“

∆λpεq ´∆λp0q
‰

¯

BtZpσq.

Hence, for the integral term, we obtain
t
ż

0

|BtY pσq| dσ ď
1
ε

t
ż

0

ˇ

ˇ

ˇ

“

∆λpεq ´∆λp0q
‰

ˇ

ˇ

ˇ
|Zpσq| dσ `

t
ż

0

|BtZpσq| dσ. (4.61)

Next, we take advantage of the Lipschitz continuity of the eigenvalues. For the difference

∆λpεq ´∆λp0q “ ∆λ3m1M pεq ´∆λ3m1M p0q

“
`

λ3mpεkq ´ λ3mp0q
˘

´
`

λ1m1

`

εkp1q
˘

´ λ1m1p0q
˘

´
`

λ11
`

εkp2q
˘

´ λ11p0q
˘

´
`

λ11
`

εkp3q
˘

´ λ11p0q
˘

the Assumption 3.7.2 and the identity k “ #K “ kp1q ` kp2q ` kp3q yield the inequality

|∆λpεq ´∆λp0q| ď C|εk|1 ` C
3
ÿ

i“1
|εkpiq|1 ď 2Cε

3
ÿ

i“1
|kpiq|1.

In this way, we gain an additional factor ε which counterbalances the factor 1{ε in front of the first term
on the right-hand side of (4.61). All in all, this yields the bound

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λpεq

¯

Zpσq dσ
ˇ

ˇ

ˇ
ď Cε

´

|Zptq| `
3
ÿ

i“1
|kpiq|1

t
ż

0

|Zpσq| dσ `
t
ż

0

|BtZpσq| dσ
¯

,

where the constant C depends on the inverse of ∆λp0q and on the Lipschitz constant in Assumption 3.7.2,
but not on ε. This proves the estimate (4.60).
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Step 6. In the last step of proving the bound (4.54) we make our way back to the beginning. We
substitute (4.60) into (4.59) and obtain

›

›

›

t
ż

0

S3,εpσqT
`

PKε pu1,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1

ď CT

s
ÿ

m“1

s
ÿ

m1“2

ż

Rd

ż

#K“k

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λ3m1M pε, k,Kq

¯

Z1M pσ,Kq dσ
ˇ

ˇ

ˇ
dK dk

ď εCT s
´

X1ptq `X2ptq `X3ptq
¯

.

The factor s results from the fact that every term Xiptq, i “ 1, 2, 3, is independent of m, where we use
the short-hand notation

X1ptq “
s
ÿ

m1“2

ż

Rd

ż

#K“k

|Z1M pt,Kq| dKdk,

X2ptq “
3
ÿ

i“1

s
ÿ

m1“2

ż

Rd

ż

#K“k

|kpiq|1

t
ż

0

|Z1M pσ,Kq| dσ dKdk,

X3ptq “
s
ÿ

m1“2

ż

Rd

ż

#K“k

t
ż

0

|BtZ1M pσ,Kq| dσ dKdk.

To conclude the bound (4.54), it has to be shown that Xiptq ď C for i “ 1, 2, 3 and for all t P r0, t‹{εs
with a constant C which is independent of ε.

Before bounding each term separately, we provide the estimate

s
ÿ

m1“2
|Z1M pt,Kq| “

´

s
ÿ

m1“2

ˇ

ˇz1m1

`

t, kp1q
˘
ˇ

ˇ

¯

ˇ

ˇz11
`

t, kp2q
˘
ˇ

ˇ

ˇ

ˇz11
`

t, kp3q
˘
ˇ

ˇ

“
ˇ

ˇPKz1
`

t, kp1q
˘
ˇ

ˇ

1

ˇ

ˇz11
`

t, kp2q
˘
ˇ

ˇ

ˇ

ˇz11
`

t, kp3q
˘
ˇ

ˇ

ď
?
s´ 1

ˇ

ˇPKz1
`

t, kp1q
˘
ˇ

ˇ

2

ˇ

ˇPz1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇPz1
`

t, kp3q
˘
ˇ

ˇ

2

ď
?
s´ 1

ˇ

ˇPKε pu1
`

t, kp1q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp3q
˘
ˇ

ˇ

2,

which follows from the definition of Z1M , (2.1) and (3.47).
Now we consider X1ptq. Together with the previous estimate, this leads to

X1ptq “
s
ÿ

m1“2

ż

Rd

ż

#K“k

|Z1M pt,Kq| dKdk

ď
?
s´ 1

ż

Rd

ż

#K“k

ˇ

ˇPKε pu1
`

t, kp1q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp3q
˘
ˇ

ˇ

2 dKdk

“
?
s´ 1}PKε pu1ptq

›

›

L1 }pu1ptq}
2
L1 ď C.

We remark that in fact, it even follows that X1ptq ď Cε according to (4.10). Next, in order to bound
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X2ptq we write

3
ÿ

i“1

s
ÿ

m1“2
|kpiq|1|Z1M pt,Kq|

“
?
s´ 1

´

|kp1q|1
ˇ

ˇPKε pu1
`

t, kp1q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp3q
˘
ˇ

ˇ

2

`
ˇ

ˇPKε pu1
`

t, kp1q
˘
ˇ

ˇ

2

”

|kp2q|1
ˇ

ˇ

pu1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp3q
˘
ˇ

ˇ

2 `
ˇ

ˇ

pu1
`

t, kp2q
˘
ˇ

ˇ

2 |k
p3q|1

ˇ

ˇ

pu1
`

t, kp3q
˘
ˇ

ˇ

2

ı ¯

and by the definition of the Wiener algebra
ż

Rd

|kpiq|1
ˇ

ˇ

puji
`

t, kpiq
˘
ˇ

ˇ

2 dkpiq ď }pujiptq}L1 `

ż

Rd

|kpiq|1
ˇ

ˇ

puji
`

t, kpiq
˘
ˇ

ˇ

2 dkpiq “ }ujiptq
›

›

W 1

for i P t1, 2, 3u and J “ pj1, j2, j3q “ p1, 1, 1q. In a similar way as before it follows with these bounds that

X2ptq “
3
ÿ

i“1

s
ÿ

m1“2

ż

Rd

ż

#K“k

|kpiq|1

t
ż

0

|Z1M pσ,Kq| dσ dKdk

ď C

t
ż

0

˜

}PKε pu1pσq}L1 `

d
ÿ

µ“1
}DµPKε pu1pσq}L1

¸ ˜

}pu1pσq}L1 `

d
ÿ

µ“1
}Dµpu1pσq}L1

¸2

dσ

ď Ct‹ sup
σPr0,t‹{εs

«

ε´1

˜

}PKε pu1pσq}L1 `

d
ÿ

µ“1
}DµPKε pu1pσq}L1

¸

}u1pσq}
2
W 1

ff

ď C

due to (4.41) and (3.35). Finally, we consider X3ptq. Again due to the definition of Z1M and (2.1) it
follows with the product rule that
s
ÿ

m1“2
|BtZ1M pt,Kq| ď

?
s´ 1

´

ˇ

ˇBtP
Kz1

`

t, kp1q
˘
ˇ

ˇ

2

ˇ

ˇPz1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇPz1
`

t, kp3q
˘
ˇ

ˇ

2

`
ˇ

ˇPKz1
`

t, kp1q
˘
ˇ

ˇ

2

”

ˇ

ˇBtPz1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇPz1
`

t, kp3q
˘
ˇ

ˇ

2 `
ˇ

ˇPz1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇBtPz1
`

t, kp3q
˘
ˇ

ˇ

2

ı¯

.

Together with (4.11) and (4.40) we obtain

X3ptq “
n
ÿ

m“1

ż

Rd

ż

#K“k

t
ż

0

|BtZ1M pσ,Kq| dσ dK dk

ď C

t
ż

0

´

}BtP
Kz1pσq

›

›

L1}z1pσq}
2
L1 ` 2}PKz1pσq

›

›

L1}z1pσq}L1}Btz1pσq}L1

¯

dσ

ď C t‹
ε pε` 2ε2q ď C.

Thus, all terms Xiptq for i “ 1, 2, 3 and t P r0, t‹{εs are uniformly bounded. This implies the bound
(4.54).

Step 7. The main goal in this step is to prove (4.55) uniformly in ε in spite of the integration over a
possibly long time interval which finally leads to (4.51). The technique differs from the proof of (4.54),
since we do not use the notation (3.52). The ideas are similar to those in the proof of Proposition 4.1.4
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Step 2, where we bound (4.24). However, there is one crucial difference. We have to apply integration
by parts twice to obtain the required factors of ε. Again the idea is to expand the highly oscillatory part
of the integral

t
ż

0

S3,εpσqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pσq dσ

in a suitable way. Since every term Pεpu1pσq is essentially non-oscillatory, the whole nonlinearity
T
`

Pεpu1,Pεpu1,Pεpu1
˘

pσq is non-oscillatory on the time intervals of length O
`

ε´1˘. Thus, the term
S3,εpσ, kq is the only highly oscillatory part in (4.55). In the following we define ∆3pεkq “ Λ3pεkq´Λ3p0q
and by definition (3.45) we have

S3,εpσ, kq “ exp
` iσ
ε Λ3p0q

˘

exp
`

´ iσ
ε Λ3p0q

˘

S3,εpσ, kq “ exp
` iσ
ε Λ3p0q

˘

exp
` iσ
ε ∆3pεkq

˘

Ψ˚3 pεkq.

Hence, the left-hand side of (4.54) can be expressed as

›

›

›

t
ż

0

exp
` iσ
ε Λ3p0q

˘

fεpσq dσ
›

›

›

L1
, fεpt, kq “ exp

` it
ε∆3pεkq

˘

Ψ˚3 pεkqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq.

In order to gain a factor ε we integrate by parts. This is possible since the matrix L3p0q “ Lp3ω, 3κq is
invertible by Assumption 3.2.6. Thus, we obtain

›

›

›

t
ż

0

exp
` iσ
ε Λ3p0q

˘

fεpσq dσ
›

›

›

L1
ď εC

´

}fεp0q}L1 ` }fεptq}L1

¯

` εC
›

›

›

t
ż

0

exp
` iσ
ε Λ3p0q

˘

Btfεpσq dσ
›

›

›

L1
.

We note that the constant depends on the inverse of the eigenvalues of Λ3p0q. Next, we consider each
term separately. With |S3,εpσ, kq|2 “ 1, (3.28), and (3.34) it follows that for all t P r0, t‹{εs

}fεptq}L1 “
›

›T
`

Pεpu1,Pεpu1,Pεpu1
˘

ptq
›

›

L1 ď CT }Pεpu1ptq}
3
L1 ď C (4.62)

with a constant which depends on CT and the constant Cu,2 from (3.35).
Furthermore, we write

Btfεptq “ Bt
`

exp
` it
ε∆3pεkq

˘

Ψ˚3 pεkqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq
˘

“ i
ε∆3pεkq exp

` it
ε∆3pεkq

˘

Ψ˚3 pεkqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq

` exp
` it
ε∆3pεkq

˘

Ψ˚3 pεkqBtT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq

“ g1ptq ` g2ptq.

At this point it is crucial to not take the norm under the integral and to bound Btfε straightforwardly.
The reason is that we have

}g1ptq}L1 “ Op1q and }g2ptq}L1 “ Op1q.

These statements will be shown later. The long time interval counterbalances the factor ε which we
gained by integration by parts and the factor ε is missing on the right-hand side of (4.55). Therefore,
the idea is to apply again integration by parts on each integral term of g1 and g2. Thus, we consider

t
ż

0

exp
` iσ
ε Λ3p0q

˘

Btfεpσq dσ “
t
ż

0

exp
` iσ
ε Λ3p0q

˘

g1pσq dσ `
t
ż

0

exp
` iσ
ε Λ3p0q

˘

g2pσq dσ.
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In a first step we treat these integral terms in general. Since the matrix L3p0q “ Lp3ω, 3κq is invertible
by Assumption 3.2.6, we again integrate by parts and obtain for i “ 1, 2

›

›

›

t
ż

0

exp
` iσ
ε Λ3p0q

˘

gipσq dσ
›

›

›

L1
ď Cε

´

}gip0q}L1 ` }giptq}L1

¯

` Cε
›

›

›

t
ż

0

exp
` iσ
ε Λ3p0q

˘

Btgipσq dσ
›

›

›

L1
.

Recall that Λ3 is globally Lipschitz continuous by Assumption 3.7.2, which means

| iε∆3pεkq|2 “
1
ε |Λ3pεkq ´ Λ3p0q|2 ď C|k|1

with a constant C which does not depend on ε and k. With |S3,εpσ, kq|2 “ 1, (3.28), and (3.34) it follows
for t P r0, tend{εs that

}g1ptq}L1 “ ε´1›
›∆3pε¨q exp

` it
ε∆3pε¨q

˘

Ψ˚3 pε¨qT
`

Pεpu1,Pεpu1,Pεpu1
˘

ptq
›

›

L1

ď C

ż

Rd

|k|1
ˇ

ˇT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq
ˇ

ˇ

2 dk ď CCT C
3
u,1

and with the product rule (4.39) that

}g2ptq}L1 “
›

› exp
` it
ε∆3pε¨q

˘

Ψ˚3 pε¨qBtT
`

Pεpu1,Pεpu1,Pεpu1
˘

ptq
›

›

L1 “
›

›BtT
`

Pεpu1,Pεpu1,Pεpu1
˘

ptq
›

›

L1

ď 3CT
›

›BtPεpu1ptq
›

›

L1}Pεpu1}
2
L1 ď C,

where the constant depends on Cu,1 because of Lemma 4.1.2. Furthermore, we write

Btg1ptq “ Bt
` i
ε∆3pεkq exp

` it
ε∆3pεkq

˘

Ψ˚3 pεkqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq
˘

“ ´ 1
ε2 ∆2

3pεkq exp
` it
ε∆3pεkq

˘

Ψ˚3 pεkqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq

` i
ε∆3pεkq exp

` it
ε∆3pεkq

˘

Ψ˚3 pεkqBtT
`

Pεpu1,Pεpu1,Pεpu1
˘

pt, kq

“ h1ptq ` h0ptq

and

Btg2ptq “ Bt
`

exp
` it
ε∆3pεkq

˘

Ψ˚3 pε¨qBtT
`

Pεpu1,Pεpu1,Pεpu1
˘

ptq
˘

“ i
ε∆3pεkq exp

` it
ε∆3pεkq

˘

Ψ˚3 pεkqBtT
`

Pεpu1,Pεpu1,Pεpu1
˘

ptq

` exp
` it
ε∆3pεkq

˘

Ψ˚3 pεkqB2
t T

`

Pεpu1,Pεpu1,Pεpu1
˘

ptq

“ h0ptq ` h2ptq.

If we are able to show that

}h0ptq}L1 ` }h1ptq}L1 ` }h2ptq}L1 “ Op1q,

then the integral terms can be estimated in a straightforward way. We note that by

ε
›

›

›

t
ż

0

exp
` iσ
ε Λ3p0q

˘

hipσq dσ
›

›

›

L1
ď tend sup

σPr0,tend{εs

›

›hipσq
›

›

L1 ,

it remains to bound supσPr0,tend{εs

›

›hipσq
›

›

L1 uniformly for i “ 0, 1, 2. The long time interval counterbal-
ances the factor ε which we gained by the second integration by parts. However, the factor ε which we
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gained by the first integration by parts provides the required factor ε on the right-hand side of (4.55).
Again with the Lipschitz continuity of Λ3, |S3,εpσ, kq|2 “ 1, (3.28), and (3.35) it follows that

sup
σPr0,tend{εs

›

›h1pσq
›

›

L1 ď sup
σPr0,tend{εs

ż

Rd

|k|21
ˇ

ˇT
`

Pεpu1,Pεpu1,Pεpu1
˘

pσ, kq
ˇ

ˇ

2 dk ď CCT C
3
u,2

and

sup
σPr0,tend{εs

›

›h0pσq
›

›

L1 ď sup
σPr0,tend{εs

ż

Rd

|k|1
ˇ

ˇBtT
`

Pεpu1,Pεpu1,Pεpu1
˘

pσ, kq
ˇ

ˇ

2 dk ď CCT C
3
u,2,

where again we use Lemma 4.1.2 and Lemma 4.2.1. For the remaining term we estimate

sup
σPr0,tend{εs

›

›h2pσq
›

›

L1 ď C sup
σPr0,tend{εs

ż

Rd

ˇ

ˇB2
t T

`

Pεpu1,Pεpu1,Pεpu1
˘

pσ, kq
ˇ

ˇ

2 dk ď CCT C
3
u,2,

where we use Lemma 4.3.3.
All in all this proves the inequality (4.55). Combining all the results implies (4.51) and completes the

proof of Theorem 4.3.4.

Remark 4.3.5. The natural question is why the accuracy of the SVEA cannot be even better than Opε2q

for the SVEA. The limiting term in the analysis is (4.62), which is of order Op1q. There is no possibilty
to gain a factor ε for this term and we cannot improve the estimate (4.55). Thus, we cannot be better
than

›

›

›

t
ż

0

S3,εpσqT
`

Pεpu1,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď Cε.

Our theoretical considerations are confirmed by the following numerical example.

Numerical experiment

We conclude this section with a numerical experiment to illustrate Theorem 4.3.4. In the follow-
ing we consider the one-dimensional Klein–Gordon system (1.3) with κ “ 1.2, υ “ 0.7, M “ E,
ω “ maxtω1pκq, ω2pκqu, where ωm is the m-th eigenvalue of Lp0, κq, and with initial data ppxq “

ψ11p0q exp
`

´px´ 0.5q2
˘

. We set tend “ 1 and consider 214 equidistant grid points in the interval r´64, 64s
with periodic boundary conditions. The reference solution is computed by the approximation (3.15) with
jmax “ 5. At the moment, it is not clear why this choice is a reasonable reference solution. The justifica-
tion why we can use rup5q as the reference solution in this numerical experiment is given in the following
section in Remark 4.4.1. The code to reproduce the plots in this and the next section is available on
https://www.doi.org/10.5445/IR/1000149721.
Figure 4.1 shows the accuracy of the SVEA compared to the reference solution considered with different
values of ε. We observe that the accuracy improves quadratically in accordance with Theorem 4.3.4. The
solutions of (3.16) with jmax “ 1 and jmax “ 5 are approximated by the Strang splitting method with
N “ 105 time-steps. We remark that the number of time-steps is chosen large enough in comparison to
the choice of ε, which we consider, so that ε2N ą 1 holds. The dashed red line is a reference line for
order two.

https://www.doi.org/10.5445/IR/1000149721
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Figure 4.1: Accuracy of the SVEA for different values of ε in blue. The dashed red line is a reference line
for order two.

Strang splitting. For the Strang splitting method we split the PDE (3.16) with jmax P t1, 5u into the
linear and the nonlinear part. Thus, we have the linear subproblem

Btu
‚
j ptq “ ´Aju‚j ptq with given u‚j p0q, for j P J`, (4.63)

where Aj is defined in (3.36) and the nonlinear subproblem

Btu
‚‚
j “ ε

ÿ

#J“j
T pu‚‚j1

, u‚‚j2
, u‚‚j3

q with given u‚‚j p0q for j P J`. (4.64)

The operator Aj generates a strongly continuous group on W pRdq. Thus, for t ě 0 we obtain a solution
of the linear subproblem via

u‚j ptq “ e´tAju‚j p0q (4.65)

and, hence, (4.63) can be solved exactly in Fourier space. Since we cannot solve the nonlinear subproblem
(4.64) exactly, we approximate the solution with Heun’s method which is a Runge-Kutta method of order
two.
In total we obtain for j P J` an approximation unj « ujptnq recursively, meaning by solving the sub-
problems (4.63) and (4.64) in alternating fashion. In order to calculate un`1

j we first approximate the
solution of (4.64) via Heun’s method with one half time-step τ

2 and initial data unj which yields un`1,´
j .

Next, we compute un`1,`
j by taking a full time-step τ of the exact solution (4.65), where now un`1,´

j is
the initial data. Finally, we approximate the solution of (4.64) via Heun’s method again with one half
time-step and initial data un`1,`

j which yields the approximation un`1
j .

After proving this improved error bound for the SVEA and observing the accuracy numerically, we
discuss an extension for higher accuracies in the last section of this chapter. The natural question that
arises is what happens for higher jmax ą 1?
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4.4 Extension to approximations with higher accuracy

We start this section by considering the same one-dimensional setting for the KG system (1.3) as above
numerically. However, now we set jmax “ 3 in the ansatz (3.15).
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Figure 4.2: Accuracy of rup3q for different values of ε in blue. The dashed red line is a reference line for
order four.

Figure 4.2 shows the accuracy of rup3q compared to the reference solution considered with different
values of ε. The dashed red line is a reference line for order four. As before, we take as a reference solution
rup5q. For justification see Remark 4.4.1 below. The solutions of (3.16) with jmax “ 3 and jmax “ 5 are
approximated by the Strang splitting method with N “ 105 time steps. We observe that the accuracy
improves quartically. Therefore, we conjecture that if we include more coefficients in the ansatz (3.15),
we will also obtain better accuracy for the associated approximation.
Next, we set jmax “ 5 in (3.15) and consider the corresponding coefficients uj for j P J`.
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Figure 4.3: Illustration that the coefficients u3ptq and u5ptq remain small with respect to ε on long time
intervals in red and black. The dashed red line is a reference line for order two, whereas the dashed black
line is a reference line for order four. The coefficient u1ptq and a reference line for order zero is given in
blue and dashed blue, respectively.
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Figure 4.3 illustrates an important property of the coefficients u3ptq and u5ptq for different values of ε
on long time intervals. We observe that the coefficients ujptq for j ą 1 stay small on long time intervals.
We suspect that this behavior of the coefficients is crucial in order to prove error bounds for rupjmaxq with
jmax ą 1. Based on the numerical experiments, the following question arises.

Question. Under which conditions does a constant C ą 0 exist such that

sup
tPr0,t‹{εs

}ujptq}W ď Cε|j|´1, for j P J , (4.66)

and

sup
tPr0,t‹{εs

}uptq ´ rupjmaxqptq}W ď Cεjmax`1 (4.67)

hold?

General procedure. In order to prove (4.66) for jmax ą 1 we define the scaled norm

9y9ε “ 2}Py1}L1 `
2
ε
}PKy1}L1 `

ÿ

jPJ`zt1u

2
εj´1 }yj}L1 (4.68)

for all y “ py1, . . . , yjmaxq with yj P L
1pRd,Cnq. For comparison the definitions (4.68) and (4.12) are

equal for jmax “ 1. As before, we set y´j “ yj . Analogously to Section 4.1, the first goal is to prove
(4.66) or equivalently that there is a constant C such that

sup
tPr0,t‹{εs

9zptq9ε ď C,

for all ε P p0, 1s. To this end, we investigate every term on the right-hand side of

9zptq9ε ď 9zp0q 9ε ` 9
t
ż

0

Btzpσq dσ9ε

ď 9zp0q 9ε `2
ÿ

#J“1

¨

˝ε
›

›

›

t
ż

0

PFεpσ, pu, Jq dσ
›

›

›

L1
`

›

›

›

t
ż

0

PKFεpσ, pu, Jq dσ
›

›

›

L1

˛

‚

` 2
ÿ

jPJ`zt1u

ÿ

#J“j

1
εj´2

›

›

›

t
ż

0

Fεpσ, pu, Jq dσ
›

›

›

L1
.

By definition of Fε we have to estimate terms of the form

›

›

›

t
ż

0

Sj,εpσqT
`

puj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1

for 1 ă j ď jmax. At this point we note that in the proof of the approximation error in Section 4.3 we have
already handled terms of this form, see for example (4.54) and (4.55). However, for the approximation
error we consider those terms with j ą jmax. We express the procedure that we have seen for the case
jmax “ 1 in Section 4.1-4.3 in generalized terms:
The goal is to establish

›

›

›

t
ż

0

Sj,εpσqT
`

puj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1
ď

$

’

&

’

%

C‹ε
j´2 ` pCεj´1

t
ş

0

ś3
i“1 ajipσq dσ for 1 ă j ď jmax,

Cεj´2 for j ą jmax

(4.69)
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for all t P r0, t‹{εs and for every J “ pj1, j2, j3q P J 3 with #J “ j. In contrast to definition (4.16), we
now define

ajptq “

$

&

%

}Pz1ptq}L1 ` ε´1}PKz1ptq}L1 if j “ ˘1,

ε1´|j|}zjptq}L1 if |j| ą 1,
(4.70)

which according to (4.68) means that
ÿ

jPJ
ajptq “ 2

ÿ

jPJ`

ajptq “ 9zptq 9ε .

In order to show (4.69), we distinguish two cases, which have to be treated separately.

Case 1: |J |1 ą j. In this case we have |J |1 ě j`2 because |J |1 is odd. Lemma 3.7.1 and the fact that

ε|J|1´3
3
ź

i“1
ε1´|ji| “ ε0 “ 1

yields

›

›

›

t
ż

0

Sj,εpσqT
`

puj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1
ď CT

t
ż

0

3
ź

i“1
}zjipσq}L1 dσ “ CT ε

|J|1´3
t
ż

0

3
ź

i“1

´

ε1´|ji|}zjipσq}L1

¯

dσ

ď CT ε
j´1

t
ż

0

3
ź

i“1
ajipσq dσ,

because ε|J|1´3 ď εj´1 and ε1´|ji|}zjipσq}L1 ď ajipσq by definition (4.70). This yields an estimate of the
form (4.69) with C‹ “ 0 and pC “ CT .

Case 2: |J |1 “ j. In this situation, the simple argument from Case 1 is not enough to prove the desired
bound, because now ε|J|1´3 “ εj´3. As an example, this case appears for j “ 3 only if J “ p1, 1, 1q.
As in the proofs of Section 4.1-4.3 we treat the coefficent pu1 in a special way. If one of the coefficients
puji in the nonlinearity has an index ji “ 1, we split this term into pu1 “ Pεpu1 ` PKε pu1.
This decomposition helps us because all terms where PKε pu1 appears in at least two of the three arguments
can be estimated as in Case 1, but now with ε´1}PKz˘1pσq}L1 ď a˘1pσq. For the remaining terms we
aim to gain additional factors of ε from the oscillatory behavior of Fεpσ, pu, Jq by means of integration by
parts. These remaining terms, exemplary for j P t3, 5u, are

• for j “ 3: the term on the left-hand side of (4.54) plus its permutations, and (4.55),

• for j “ 5:

›

›

›

t
ż

0

S5,εpσqT
`

pu3,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1
` permutations (4.71)

and
›

›

›

t
ż

0

S5,εpσqT
`

pu3,PKε pu1,Pεpu1
˘

pσq dσ
›

›

›

L1
` permutations. (4.72)
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Using Step 5 in the proof of Theorem 4.3.4 as an example, the idea is to rewrite the integrand by means of
the representations (4.56), (4.57), whereas in the case where ji ‰ 1 we use (3.51) for i “ 1, 2, 3. Together
with Ψ˚j pεkq “

řs
m“1 emψ

˚
jmpεkq this leads to a function Fεpσ, zq given by

Fεpt, zq “
´

Fε,mpt, zq
¯s

m“1
,

Fε,mpt, zqpkq “
ÿ

M

ż

#K“k

exp
´

it
ε∆λjmJM pε, k,Kq

¯

ZJM pt,KqcjmJM pε, k,Kq dK, (4.73)

where we use the notations (3.52), (3.57) and

cjmJM pε, k,Kq “
1

p2πqdψ
˚
jmpεkqT

´

ψJM pεKq
¯

.

In the following we will see that there are restrictions and that, in general, the bound (4.66) is only true
for jmax P t1, 3u, whereas the error bound (4.67) is only true for jmax “ 1.

Restrictions. The crucial term in (4.73) which leads to restrictions is

exp
´

it
ε∆λjmJM pε, k,Kq

¯

, (4.74)

where the definition of ∆λjmJM pε, k,Kq is given by (3.57). We have to assume ∆λjmJM pε, 0, 0q ‰ 0 in
order to apply integration by parts. However, if one eigenvalue of the matrix Lp0, βq is constantly equal
to 0 for all β P Rdzt0u, i.e. ωmpβq “ 0 with m ‰ 1, and there exists an eigenvalue ωm2pβq “ ´ω1pβq with
1 ‰ m2 ‰ m such that ωm2pκq “ ´ω1pκq “ ´ω, then the assumption ∆λjmJM pε, 0, 0q ‰ 0 is not fulfilled
anymore for every j, m, J and M . As an example for the reader we consider the term (4.72). In this case
we have with (3.44) and fixed m “ m1 ‰ 1 with ωmpβq “ 0 and fixed m2 ‰ 1 with ωm2pβq “ ´ω1pβq for
example

∆λ5mJM pε, 0, 0q “ λ5mp0q ´ λ3mp0q ´ λ1m2p0q

“ ´5ω ` ωmp5κq ` 3ω ´ ωmp3κq ` ω ´ ωm2pκq “ ´ω ` ω1pκq “ 0.

There are more of such combinations also for j ą 5. If there are eigenvalues of the matrix Lp0, βq
which are constant in β, there is always the possibility to have resonances. For this example we can-
not apply integration by parts for every j, m, J and M . Thus, if suptPr0,t‹{εs }pu3ptq}L1 ď Cε2 and
suptPr0,t‹{εs }P

K
ε pu1ptq}L1 ď Cε hold, we can only show with the straightforward argument of Case 1

›

›

›

t
ż

0

S5,εpσqT
`

pu3,PKε pu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď Cε2

and not Opε3q as required in (4.69).
In summary, the required non-resonance conditions are a limitation for this technique of proof. For j ą 3,
these are generally no longer satisfied for the Klein–Gordon system with d ą 1 and the Maxwell–Lorentz
system. This can be verified since we know explicitly the eigenvalues of the matrix Lp0, κq for the Klein–
Gordon and the Maxwell–Lorentz system, see Example 3.2.3 and 3.2.4. Hence, in general the bound
(4.66) is only true for jmax P t1, 3u and (4.67) is only true for jmax “ 1, because for jmax “ 3 we would
need for the error approximation

›

›

›

t
ż

0

S5,εpσqT
`

pu3,PKε pu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď Cε3.
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Remark 4.4.1. The Klein–Gordon system with d “ 1 is a special case. Here, these non-resonance
conditions are satisfied, since there is no constant eigenvalue in β P Rzt0u (see Example 3.2.3). Therefore,
we suspect that (4.66) and (4.67) can also be shown for higher jmax. This conjecture is reinforced by the
numerical experiments above, illustrated in Figure 4.2 and 4.3. This is also the reason why we have used
rup5q as the reference solution in all the numerical experiments in this chapter.

Therefore, for d ą 1 we show a weaker error bound for the approximation (3.15) with jmax “ 3 than
(4.67) in the next subsection.

4.4.1 The case jmax “ 3 with d ą 1

The first part of this subsection is based on [4], where we prove the error bound (cf. [4, Theorem 4.2])

sup
tPr0,t‹{εs

}uptq ´ rup3qptq}W ď Cε2.

However, under slightly stronger assumptions we can prove an improved error approximation of the form

sup
tPr0,t‹{εs

}uptq ´ rup3qptq}W ď Cε3. (4.75)

We list the following points, which must be shown one after the other in order to be able to establish a
theorem for the error approximation for (3.15) with jmax “ 3 which fulfills (4.75). The first two points
are adopted from [4].

• In [4, Proposition 3.2] we prove under Assumptions 3.2.1, 4.1.1, 3.2.2, 3.2.6, 3.7.2 and with initial
data p PW 1 that there exists a t‹ P p0, tends and a sufficiently large r ą 0 such that

sup
tPr0,t‹{εs

9zptq9ε,1 ď r for all ε P p0, 1s,

where

9y9ε,1 “ 2}Py1}L1 `
2
ε
}PKy1}L1 `

2
ε
}y3}L1

for all y “ py1, y3q with yj P L1pRd,Cnq. We note that 9 ¨9ε,1 denotes a weaker scaled norm which
at first implies for j “ 3 only the weaker bound

sup
tPr0,t‹{εs

}pu3ptq}L1 ď Cε.

• In [4, Proposition 3.6] we show under the same assumptions but with initial data p PW 2 that there
is a constant C which does not depend on ε such that

sup
tPr0,t‹{εs

9Dµzptq9ε,1 ď C for all ε P p0, 1s.

The following parts are not included in [4].

• Under the same assumptions as in [4, Proposition 3.6] and Assumption 4.3.1 we can proceed as in
the proof of Theorem 4.3.4 Steps 4-7 to prove that there exists a t‹ P p0, tends and a sufficiently large
r ą 0 such that

sup
tPr0,t‹{εs

9zptq9ε ď r for all ε P p0, 1s.
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By definition (4.68) this boundedness implies the refined bounds

sup
tPr0,t‹{εs

}PKε pu1ptq}L1 ď Cε and sup
tPr0,t‹{εs

}pu3ptq}L1 ď Cε2. (4.76)

We omit the detailed steps, as these are very similar to [4, Proof of Proposition 3.6] combined with
the techniques of the Steps 4-7 of Theorem 4.3.4.

• In order to prove the approximation error (4.75) we need the refined bounds (4.76) in a stronger
norm, meaning

sup
tPr0,t‹{εs

}DµPKε pu1ptq}L1 ď Cε and sup
tPr0,t‹{εs

}Dµpu3ptq}L1 ď Cε2. (4.77)

To show (4.77), it is sufficient to prove

sup
tPr0,t‹{εs

9Dµzptq9ε ď C for all ε P p0, 1s

under the additional assumption p P W 3. To this end, we need a similar lemma as Lemma 4.3.3
which ensures that there exists a constant C such that

sup
tPr0,tend{εs

}DµB
2
tPεpu1ptq}L1 ď C.

• Next, we investigate for the error bound the terms (4.71) and (4.72). Since, we already know that
we cannot apply integration by parts to (4.72), we obtain by means of the refined bounds (4.76)

›

›

›

t
ż

0

S5,εpσqT
`

pu3,PKε pu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď CT

t‹
ε sup
tPr0,t‹{εs

`

}pu3ptq}L1 }PKε pu1ptq}L1 }Pεpu1ptq}L1
˘

ď Cε2. (4.78)

In order to bound the terms in (4.71) we need an additional non-resonance assumption which can
be verified with the same reasoning as in Remark 4.3.2.

Assumption 4.4.2. The matrices L5p0q “ Lp5ω, 5κq and L3p0q “ Lp3ω, 3κq have no common
eigenvalues, i.e. λ5mp0q ‰ λ3m1p0q for all m,m1 “ 1, . . . , s.

Now the preliminary work with all the important requirements and estimates is done and we state
the following theorem:

Theorem 4.4.3. Let p PW 3 and let u be the solution of (1.4). Let u “ pu1, u3q with
uj P C

2pr0, tend{εs,W
1qXC1pr0, tend{εs,W

2qXCpr0, tend{εs,W
3q be the classical solution of (3.16), and let

rup3q be the approximation defined in (3.15) with jmax “ 3. Under Assumptions 3.2.1, 4.1.1, 3.2.2, 3.2.6,
3.7.2, 4.3.1 and 4.4.2, there is a constant such that

sup
tPr0,t‹{εs

}uptq ´ rup3qptq}W ď Cε3,

sup
tPr0,t‹{εs

}uptq ´ rup3qptq}L8 ď Cε3.



76 Chapter 4. An improved error bound for the SVEA

Proof. The proof is similar to [4, Proof of Theorem 4.2]. Step 1 to Step 4 can be adopted with the slightly
difference that the goal is to show

ÿ

|j|Pt5,7,9u

ÿ

#J“j

›

›

›

t
ż

0

Sj,εpσqT
`

puj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1
ď Cε2

with a constant C which does not depend on ε, whereas in [4] we have on the right-hand side ε. Analogous
to [4], in Step 4 we make a distinction between the possible combinations of multi-indices J in two cases.
At the beginning of Section 4.4 we already outline the cases |J |1 ą j and |J |1 “ j, which can be directly
transferred to the setting j “ 5. Additionally, by means of the refined bounds (4.76) we already showed
(4.78). The main difficulty is to prove that

›

›

›

t
ż

0

S5,εpσqT
`

pu3,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1
ď Cε2. (4.79)

At this point we note that formally the order of the integrand is O
`

ε2˘. At first we might think we
only have to apply integration by parts once, which provides an additional factor ε, to show (4.71), but
unfortunately this is not correct. This becomes clearer after adopting Step 5 of the proof for (4.71) and
integrating by parts. For J “ p3, 1, 1q, M “ pm1, 1, 1q and fixed m, m1, k and K in (4.73) we set

∆λpεq “ ∆λ5mJM pε, k,Kq,

Zpσq “ ZJM pσ,Kq “ z3,m1pσ, k
p1qqz1,1pσ, k

p2qqz1,1pσ, k
p3qq,

Y pσq “ exp
´

iσ
ε

“

∆λpεq ´∆λp0q
‰

¯

Zpσq. (4.80)

As mentioned in Section 3.7 the idea is to expand the highly oscillatory term (4.74) in a suitable way.
By Assumption 4.4.2, (4.80) and integration by parts we obtain

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λpεq

¯

Zpσq dσ
ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λp0q

¯

Y pσq dσ
ˇ

ˇ

ˇ

ď
ε

|∆λp0q|

ˇ

ˇ

ˇ

”

exp
´

iσ
ε ∆λp0q

¯

Y pσq
ıt

σ“0

ˇ

ˇ

ˇ
`

ε

|∆λp0q|

ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λp0q

¯

BtY pσq dσ
ˇ

ˇ

ˇ

ď Cε
´

|Zptq| ` |Zp0q|
¯

` Cε
ˇ

ˇ

ˇ

t
ż

0

“

∆λpεq ´∆λp0q
‰

ε
exp

´

iσ
ε ∆λp0q

¯

Y pσq dσ
ˇ

ˇ

ˇ

` Cε
ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λpεq

¯

BtZpσq dσ
ˇ

ˇ

ˇ
.

(4.81)

For t P r0, t‹{εs and Zmptq “ Zptq, we estimate
s
ÿ

m“1

ż

Rd

ż

#K“k

|Zmpt,Kq| dK dk ď
?
s

ż

Rd

ż

#K“k

ˇ

ˇ

pu3
`

t, kp1q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp2q
˘
ˇ

ˇ

2

ˇ

ˇ

pu1
`

t, kp3q
˘
ˇ

ˇ

2 dK dk

“
?
s}u3ptq

›

›

W
}u1ptq}

2
W ď Cε2

by means of the refined bound (4.76) for pu3. Furthermore, with

ˇ

ˇ

ˇ

t
ż

0

“

∆λpεq ´∆λp0q
‰

ε
exp

´

iσ
ε ∆λp0q

¯

Y pσq dσ
ˇ

ˇ

ˇ
ď C

3
ÿ

i“1

t
ż

0

|k|1
ˇ

ˇZpσq
ˇ

ˇ dσ ď Ct‹

3
ÿ

i“1
sup
σPr0,ts

`

ε´1|k|1
ˇ

ˇZpσq
ˇ

ˇ

˘

,
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and the refined bound (4.76) for pu3 we obtain

3
ÿ

i“1

s
ÿ

m“1

ż

Rd

ż

#K“k

|kpiq|1

t
ż

0

|Zmpσ,Kq| dσ dK dk ď C

t
ż

0

}u3pσq
›

›

W 1 }u1pσq}
2
W 1 dσ

ď C
t‹
ε

sup
tPr0,t‹{εs

`

}u3ptq
›

›

W 1 }u1ptq}
2
W 1

˘

ď Cε.

For the last term of (4.81) we distinguish two cases. With the product rule we have

BtZmpt,Kq “ Btz3mpt, k
p1qqz11pt, k

p2qqz11pt, k
p3qq

` z3mpt, k
p1qq

´

Btz11pt, k
p2qqz11pt, k

p3qq ` z11pt, k
p2qqBtz11pt, k

p3qq
¯

.

Firstly, the refined bound (4.76) for pu3 combined with (4.40) yields

s
ÿ

m“1

ż

Rd

ż

#K“k

t
ż

0

ˇ

ˇ

ˇ
z3mpσ, k

p1qq
´

Btz11pσ, k
p2qqz11pσ, k

p3qq ` z11pσ, k
p2qqBtz11pσ, k

p3qq
¯
ˇ

ˇ

ˇ
dσ dK dk

ď 2
?
s

t
ż

0

}z3pσq
›

›

L1 }z1pσq}L1 }Btz1pσq}L1 dσ ď C
t‹
ε

sup
tPr0,t‹{εs

`

}z3ptq
›

›

L1 }z1ptq}L1 }Btz1ptq}L1
˘

ď Cε2.

Next, since (4.40) holds also for j “ 3, we aim to gain again an additional factor ε by integration by
parts. However, first we insert the evolution equation (3.53) combined with (3.54) for Btz3m1 . This yields

ε
ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λpεq

¯

Btz3m1pσ, k
p1qqz11pσ, k

p2qqz11pσ, k
p3qq dσ

ˇ

ˇ

ˇ

“ ε2
ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆λpεq

¯

ÿ

#J1“3
exp

´

iσ
ε λ3m1pεk

p1q
¯

ψ˚3m1
pεkp1qq

ˆ T
`

puj11 , puj12 , puj13

˘

pσ, kp1qqz11pσ, k
p2qqz11pσ, k

p3qq dσ
ˇ

ˇ

ˇ

“ ε2
ˇ

ˇ

ˇ

t
ż

0

exp
´

iσ
ε ∆rλpεq

¯

ψ˚3m1
pεkp1qqT

`

Pεpu1,Pεpu1,Pεpu1
˘

pσ, kp1qqz11pσ, k
p2qqz11pσ, k

p3qq dσ
ˇ

ˇ

ˇ
(4.82)

`O
`

ε2˘ ,

where

∆rλpεq “ λ5mpεkq ´ λ11pεk
p2qq ´ λ11pεk

p3qq.

In order to apply again integration by parts, it is sufficient to assume λ5mp0q ‰ 0 for all m “ 1, . . . , s.
Fortunately, this condition is satisfied because of Assumption 3.2.6. Applying integration by parts to
(4.82) and estimating every single term similarly to [4, Proof of Theorem 4.2, Step 7] yields (4.79) and
completes the proof.
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4.4.2 The case jmax ą 3 with d ą 1

Based on the insights of Subsection 4.4.1, we conjecture that under slightly higher regularity assumptions
and under additional non-resonance assumptions there exists a constant C ą 0 such that

sup
tPr0,t‹{εs

}ujptq}W ď Cεp|j|`1q{2, for j P J zt˘1u, (4.83)

and

sup
tPr0,t‹{εs

}uptq ´ rupjmaxqptq}W ď Cεpjmax`3q{2, for jmax ą 3, (4.84)

hold. For jmax “ 3, the error bound (4.84) coincides with Theorem 4.4.3. We emphasize that we do not
present a rigorous proof of the estimates (4.83) and (4.84) in this subsection. Rather, we only outline the
main steps and ideas required to do so.
The general procedure in this subsection is similar to the procedure at the beginning of Section 4.4,
except that the scaling changes.

General procedure. In order to prove (4.83) for jmax ą 3 and d ą 1 we define the scaled norm

9y9ε “ 2}Py1}L1 `
2
ε
}PKy1}L1 `

ÿ

jPJ`zt1u

2
εpj`1q{2 }yj}L1 (4.85)

for all y “ py1, . . . , yjmaxq with yj P L
1pRd,Cnq. In comparison to the definition (4.68) the scaling for

j ą 3 is different. As before, we set y´j “ yj and the first goal is to prove (4.83) or equivalently that
there is a constant C such that

sup
tPr0,t‹{εs

9zptq9ε ď C,

for all ε P p0, 1s. To this end, we investigate every term on the right-hand side of

9zptq9ε ď 9zp0q 9ε `2
ÿ

#J“1

¨

˝ε
›

›

›

t
ż

0

PFεpσ, pu, Jq dσ
›

›

›

L1
`

›

›

›

t
ż

0

PKFεpσ, pu, Jq dσ
›

›

›

L1

˛

‚

` 2
ÿ

jPJ`zt1u

ÿ

#J“j

1
εpj´1q{2

›

›

›

t
ż

0

Fεpσ, pu, Jq dσ
›

›

›

L1
.

In contrast to (4.69), the goal is to establish

›

›

›

t
ż

0

Sj,εpσqT
`

puj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1
ď

$

’

&

’

%

C‹ε
pj´1q{2 ` pCεpj`1q{2

t
ş

0

ś3
i“1 ajipσq dσ for 1 ă j ď jmax,

Cεpj´1q{2 for j ą jmax

(4.86)

for all t P r0, t‹{εs and for every J “ pj1, j2, j3q P J 3 with #J “ j, and in comparison to definition (4.70),
we now define

ajptq “

$

&

%

}Pz1ptq}L1 ` ε´1}PKz1ptq}L1 if j “ ˘1,

ε´p1`|j|q{2}zjptq}L1 if |j| ě 3.
(4.87)

As before, we distinguish two cases to show (4.86). However, the procedure in both cases is a little
different than before because of the different scaling.



4.4. Extension to approximations with higher accuracy 79

Case 1: |J |1 ą j. In this case we have |J |1 ě j`2 because |J |1 is odd. Lemma 3.7.1 and the fact that

εp|J|1`3q{2
3
ź

i“1
ε´p1`|ji|q{2 “ ε0 “ 1

yields

›

›

›

t
ż

0

Sj,εpσqT
`

puj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1
ď CT

t
ż

0

3
ź

i“1
}zjipσq}L1 dσ

“ CT ε
p|J|1`3q{2

t
ż

0

3
ź

i“1

´

ε´p1`|ji|q{2}zjipσq}L1

¯

dσ

ď CT ε
pj`1q{2ε2

t
ż

0

3
ź

i“1

´

ε´p1`|ji|q{2}zjipσq}L1

¯

dσ

ď CT ε
pj`1q{2

t
ż

0

3
ź

i“1
ajipσq dσ, (4.88)

since εp|J|1`3q{2 ď εpj`5q{2 “ εpj`1q{2ε2. In addition, the estimate (4.88) is valid due to ε1´p1`|ji|q{2 “

εp1´|ji|q{2 and

εp1´|ji|q{2}zjipσq}L1 “ }zjipσq}L1 ď ajipσq for |ji| “ 1,

ε´p1`|ji|q{2}zjipσq}L1 ď ajipσq for |ji| ě 3

by definition (4.87). We remark that in this case at most two components of J can be |ji| “ 1, and we
need one factor ε of εpj`1q{2ε2 to obtain the correct scaling for ε´1}z˘1pσq}L1 . This yields an estimate of
the form (4.86) with C‹ “ 0 and pC “ CT .

Case 2: |J |1 “ j. In this situation, the simple argument from Case 1 is not enough to prove the desired
bound for all possible multi-indices J , because now εp|J|1`3q{2 “ εpj`3q{2 “ εpj`1q{2ε. In comparison to
Case 1, the additional factor ε is only enough to estimate

›

›

›

t
ż

0

Sj,εpσqT
`

puj1 , puj2 , puj3

˘

pσq dσ
›

›

›

L1
ď CT ε

pj`1q{2
t
ż

0

3
ź

i“1
ajipσq dσ,

if at most one component of J is equal to 1. For all multi-indices J with two or three components equal
to 1, we proceed as follows. We note that this case appears for j ě 3 only if J “ pj ´ 2, 1, 1q and for its
permutations.
We treat the coefficent pu1 in a special way and split this term into pu1 “ Pεpu1 ` PKε pu1.
All terms where PKε pu1 appears in at least once of the arguments can be estimated as in Case 1, but now
with ε´1}PKz˘1pσq}L1 ď a˘1pσq. We aim to gain additional factors of ε from the oscillatory behavior of
Fεpσ, pu, Jq by means of integration by parts for the remaining terms, which, exemplary for j P t5, 7u, are

• for j “ 5: the term on the left-hand side of (4.79) plus its permutations,

• for j “ 7:

›

›

›

t
ż

0

S7,εpσqT
`

pu5,Pεpu1,Pεpu1
˘

pσq dσ
›

›

›

L1
` permutations.
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To apply integration by parts, we require the following non-resonance assumption in accordance to As-
sumptions 4.3.1 and 4.4.2.

Assumption 4.4.4. The matrices Lj`2p0q and Ljp0q have no common eigenvalues, i.e. λpj`2qmp0q ‰
λjm1p0q for all m,m1 “ 1, . . . , s and j P J`.

The difficulty which we have already seen in Subsection 4.4.1 is that we cannot show (4.86) for
1 ă j ď jmax directly. The reason is that as soon as we apply integration by parts we obtain by the
Lipschitz continuity factors |ki|1. Hence, we would need the bounds (4.83) in the stronger norm as well.
However, this is not yet given at the beginning and has to be shown first. Similarly to Subsection 4.4.1,
we list the following points, which must be shown one after the other in order to be able to establish
(4.86) for 1 ă j ď jmax, which implies (4.83).

• We start with the weaker scaled norm

9y9ε,1 “ 2}Py1}L1 `
2
ε
}PKy1}L1 `

2
ε

ÿ

jPJ`zt1u
}yj}L1

for all y “ py1, . . . , yjmaxq with yj P L1pRd,Cnq. If we are able to show that there exists a t‹ P p0, tends

and a sufficiently large r ą 0 such that

sup
tPr0,t‹{εs

9zptq9ε,1 ď r for all ε P p0, 1s,

this result implies for j ě 3 only the weaker bound

sup
tPr0,t‹{εs

}pujptq}L1 ď Cε.

• In the next step we show this weaker bounds in the stronger norm as in Proposition 4.2.2.

• With this result of weaker bounds in the stronger norm, we can proceed as in the proof of Theorem
4.3.4 Steps 4-7 to prove that there exists a t‹ P p0, tends and a sufficiently large r ą 0 such that

sup
tPr0,t‹{εs

9zptq9ε,2 “ 2}Pz1ptq}L1 `
2
ε
}PKz1ptq}L1 `

2
ε2

ÿ

jPJ`zt1u
}zjptq}L1 ď r for all ε P p0, 1s.

For j ě 3 this estimate yields

sup
tPr0,t‹{εs

}pujptq}L1 ď Cε2.

• Again this weaker refined bounds can be shown in the stronger norm and so on.

Remark 4.4.5.

(i) With this procedure, we gradually increase the power of ε on the right side of the weaker norms up
to the required scaled norm (4.85). Similarly to the proof of Theorem 4.4.3, to increase the power
in some cases we have to apply integration by parts more than once to gain the required factors
of ε. Hence, we need the refined bounds in even stronger norms. Consequently, this increases the
regularity assumption on the initial data.
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(ii) We note that if we apply integration by parts to an integral term with Btzjimipσq, we first substitute
the evolution equation for Btzjimipσq in order to avoid terms of the form B2

t zjimipσq or higher
derivatives in time for ji ‰ 1. As an example we refer to the proof of Theorem 4.4.3.

Finally, to prove the error bound (4.84) we proceed similarly to the proof of Theorem 4.4.3. The difference
is that we apply the Cases 1 and 2 described above to show (4.86) for j ą jmax.
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CHAPTER 5

Numerical methods

In addition to the analytical study of the exact solution of the system (3.16) with jmax “ 1, we are also
interested in approximations of the exact solution u1 by numerical computations. From a numerical
point of view the advantage of considering the evolution equation of u1 compared to the full system
(1.4) is that in system (3.16) with jmax “ 1 there are no more spatial oscillations caused by ε. However,
the coefficient u1 still oscillates in time which causes difficulties for standard numerical methods. The
overall goal is to achieve an approximation for the semilinear hyperbolic system (1.4) by the analytical
approximation (3.15) with jmax “ 1 in combination with numerical computations. Thus, the error of
the overall approximation consists of two parts. The first approximation is given by the analytical
approximation and, therefore, the first approximation error depends only on the smallness parameter
ε. The second approximation error is made by solving the transformed system (3.53) for j “ 1 with
a numerical time integrator. This error mainly depends on the choice of the step-size τ . In general
the power of τ depends on the numerical time integrator which is used. According to Theorem 4.3.4,
the accuracy of the SVEA is of order Opε2q and, hence, for a method of order p the accuracy is in
O
`

maxtε2, τpu
˘

, if the error constants of both approximations are similar. Consequently, for τ ă ε
2
p the

accuracy is limited by the analytical approximation. This has the following implications for the choice
of step-sizes of the numerical method. For a first-order method, it is reasonable to use step-sizes in the
regime ε2 ď τ , whereas for a second-order method, it is only useful to choose step-sizes with ε ď τ . Of
course we can use step-sizes smaller than the restriction, although, computing a numerical approximation
finer than O

`

ε2˘ gives no advantage because we are limited by the analytical approximation error. The
chapter is structured as follows.
After transforming the general system (3.16) in Section 5.1, we will first construct a one-step method
and prove that this method converges with order 1 uniformly in ε. First-order methods as the one-step
method in Section 5.2 are certainly not satisfactory to approximate solutions. However, studying this
method permits valuable insight for the construction and the analysis of more elaborate methods.
After the investigation of the one-step method, we aim to construct a method with higher accuracy.



84 Chapter 5. Numerical methods

Instead of investigating a one-step method of order two, we extend our approach and consider a two-step
method. We provide the rationale in Subsection 5.2.3. The goal is to prove that the two-step method has
a higher accuracy. The majority of this chapter is devoted to error analysis. For this purpose we have
to rewrite the two-step method into an equivalent one-step method as a first step in order to be able to
apply the typical strategy that stability combined with the local error bound leads to the global error
bound. Section 5.3 contains two different global error estimates. These are dependent on the associated
assumptions we make. Additional assumptions improve the error estimate of the local error. Here, the
bounds of the coefficients (shown in Chapter 4) and the associated assumptions play a major role again.
They are crucial to improve the error estimates. It is important to emphasize that the bound of the
coefficients alone is not sufficient to improve the error estimate. However, similar ideas and techniques
are used as in Chapter 4.
Since the constructed numerical methods are costly due to the fact that each time-step requires the
computation of nested multiple sums, we end this chapter by reducing the computational workload in a
suitable way. We start this chapter by transforming the system (1.4).

5.1 Transformation of the system

5.1.1 Co-moving coordinate system and rescaling of time

We know that the solution of the system (1.4) propagates in time. Consequently, the computational
domain in space has to be large enough such that the solution does not leave this domain. In order to
avoid a large finite space domain we introduce a time dependent shift in the spatial coordinate to go into
a co-moving coordinate system. In Remark 4.1.3 we interpret the non-oscillatory part of pu1 as the main
part of the solution. This main part travels with the group velocity cg “ cgpκq, cf. (3.5). If we define
t1 “ εt, the time dependent spatial shift x1 “ x´ tcg and the new variable

vpt1, x1q :“ u
ˆ

t1

ε
, x1 `

t1

ε
cg

˙

, equivalently vpεt, x´ tcgq “ upt, xq,

then we obtain via the chain rule

Btupt, xq “ Btvpt1, x1q “ εBt1vpt1, x1q ´ cg ¨∇x1vpt1, x1q,

ApBxqupt, xq “ ApBx1qvpt1, x1q.

Thus, the change of variables turns the original problem (1.4) into

Bt1v`
1
ε
BpBx1qv`

1
ε2Ev “ T pv,v,vq, x1 P Rd, t1 P p0, tends, (5.1)

where we define

BpBx1q “
d
ÿ

µ“1
Bµ

B

Bx1µ
, Bµ “ Aµ ´ pcgqµI. (5.2)
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Next, we set vjpt1, x1q “ ujpt, xq such that the change of variables turns the left-hand side of the system
of PDEs (3.16) into

Btujpt, xq `
i
ε
Lpjω, jκqujpt, xq `ApBxqujpt, xq

“ εBt1vjpt
1, x1q ´ cg ¨∇x1vjpt1, x1q `

i
ε
Lpjω, jκqvjpt1, x1q `ApBx1qvjpt1, x1q

“ εBt1vjpt
1, x1q `

i
ε
Lpjω, jκqvjpt1, x1q `BpBx1qvjpt1, x1q.

Remark 5.1.1. For the sake of simplicity we omit in the following the prime and write again t and x
instead of t1 and x1, respectively. We explicitly note that the variables t and x in the rest of the chapter
are different variables than in the previous chapters.

With the abbreviations vJ “ pvj1 , vj2 , vj3q and BpBq “ BpBxq we obtain the system

Btvj `
i
ε2Lpjω, jκqvj `

1
ε
BpBqvj “

ÿ

#J“j
T pvJq, j P J`, t P p0, tends, x P Rd. (5.3)

The sum on the right-hand side is taken over the set (3.17). Analogously to (3.16), the PDE (5.3) is
compatible with the condition that v´j “ vj . In the new variables the approximation defined in (3.15)
reads

vpt, xq «
ÿ

jPJ
eijκ¨x{εeijpκ¨cg´ωqt{ε2

vjpt, xq, v´j “ vj . (5.4)

In principle, splitting methods could be used as numerical integrators for solving the system (5.3).
However, numerical experiments illustrate that these methods are not suitable for highly-oscillatory
problems because of step-size restrictions, which will be seen in Section 5.6. Furthermore, we do not
directly apply exponential integrators to the system (5.3). The reason is that the techniques in the
error analysis always use Taylor expansion of the exact solution. However, those Taylor expansions are
no longer applicable since higher-order time derivatives of vj will have large norms because of the factor
i
ε2Lpjω, jκq. Therefore, we transform the system (5.3) similarly to Chapter 3 and construct new methods.

5.1.2 Evolution equations on Td

In order to do numerical simulations we have to truncate the full space Rd. Therefore, we replace for
simplicity Rd by Td in (5.3), where T “ R{2πZ means r´π, πs with periodic boundary conditions. Of
course, periodic boundary conditions are a simplification, however, we will ignore this for the time being.
First, we derive the evolution equations on the torus and then we end this subsection with an estimate
important for the later analysis.

For the rest of the chapter we use the same letter vj as in (5.3) but now for the variable on the torus.
Formally the solutions vj , after transformation in space and time, of the system

Btvj `
i
ε2Lpjω, jκqvj `

1
ε
BpBqvj “

ÿ

#J“j
T pvJq, x P Td, t P p0, tends (5.5)

can be represented by the semidiscrete Fourier transform

vjpt, xq “
ÿ

kPZd
pvjpt, kqe

ik¨x (5.6)
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with Fourier coefficients

pvjpt, kq “ p2πq´d
ż

Td
vjpt, xqe

´ik¨x dx, k P Zd. (5.7)

If v is sufficiently smooth, then the derivatives in space for µ P t1, . . . , du are given by

Brxµvpt, xq “
ÿ

kPZd
pikµqr pvjpt, kqeik¨x

such that space derivatives correspond to multiplications of the Fourier coefficients. Differentiating (5.6)
formally gives

Btvjpt, xq “
ÿ

kPZd
Btpvjpt, kqe

ik¨x (5.8)

and

BpBqvjpt, xq “
ÿ

kPZd

˜

d
ÿ

µ“1
Bµpikµq

¸

pvjpt, kqe
ik¨x “

ÿ

kPZd
iBpkqpvjpt, kqeik¨x. (5.9)

Therefore, we obtain by inserting (5.8) and (5.9) into the left-hand side of the system (5.5)

Btvj `
i
ε2Lpjω, jκqvj `

1
ε
BpBqvj “

ÿ

rkPZd

ˆ

Btpvjpt,rkq `
i
ε2Lpjω, jκqpvjpt,rkq `

i
ε
Bprkqpvjpt,rkq

˙

eirk¨x.

Since for m P Zd

p2πq´d
ż

Td
eipm´kq¨x dx “

$

&

%

1, if m “ k,

0, else,
(5.10)

applying the Fourier transform gives

F
´

Btvj `
i
ε2Lpjω, jκqvj `

1
ε
BpBqvj

¯

pkq

“
ÿ

rkPZd
p2πq´d

ż

Td
eiprk´kq¨x dx

ˆ

Btpvjpt,rkq `
i
ε2Lpjω, jκqpvjpt,rkq `

i
ε
Bprkqpvjpt,rkq

˙

“ Btpvjpt, kq `
i
ε2

rLjpεkqpvjpt, kq

with the shorthand notation

rLjpθq :“ ´jωI ´ cg ¨ θ `Apjκ` θq ´ iE. (5.11)

We note here the difference to the definition of Lj in Section 3.5, cf. (3.22). Because of the co-moving
coordinate system we obtain the additional term ´cg ¨ θ. We emphasize that by Remark 3.2.5 the
smoothness property from Assumption 3.2.2 also holds for the matrix rLjpθq with θ P Rdzt0u.
Next, we derive the Fourier transform of the nonlinearity T , where in comparison to Section 3.5 we have
the notation K “

`

kp1q, kp2q, kp3q
˘

P Zd ˆ Zd ˆ Zd, #K “ kp1q ` kp2q ` kp3q P Zd and sums instead of
integrals. The trilinear nonlinearity of (5.5) for functions (5.6) is given by

T pvj1 , vj2 , vj3qpxq “
ÿ

kp1qPZd

ÿ

kp2qPZd

ÿ

kp3qPZd
eipkp1q`kp2q`kp3qq¨x T ppvj1pk

p1qq, pvj2pk
p2qq, pvj3pk

p3qqq

“
ÿ

#KPZd

ÿ

kp1q`kp2q`kp3q“#K

ei#K¨x T ppvj1pk
p1qq, pvj2pk

p2qq, pvj3pk
p3qqq.
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With (5.10) we obtain

F
´

T pvj1 , vj2 , vj3q

¯

pkq “ p2πq´d
ÿ

kp1qPZd

ÿ

kp2qPZd

ÿ

kp3qPZd

ż

Td
eip#K´kq¨x dxT ppvj1pk

p1qq, pvj2pk
p2qq, pvj3pk

p3qqq

“
ÿ

#K“k
T ppvj1pk

p1qq, pvj2pk
p2qq, pvj3pk

p3qqq

“: T ppvj1 , pvj2 , pvj3q pkq. (5.12)

Thus, we have for every j P J` a system with infinitely many ODEs

Btpvjpt, kq `
i
ε2

rLjpεkqpvjpt, kq “
ÿ

#J“j
T
`

pvj1 , pvj2 , pvj3

˘

pt, kq, j P J`, t P p0, tends, k P Zd (5.13)

by equating coefficients for fixed k. We note that the convention v´j “ vj implies that

pv´jpt, kq “ pvjpt,´kq. (5.14)

Hence, a family of functions vj solves the system (5.5) if and only if their Fourier transforms pvj solve the
system (5.13) with initial data

pp :“ pvp0q “ ppvjp0qqjPJ` .

We end this section with an observation on the eigenvalues of the matrix rL1pεkq. In comparison to
(3.44), now the general structure of the eigenvalues λ1` is

λ1`pθq “ ´ pω ` cgpκq ¨ θq ` ω` pκ` θq .

We already know that because of the dispersion relation (3.4) and Assumption 4.1.1 the eigenvalue
λ˘11 is a special case. The enumeration is chosen in such a way that ω “ ω1pκq and

λ11p0q “ ´ω ` ω1pκq “ 0 “ ω ´ ω1pκq “ λ´11p0q.

Furthermore, the co-moving coordinate system results in the feature ∇λ˘11p0q “ 0. The fact that λ˘11p0q
and ∇λ˘11p0q are zero will be used in a Taylor expansion. For this purpose, we calculate the gradient of
the eigenvalues λ˘11 with respect to θ. With ϑ :“ κ` θ P Rd it follows that

Bθµλ11pθq “ ´tcgpκquµ ` Bϑµω1 pκ` θq
Bϑµ
Bθµ

loomoon

“1

,

Bθµλ´11pθq “ ´tcgpκquµ ´ Bϑµω1 pκ´ θq
Bϑµ
Bθµ

loomoon

“´1

“ ´tcgpκquµ ` Bϑµω1 pκ´ θq ,

where tcgpκquµ denotes the µ-th entry of the vector cgpκq. Thus, we obtain

∇λ˘11pθq “ ´cgpκq `∇ω1 pκ˘ θq .

Furthermore, by definition (3.5) we have cgpκq “ ∇ωpκq “ ∇ω1pκq and, thus, for θ “ 0

∇λ11p0q “ ´cgpκq `∇ω1 pκq “ 0 “ ∇λ´11p0q.
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Moreover, the second derivative yields

BθµBθνλ˘11pθq “ ˘BϑµBϑνω1 pκ˘ θq

and we obtain

∇2λ˘11pθq “ ˘∇2ω1 pκ˘ θq .

One of the techniques which we use later on is a formal Taylor expansion for the eigenvalue λ˘11pεkq for
εk P Rd and, for this reason we write

λ˘11pεkq “ λ˘11p0q ` εkT∇λ˘11p0q ` ε2
ż 1

0
p1´ ϑqkT∇2λ˘11pϑεkqk dϑ.

Thus, with λ˘11p0q “ 0 and ∇λ˘11p0q “ 0 we conclude

λ˘11pεkq “ ε2
ż 1

0
p1´ ϑqkT∇2λ˘11pϑεkqk dϑ. (5.15)

With the Assumptions 3.2.2 and 3.7.2 we obtain for all εk P Rd

ÿ

kPZd

1
ε2 |λ˘11pεkq| ď C

ÿ

kPZd
|k|21. (5.16)

Proof of (5.16). We note that because of Assumption 3.2.2, in general the derivatives of λ˘11 are not
bounded near the vector ¯κ. Hence, we decompose

ÿ

kPZd

1
ε2 |λ˘11pεkq| “

ÿ

kPZd
|k|1ă

|κ|1
2ε

1
ε2 |λ˘11pεkq| `

ÿ

kPZd
|k|1ě

|κ|1
2ε

1
ε2 |λ˘11pεkq|.

For the first term we now use Taylor expansion and obtain with (5.15)

ÿ

kPZd
|k|1ă

|κ|1
2ε

1
ε2 |λ˘11pεkq| “

ÿ

kPZd
|k|1ă

|κ|1
2ε

ˇ

ˇ

ˇ

ˇ

ż 1

0
p1´ ϑqkT∇2λ˘11pϑεkqk dϑ

ˇ

ˇ

ˇ

ˇ

ď
ÿ

kPZd
|k|1ă

|κ|1
2ε

sup
ϑPp0,1q

ˇ

ˇ∇2ω1pκ˘ ϑεkq
ˇ

ˇ

2 |k|
2
1

ď C
ÿ

kPZd
|k|1ă

|κ|1
2ε

|k|21 ď C
ÿ

kPZd
|k|21.

For the second term it follows with 1 ď 2ε|k|1
|κ|1

, λ˘11p0q “ 0 and Assumption 3.7.2 that

ÿ

kPZd
|k|1ě

|κ|1
2ε

1
ε2 |λ˘11pεkq| “

ÿ

kPZd
|k|1ě

|κ|1
2ε

1
ε2 |λ˘11pεkq ´ λ˘11p0q| ď C

ÿ

kPZd
|k|1ě

|κ|1
2ε

1
ε
|k|1 ď

2
|κ|1

C
ÿ

kPZd
|k|1ě

|κ|1
2ε

|k|21

ď C
ÿ

kPZd
|k|21.

Combining the two estimates yield (5.16).
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5.1.3 Transformation to smoother variables on Td

Since the matrix (5.11) is Hermitian, a similar eigendecomposition as (3.41) exists where now Ψjpθq

denotes a unitary matrix and Λjpθq is a real diagonal matrix containing the eigenvalues of rLjpθq. As in
Chapter 3 the eigenvectors ψjmpθq are orthonormal and the enumeration is chosen in such a way that
λ11p0q “ 0. We emphasize that we use the same letter z for the transformed variable as in Section 3.7,
however the definition is different. The variables zj : Rˆ Zd Ñ Cs are obtained by the transformation

zjpt, kq “ rSj,εpt, kqpvjpt, kq,

where we define for every ε ą 0, t ě 0 and k P Zd the matrix

rSj,εpt, kq “ exp
` it
ε2 Λjpεkq

˘

Ψ˚j pεkq. (5.17)

We note the difference to Chapter 3, where we have it
ε instead of it

ε2 in (3.45). In accordance with (3.45)
the matrix rSj,εpt, kq P Csˆs is unitary for every t P R and k P Zd. Next, we derive equations of motion
for the transformed variables. Analogously to Section 3.7 the dominating term vanishes and we obtain

Btzjpt, kq “
ÿ

#J“j
Fεpt, z, Jqpkq, j P J`, t P p0, tends, k P Zd, (5.18)

where

Fεpt, z, Jqpkq “ rSj,εpt, kqT
´

rS˚j1,εzj1 ,
rS˚j2,εzj2 ,

rS˚j3,εzj3

¯

pt, kq (5.19)

“ rSj,εpt, kqT ppvj1 , pvj2 , pvj3q pt, kq. (5.20)

As we will see later, we need both notations (5.19) and (5.20), depending on what we are looking at. The
difference to Section 3.7 is that because of the transformation in time the ε in front of the nonlinear part
vanishes. The entries of zj still oscillate with a much smaller amplitude than the entries of pvj , since the
right-hand side of (5.18) is formally Op1q instead of O

`

ε´2˘ in (5.13). This fact is our main motivation
for considering the transformed variables, and it will be very advantageous in our analysis below.

5.1.4 Analytical setting on Td

So far, we have performed several transformations to obtain the system (5.18). With regard to the anal-
ysis of the system (5.18) and to the investigation of the error behavior of the numerical methods, which
we introduce in this thesis, we establish a suitable analytic setting in this section.
In Section 5.1.2, we truncated the full space Rd and replaced for simplicity Rd by Td. Hence, we adapt
the Wiener algebra introduced in Section 3.4.

LetW
`

Td
˘

denote the Wiener algebra on Td, which is defined as the set of all functions whose Fourier
series converge absolutely, i.e.

f PW
`

Td
˘

ô pf P `1pZdq ô
ÿ

kPZd
| pfpkq| ă 8

with norm

}f}W pTdq “ } pf}`1pZdq “
ÿ

kPZd
| pfpkq|,
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where the k-th Fourier coefficient of f is given by (5.7). Then, for r P N and with the definitions (2.7)
and (2.8), we define the spaces

W rpTdq “
 

f PW pTdq : Bαf PW pTdq for all α P Nd0, |α|1 ď r
(

,

}f}W r “
ÿ

|α|1ďr

}Bαf}W pTdq “
ÿ

|α|1ďr

}Dα
pf}`1

with

Bαfpxq “
ÿ

kPZd
pik1q

α1 ¨ ¨ ¨ pikdqαd pfpkqeik¨x “
ÿ

kPZd
i|α|1kα pfpkqeik¨x “

ÿ

kPZd
Dα

pfpkqeik¨x,

such that f is in W rpTdq if and only if for all |α|1 ď r
´

pik1q
α1 ¨ ¨ ¨ pikdqαd pfpkq

¯

kPZd
P `1

`

Zd
˘

.

Furthermore, we define the norm

} pf}`1
r

:“
ÿ

|α|1ďr

}Dα
pf}`1

and the corresponding Banach space

`1r :“
 

zj P Cs : }zj}`1
r
ă 8

(

.

In the following we write for simplicity } ¨ }W instead of } ¨ }W pTdq. However, the same properties as for
the Wiener algebra on the full space hold (cf. [7]). This means: the space

`

W rpTdq, } ¨ }W
˘

is a Banach
algebra and the Wiener algebra W pTdq is continuously embedded in L8

`

Td
˘

.
Since we consider vectors of length s, we introduce vector-valued versions of the function spaces.

Therefore, we replace in the definitions W rpTdq by W rpTdqs for r P N0 and `1
`

Zd
˘

by `1
`

Zd
˘s. The

corresponding norm is now given by

} pf}`1pZdqs :“
›

›| pf |2
›

›

`1pZdq “
ÿ

kPZd
| pfpkq|2, pf P `1

`

Zd
˘s
,

where | ¨ |2 describes the Euclidean vector norm.

Remark 5.1.2.

(i) For simplicity we write throughout the sections W pTdq or W instead of W pTdqs and `1 instead of
`1
`

Zd
˘s. Nevertheless, the quantities of the spaces are still Cs-valued.

(ii) We have for the initial data

zp0q P `1r ô pp P `1r.

5.1.5 Preliminary considerations

Until the end of Chapter 5 we set jmax “ 1. We will derive error bounds for different step-sizes for a
one-step and a two-step method as an integrator of our system

Btz1pkq “
ÿ

#J“1
Fεpt, z, Jqpkq, t P p0, tends, k P Zd.
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In the case where one component of J “ pj1, j2, j3q is negative we know that z´1pt, kq “ z1pt,´kq. In the
following, we define the abbreviation zpt, kq “ z1pt, kq. The initial data is given by

zp0q “ Ψ˚1 pεkqpppkq.

We recall that in Chapter 3 we showed local well-posedness of the coefficients uj in Lemma 3.6.1.
Careful inspections of the proofs in Chapter 3 show that all arguments are still true after a transformation
in space and time and if we replace Rd by Td. Therefore, we assume on the torus:

Assumption 5.1.3. If p P W rpTdq, r “ 1, 2, then there exist a time tend ą 0 independent of ε such that
the system (5.3) with jmax “ 1 has a unique classical solution

v1 P
r
č

i“0
Cipr0, tends,W

r´ipTdqq.

We conclude by continuity that there exist a constant Cr such that

max
tPr0,tends

}v1ptq}W r “ max
tPr0,tends

}pv1ptq}`1
r
“ max
tPr0,tends

}z1ptq}`1
r
ď Cr. (5.21)

The constant Cr for r “ 1, 2, depends only on tend, CT and on }p}W r , but not on ε.

Next, we state the helpful results needed for the error analysis later, without proving them again. In
comparison to Chapter 3 the difference in the proofs is that instead of the L1-norm we now consider the
`1-norm and thus, roughly speaking, we have to replace the integrals in the proofs by sums.

As in Section 5.1.3 let pv1 be the function obtained by applying the inverse transformation rS˚1,ε to z1,
meaning

pv1pt, kq “ rS˚1,εpt, kqz1pt, kq, (5.22)

where pv1 solves the evolution equation

Btpv1pt, kq `
i
ε2L1pεkqpv1pt, kq “

ÿ

#J“1
T ppvj1 , pvj2 , pvj3qpt, kq, t P r0, tends, k P Zd. (5.23)

The inverse transformation (5.22) is equivalent to

pv1pt, kq “
s
ÿ

m“1
exp

`

´ it
ε2λ1mpεkq

˘

z1mpt, kqψ1mpεkq. (5.24)

Moreover, (5.24) together with the definition (5.12) of T yield

T ppvj1 , pvj2 , pvj3q pt, kq “
ÿ

M

ÿ

#K“k
exp

`

´ it
ε2λJM pεKq

˘

ZJM pt,KqT pψJM pεKqq

with summation over all M “ pm1,m2,m3q and the notation (3.52). The difference is that now we have
K “

`

kp1q, kp2q, kp3q
˘

P Zd ˆ Zd ˆ Zd.
We start this section with some helpful (in)equalities.

Equivalences. Since rS˚j,ε is unitary the relation

}pvjptq}`1 “
ÿ

kPZd
|rS˚j,εpt, kqzjpt, kq|2 “

ÿ

kPZd
|zjpt, kq|2 “ }zjptq}`1 (5.25)

is satisfied.
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Estimates. Estimating products of infinite vector-sequences plays an important role in this section. In
these estimates, we frequently employ the Banach algebra structure of `1r.
Since the proofs of the following estimates are analogous to the proofs in Chapter 3, we give only the
results. The minor difference is the norm in which we prove these results, where in comparison to
Chapter 3, we have to replace integrals with sums. The following bounds for the trilinear nonlinearity T
are analogous to Lemma 3.5.1.

Lemma 5.1.4. For f1, f2, f3 PW
rpTdq we have

›

›T p pf1, pf2, pf3q
›

›

`1
r
ď CT

3
ź

i“1
} pfi}`1

r
, (5.26)

where CT is the constant defined in (2.5).
If additionally g1, g2, g3 PW

rpTdq and if }fi}W r , }gi}W r ď C for some C ą 0, it follows that

›

›T p pf1, pf2, pf3q ´ T ppg1, pg2, pg3q
›

›

`1
r
ď CTC

2
3
ÿ

i“1

›

› pfi ´ pgi
›

›

`1
r
. (5.27)

Since rS1,ε is unitary, the definition (5.19) of Fε and (5.26) imply the following lemma, which is
analogous to Lemma 3.7.1.

Lemma 5.1.5. Let be z P `1r and J P J 3, then we obtain for all t ě 0

}Fεpt, z, Jq}`1
r
ď CT

3
ź

i“1
}zjiptq}`1

r
.

With the estimate from Lemma 5.1.5 we conclude the following bound for the time-derivative of zj .

Lemma 5.1.6. Let z be the solution of (5.18) with initial data zp0q P `1r` , r` “ maxt1, ru, r P N0.
Then, we have for all t P r0, tends

}Btzptq}`1
r
ď C, (5.28)

where C depends on CT and Cr` but not on ε.

Proof. We immediately obtain with Lemma 5.1.5 the estimate

}Btzptq}`1
r
“

›

›

›

ÿ

#J“1
Fεpt, z, Jq

›

›

›

`1
r

ď
ÿ

#J“1
}Fεpt, z, Jq}`1

r
ď CT

ÿ

#J“1

3
ź

i“1
}zjiptq}`1

r
.

Thus, with (5.21) the claim follows directly.

Remark 5.1.7. Lemma 5.1.6 shows the advantage in considering the smooth variables z1 instead of pv1.
By Assumption 5.1.3 adapted to the transformed system (5.5) it follows that pv1ptq P `

1
2 and Btpv1ptq P `

1
1

for t P r0, tends under the condition that pp P `12. Under the same condition, however, we even have that
z1ptq and Btz1ptq P `

1
2 for t P r0, tends.

In the following sections we consider two numerical methods. We start with an explicit one-step
method and afterwards we extend the explicit one-step method into an explicit two-step method.



5.2. One-step method 93

5.2 One-step method

In this section, we consider an explicit one-step method as a first integrator of the system (5.18). First,
we explain how we construct the one-step method in Subsection 5.2.1. Then, in Subsection 5.2.2 we state
the results regarding the error bounds of the one-step method. We prove in Theorem 5.2.1 that the one-
step method is a first-order method. As previously mentioned first-order methods are not satisfactory,
however, they often permit valuable insight. At the end of the chapter we illustrate the behavior of the
method by numerical examples in Section 5.6.

5.2.1 Construction of the one-step method

The solution of the equation (5.18) at time tn`1 “ tn ` τ , t0 “ 0, n “ 0, 1, . . . with time-step-size τ is
given by the fundamental theorem of calculus

zptn`1, kq “ zptn, kq `
ÿ

#J“1

ż tn`1

tn

Fεpσ, zpσq, Jqpkqdσ. (5.29)

Since the solution is highly oscillatory in time it is not practicable to use a standard explicit method
where one uses a quadrature formula on the whole integrand. Therefore, the key idea is to retain the
integral in (5.29) over the highly oscillatory phases which are hidden in rS1,εpσq and rS˚ji,εpσq for i “ 1, 2, 3,
cf. (5.19).

Hence, to obtain a first-order method we freeze zpσq in the nonlinearity (5.19) in (5.29) at σ “ tn,
meaning

zptn`1, kq « zptn, kq `
ÿ

#J“1

ż tn`1

tn

rS1,εpσ, kqT
´

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσqzj2ptnq,

rS˚j3,εpσqzj3ptnq
¯

pkqdσ.

This motivates the one-step method

zn`1pkq “ znpkq `
ÿ

#J“1

ż tn`1

tn

Fεpσ, z
n, Jqpkqdσ. (5.30)

In comparison to Lawson methods, cf. [20], which are a variant of exponential integrators only the term
zjipσq is frozen at time σ “ tn in the nonlinearity T , and not the whole expression rS˚ji,εpσqzjipσq “ pvjipσq

for i “ 1, 2, 3. The next goal is to state an error bound for the constructed method (5.30).

5.2.2 Error analysis for the one-step method

The global error of the first-order method applied to the our system satisfies the following bound.

Theorem 5.2.1. Let z P C1pr0, tends; `1q X Cpr0, tends; `11q be the solution of (5.18), then for sufficiently
small step-sizes τ the global error of the scheme (5.30) is bounded by

}zn ´ zptnq}`1 ď Cτ, τn ď tend,

where C depends on tend, CT and }zp0q}`1
1
but not on ε.

Remark 5.2.2. In Theorem 5.2.1 and in all subsequent theorems, where we state the global errors,
we require “sufficiently small step-sizes”. The reason is that in order to ensure the boundedness of the
numerical solutions in `1 (cf. Proposition 5.2.6), we have this restriction on the step-size τ .
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In order to prove Theorem 5.2.1, first, we state an error estimate for the local error. We consider the
stability and the proof for the global error afterwards. However, before we consider the error estimate of
the local error, we require some preliminary work. In comparison to Fεpσ, zpσq, Jq “ Fεpσ, z, Jq which is
defined in (5.19), the nonlinearity evaluated at a constant vector zptnq is given by

Fεpt, zptnq, Jq “ rS1,εptqT
´

rS˚j1,εptqzj1ptnq,
rS˚j2,εptqzj2ptnq,

rS˚j3,εptqzj3ptnq
¯

. (5.31)

As a final preparation, we investigate the difference

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jq.

By means of the formulations (5.19) and (5.31), we extend the difference by adding suitable terms similarly
to (2.4) and use the fundamental theorem of calculus

zjipσq “ zjiptnq `

ż σ

tn

Btzjipµqdµ, for i “ 1, 2, 3. (5.32)

Hence, we obtain

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jq “ rS1,εpσqT
´

rS˚j1,εzj1 ,
rS˚j2,εzj2 ,

rS˚j3,εzj3

¯

pσq

´ rS1,εpσqT
´

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσqzj2ptnq,

rS˚j3,εpσqzj3ptnq
¯

“ rS1,εpσq

ˆ

T
´

rS˚j1,εpσq pzj1pσq ´ zj1ptnqq ,
rS˚j2,εpσqzj2pσq,

rS˚j3,εpσqzj3pσq
¯

` T
´

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσq pzj2pσq ´ zj2ptnqq ,

rS˚j3,εpσqzj3pσq
¯

` T
´

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσqzj2ptnq,

rS˚j3,εpσq pzj3pσq ´ zj3ptnqq
¯

˙

“ rS1,εpσq

ˆ

T
ˆ

rS˚j1,εpσq

ż σ

tn

Btzj1pµqdµ, pvj2pσq, pvj3pσq

˙

` T
ˆ

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσq

ż σ

tn

Btzj2pµqdµ, pvj3pσq

˙

(5.33)

` T
ˆ

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσqzj2ptnq,

rS˚j3,εpσq

ż σ

tn

Btzj3pµqdµ
˙˙

,

where for (5.33) we substitute the definition of pvjipσq, cf. (5.22).

In order to prove first-order convergence uniformly in ε, we follow the classical concept of “stability
and consistency yields convergence”. Inserting the exact solution value zptn, kq into the numerical scheme
(5.30) and subtracting from the exact solution at time tn`1 (5.29) yields the local error (consistency)

δn`1pkq :“ zptn ` τ, kq ´ zptn, kq ´
ÿ

#J“1

ż tn`1

tn

Fεpσ, zptnq, Jqpkqdσ

“
ÿ

#J“1

ż tn`1

tn

„

Fεpσ, zpσq, Jqpkq ´ Fεpσ, zptnq, Jqpkq



dσ.

Now, we state and prove the local error bound of the one-step method.
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Proposition 5.2.3 (Local error). If zp0q P `11, then the local error of the one-step method applied to
(5.18) satisfies

}δn`1}`1 ď τ2C, pn` 1qτ ď tend,

where C depends on CT , }zp0q}`1
1
, but not on ε.

By definition of the local error we estimate

}δn`1}`1 ď
ÿ

#J“1

›

›

›

ż tn`1

tn

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
.

Hence, in order to prove the bound of the local error it is sufficient to show the following lemma.

Lemma 5.2.4. Let be z the exact solution of (5.18) with initial data zp0q P `11 and J P J 3 with #J “ 1.
Then, we have

›

›

›

ż tn`1

tn

pFεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqq dσ
›

›

›

`1
ď τ2C, pn` 1qτ ď tend,

where the constant C depends on CT and C1 but not on ε.

Proof. We define the short-hand notation Γn :“ rtn, tn`1s. Let pv1 be defined as in (5.22), whereas for
ji “ ´1 we use the convention (5.14). Since rS1,ε is unitary, it follows with (5.33) that

›

›

›

ż tn`1

tn

pFεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqq dσ
›

›

›

`1

ď

ż tn`1

tn

›

›

›
T
ˆ

rS˚j1,εpσq

ż σ

tn

Btzj1pµqdµ, pvj2pσq, pvj3pσq

˙

›

›

›

`1

`

›

›

›
T
ˆ

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσq

ż σ

tn

Btzj2pµqdµ, pvj3pσq

˙

›

›

›

`1

`

›

›

›
T
ˆ

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσqzj2ptnq,

rS˚j3,εpσq

ż σ

tn

Btzj3pµqdµ
˙

›

›

›

`1
dσ.

Using the bound for the trilinearity (5.26) for every term, we obtain
›

›

›

ż tn`1

tn

pFεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqq dσ
›

›

›

`1

ď CT

„
ż tn`1

tn

›

›

›

ż σ

tn

Btzj1pµqdµ
›

›

›

`1

›

›

pvj2pσq
›

›

`1

›

›

pvj3pσq
›

›

`1 `
›

›zj1ptnq
›

›

`1

›

›

›

ż σ

tn

Btzj2pµqdµ
›

›

›

`1

›

›

pvj3pσq
›

›

`1

`
›

›zj1ptnq
›

›

`1

›

›zj2ptnq
›

›

`1

›

›

›

ż σ

tn

Btzj3pµqdµ
›

›

›

`1
dσ



ď CT

„
ż tn`1

tn

ż σ

tn

›

›Btzj1pµq
›

›

`1 dµmax
σPΓn

›

›

pvj2pσq
›

›

`1 max
σPΓn

›

›

pvj3pσq
›

›

`1

`
›

›zj1ptnq
›

›

`1

ż σ

tn

›

›Btzj2pµq
›

›

`1 dµmax
σPΓn

›

›

pvj3pσq
›

›

`1 `
›

›zj1ptnq
›

›

`1

›

›zj2ptnq
›

›

`1

ż σ

tn

›

›Btzj3pµq
›

›

`1 dµdσ


ď CT

ż tn`1

tn

|σ ´ tn|dσ
3
ÿ

m“1
max
σPΓn

}Btzjmpσq}`1

3
ź

i“1
i‰m

max
σPΓn

}zjipσq}`1

“ CT
τ2

2

3
ÿ

m“1
max
σPΓn

}Btzjmpσq}`1

3
ź

i“1
i‰m

max
σPΓn

}zjipσq}`1 ,
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where we use the fact that
ż tn`1

tn

|σ ´ tn|dσ “
ż tn`1

tn

pσ ´ tnq dσ “
„

1
2 pσ ´ tnq

2
tn`1

tn

“
1
2τ

2,

relation (5.25) and }zjiptnq}`1 ď max
σPΓn

}zjipσq}`1 . As a last step, we only substitute the bounds

max
tPr0,tends

}zptq}`1 ď C0 and (5.28), which means max
tPr0,tends

}Btzptq}`1 ď rC, where rC is the constant from

Lemma 5.1.6. Therefore, the estimate follows directly.

With the result from Lemma 5.2.4, Proposition 5.2.3 follows directly. Before we state and prove the
proposition concerning the stability of the one-step method, we make a few preparations. We denote by
Φnτ,t‚pfq the result of n P N steps of the numerical method (5.30) with step-size τ starting at time t‚ with
initial data f . If n “ 1, we simply write Φτ,t‚pfq instead of Φ1

τ,t‚pfq. Moreover, for n‹ and n in N the
relations

Φ0
τ,t‚pfq “ f and Φnτ,tn‹ pfq “ Φτ,tn`n‹´1

´

Φn´1
τ,tn‹

pfq
¯

follow directly from this definition.

Proposition 5.2.5 (Stability). Let n P N with tn`1 “ tn ` τ ď tend. For f and g in `1 with C :“
maxt}f}`1 , }g}`1u, the numerical method satisfies

}Φτ,tnpfq ´ Φτ,tnpgq}`1 ď eτC}f ´ g}`1 ,

where C depends on CT and C.

Proof. Inserting f and g in the numerical method yields

Φτ,tnpfq ´ Φτ,tnpgq “ f ´ g `
ÿ

#J“1

ż tn`1

tn

“

Fεpσ, f, Jq ´ Fεpσ, g, Jq
‰

dσ.

In the following we set f1 “ f and f´1 “ f . The same notation holds for g. Let pf1 be the function
obtained by applying the inverse transformation rS1,ε to f1, i.e.

pf1pt, kq “ Ψ1pεkq exp
`

´ it
ε2 Λ1pεkq

˘

f1pkq

with the relation } pf1ptq}`1 “ }f1}`1 because rS˚1,ε is unitary. Then, it follows with (2.4) similarly to the
proof of (5.27) that
›

›

›

ż tn`1

tn

“

Fεpσ, f, Jq ´ Fεpσ, g, Jq
‰

dσ
›

›

›

`1
ď τ max

σPΓn
}Fεpσ, f, Jq ´ Fεpσ, g, Jq}`1

ď τCT

„

}fj1 ´ gj1}`1}fj2}`1}fj3}`1 ` }fj2 ´ gj2}`1}gj1}`1}fj3}`1

` }fj3 ´ gj3}`1}gj1}`1}gj2}`1



.

In total we estimate

}Φτ,tnpfq ´ Φτ,tnpgq}`1 ď }f ´ g}`1 `
ÿ

#J“1

ż tn`1

tn

}Fεpσ, f, Jq ´ Fεpσ, g, Jq}`1 dσ

ď }f ´ g}`1 ` 3τCTC2
„ 3
ÿ

i“1
}fji ´ gji}`1



ď }f ´ g}`1 ` 9τCTC2}f ´ g}`1 .
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With the relation 1` x ď ex we can rewrite this to

}Φτ,tnpfq ´ Φτ,tnpgq}`1 ď e9τCT C2
}f ´ g}`1 ,

and the claim follows.

A crucial ingredient for the error analysis of the first-order numerical method is the boundedness of the
numerical scheme in `1. We state and prove a proposition ensuring this boundedness under suitable
conditions.

Proposition 5.2.6. If zp0q P `11 and if z is a solution of (5.18) with initial data zp0q. Then, for
sufficiently small step-sizes τ P p0, τ0s, where τ0 P p0, tends, the numerical solution zn stays bounded in `1

for n P N with τn ď tend.

Proof. We show this proposition by an induction argument. First, we choose a constant C‹ ą C :“
max

tPr0,tends
}zptq}`1 . Clearly, the bound

}Φ0
τ,t0pzp0qq}`1 “ }zp0q}`1 ď C‹

follows. Now, we assume that

}Φn‹τ,t`pzpt`qq}`1 ď C‹ for all ` P N0, n‹ “ 0, ..., n´ 1, `` n‹ ď N.

For the induction step, we will prove that if the step-size τ is sufficiently small, then

}Φnτ,t`pzpt`qq}`1 ď C‹ for all ` P N0, `` n ď N. (5.34)

Since the argument holds for arbitrary starting times t`, we assume that ` “ 0 with no loss of generality.
Representing Φnτ,t0 pzp0qq by the telescoping sum

Φnτ,t0 pzp0qq “ zptnq `
n´1
ÿ

m“0

´

Φn´mτ,tm pzptmqq ´ Φn´m´1
τ,tm`1

pzptm`1qq
¯

allows us to estimate

}Φnτ,t0 pzp0qq }`1 ď }zptnq}`1 `

n´1
ÿ

m“0
}Φn´mτ,tm pzptmqq ´ Φn´m´1

τ,tm`1
pzptm`1qq }`1 .

According to the assumption }Φn‹τ,t`pzpt`qq}`1 ď C‹, we now apply the stability result, Proposition 5.2.5, of
the first-order numerical method to each summand in the previous equation and obtain for n´m´1 ě 1

}Φn´mτ,tm pzptmqq ´ Φn´m´1
τ,tm`1

pzptm`1qq }`1 “ }Φτ,tm
`

Φn´m´1
τ,tm pzptmqq

˘

´ Φτ,tm
´

Φn´m´2
τ,tm`1

pzptm`1qq
¯

}`1

ď eτCT C2
‹ }Φn´m´1

τ,tm pzptmqq ´ Φn´m´2
τ,tm`1

pzptm`1qq }`1 .

Applying this procedure recursively, we obtain

}Φn´mτ,tm pzptmqq ´ Φn´m´1
τ,tm`1

pzptm`1qq }`1 ď epn´m´1qτCT C2
‹ }Φτ,tm pzptmqq ´ zptm`1q}`1

“ epn´m´1qτCT C2
‹ }δm`1}`1 ď etendCT C2

‹ }δm`1}`1 ,



98 Chapter 5. Numerical methods

where we used pn´m´ 1qτ ď tend for all n, m.
Using the bound of the local error yields

}Φn´mτ,tm pzptmqq ´ Φn´m´1
τ,tm`1

pzptm`1qq }`1 ď etendCT C2
‹ τ2C̃,

where C̃ is the constant in the local error bound from the Proposition 5.2.3.
So the estimate of the numerical method after n steps with step-size τ at time t0 “ 0 with initial data
zp0q can be written as

}Φnτ,t0 pzp0qq }`1 ď }zptnq}`1 ` netendCT C2
‹ τ2C̃ ď C ` etendCT C2

‹ τtendC̃,

since nτ ď tend.
Hence, if τ is so small that it satisfies the inequality

τ ď
C‹ ´ C
tendC̃

e´tendCT C2
‹ “: τ0,

then we obtain }Φnτ,t0 pzp0qq }`1 ď C‹ as desired.

With these preparations, we are now in a position to show the global error bound by combining the sta-
bility result and the local error bound with the classical telescoping sum argument of Lady Windermere’s
fan.
Proof of Theorem 5.2.1. The first-order bound for the global error in `1 follows with the telescoping
sum

}zn ´ zptnq}`1 “ }Φnτ,t0 pzp0qq ´ zptnq}`1 ď

n´1
ÿ

m“0
}Φn´mτ,tm pzptmqq ´ Φn´m´1

τ,tm`1
pzptm`1qq }`1 .

Thanks to (5.34) the stability result (Proposition 5.2.5) can be applied repeatedly, which yields

}zn ´ zptnq}`1 ď etendCT C2
‹

n´1
ÿ

m“0
}Φτ,tm pzptmqq ´ zptm`1q}`1 .

Finally, we obtain with the local error result (Proposition 5.2.3)

}zn ´ zptnq}`1 ď netendCT C2
‹ τ2C̃ ď etendCT C2

‹ τtendC̃,

where C̃ is the constant from the local error.

5.2.3 A naive approach towards second-order methods

The next goal is to construct higher order methods. As mentioned before, to obtain for example a
second-order method, it is crucial not to approximate the highly oscillatory integral in (5.29) naively by
a quadrature formula like the explicit midpoint method.
If we extend our approach to higher-order methods, we have to expand the exact solution by applying
the variation of constants formula or fundamental theorem of calculus recursively. The drawback of this
procedure will be seen next.
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To obtain a second-order one-step method, the first idea would be not to freeze the nonlinearity in
(5.29) under the integral but to use again the fundamental theorem of calculus for each component of the
nonlinearity. With the exact solution zjipσq be written as (5.32) we would obtain for the exact solution
at time tn`1 in (5.29)

zptn`1, kq “ zptn, kq `
ÿ

#J“1

ż tn`1

tn

Fεpσ, zpσq, Jqpkqdσ

“ zptn, kq `
ÿ

#J“1

ż tn`1

tn

Fε

ˆ

σ, zptnq `

ż σ

tn

Btzpµqdµ, J
˙

pkqdσ

“ zptn, kq `
ÿ

#J“1

ż tn`1

tn

„

Fεpσ, zptnq, Jqpkq ` F
1
ε pσ, tn, z, Jqpkq ` h.o.t.



dσ,

where

F 1
ε pσ, tn, z, Jq “

rS1,εpσq

„

T
´

rS˚j1,εpσq
ÿ

#J1“j1

ż σ

tn

Fεpµ, zpµq, J1qdµ, rS˚j2,εpσqzj2ptnq,
rS˚j3,εpσqzj3ptnq

¯

` T
´

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσq

ÿ

#J2“j2

ż σ

tn

Fεpµ, zpµq, J2qdµ, rS˚j3,εpσqzj3ptnq
¯

` T
´

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσqzj2ptnq,

rS˚j3,εpσq
ÿ

#J3“j3

ż σ

tn

Fεpµ, zpµq, J1qdµ
¯



.

Next, we would freeze zpµq in the nonlinearity at µ “ tn in the term F 1
ε pσ, tn, z, Jq and omit the higher

order terms. This would yield

zn`1pkq “ znpkq `
ÿ

#J“1

ż tn`1

tn

„

Fεpσ, z
n, Jqpkq ` F 1

ε pσ, z
n, zn, Jqpkq



dσ.

However, in order to compute the term F 1
ε pσ, z

n, zn, Jq, we would have to evaluate an additional nonlin-
earity in each step.
Because evaluating the right-hand side of the system (5.18) is rather expensive due to the multiple sum
structure, we restrict ourselves to one evaluation in each time-step. This leads towards a two-step method.
In the next section, we explain how we construct the two-step method. Following the construction, we
state the results of the error bounds of this numerical method. It turns out that our approach does not
give a “classical” second-order method. Instead, the error behaviour is special in the sense that we obtain
various levels of accuracy for different ranges of the step-size. However, for step-sizes τ ą ε we have the
“classical” second-order convergence.

5.3 Two-step method

In this section, we consider an explicit two-step method as an extension to the one-step method investi-
gated in Section 5.2. The two-step method is constructed in Subsection 5.3.1. Then, in the next section
we rewrite the introduced two-step method into an equivalent one-step method. In Subsection 5.3.2 we
state the results of the error analysis of the two-step method. We prove in Theorem 5.3.2 two different
bounds depending on the assumptions. At the end of the chapter we illustrate the behavior of the method
by numerical examples in Section 5.6.
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5.3.1 Construction of the two-step method

Recall that the solution of the equation (5.18) at time tn`1 with step-size τ is given by (5.29). To obtain
a two-step method, we use the same approach as for the one-step method, but now at time tn. Thus, we
have for the exact solution at time tn

zptn, kq “ zptn´1, kq `
ÿ

#J“1

ż tn

tn´1

Fεpσ, zpσq, Jqpkqdσ. (5.35)

Inserting equation (5.35) for zptnq into (5.29) yields the following two-step equation for the exact solution
at time tn`1

zptn`1, kq “ zptn´1, kq `
ÿ

#J“1

ż tn`1

tn´1

Fεpσ, zpσq, Jqpkqdσ. (5.36)

An approximation for the exact solution at time tn`1 can be obtained by

zptn`1, kq « zptn´1, kq `
ÿ

#J“1

ż tn`1

tn´1

Fεpσ, zptnq, Jqpkqdσ,

where we freeze zpσq in the nonlinearity at the midpoint σ “ tn. This yields the following two-step
method for n ě 1

zn`1pkq “ zn´1pkq `
ÿ

#J“1

ż tn`1

tn´1

Fεpσ, z
n, Jqpkqdσ, (5.37)

where for the starting step, i.e n “ 0, we use the one-step method, see (5.30),

z1pkq “ z0pkq `
ÿ

#J“1

ż t1

t0

Fεpσ, z
0, Jqpkqdσ.

5.3.2 Equivalent one-step method

In order to state a rigorous error analysis we reformulate the two-step method (5.37) as a one-step method.
This allows us to apply the typical strategy “stability and consistency yields convergence”, which we
already used for the one-step method in Section 5.2.2. Therefore, we obtain with the abbreviations

znpkq “

˜

znpkq

zn´1pkq

¸

, Fpzn, tn, Jqpkq “

˜

ştn`1
tn´1

Fεpσ, z
n, Jqpkqdσ

0

¸

,

zptn, kq “

˜

zptn, kq

zptn´1, kq

¸

, Fpz, tn, Jqpkq “

˜

ştn`1
tn´1

Fεpσ, zpσq, Jqpkqdσ
0

¸

, M “

˜

0 I

I 0

¸

,

the one-step formulation

zn`1pkq “Mznpkq `
ÿ

#J“1
Fpzn, tn, Jqpkq

and the exact solution

zptn`1, kq “Mzptn, kq `
ÿ

#J“1
Fpz, tn, Jqpkq.
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We note that the first argument of Fpz, tn, Jq is a time-dependent function, whereas the first argument of
Fpzn, tn, Jq is a constant vector. We interpret zn and later zptnq as functions which are constant in time.
Inserting the exact solution zptn, kq into the numerical scheme and subtracting from the exact solution
at time tn`1 yields

zptn`1, kq ´Mzptn, kq ´
ÿ

#J“1
Fpzptnq, tn, Jqpkq “

ÿ

#J“1

`

Fpz, tn, Jq ´ Fpzptnq, tn, Jq
˘

pkq

“
ÿ

#J“1

˜

ştn`1
tn´1

`

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jq
˘

pkqdσ
0

¸

.

Therefore, we define the local error for n ě 1

dn`1pkq “
ÿ

#J“1

`

Fpz, tn, Jq ´ Fpzptnq, tn, Jq
˘

pkq. (5.38)

Remark 5.3.1. For the starting step n “ 0 we have

Fpzpt0q, t0, Jqpkq “

˜

şt1
t0
Fεpσ, zpt0q, Jqpkqdσ

0

¸

.

5.3.3 Error analysis for the two-step method

The goal of this section is to formulate a theorem for the global error of the numerical scheme. We
consider two error estimates: the first error estimate requires the same assumptions as for the one-step
method in Section 5.2, however, the order of the accuracy is the same as for the one-step method. For
the second error estimate, we need additional assumptions, which lead to the fact that we can increase
the accuracy for step-sizes τ ą ε. The price we have to pay for this improvement is a more complicated
and more elaborate error analysis. This leads to two different error estimates for the local error, which
we consider separately.
The global error of the two-step method applied to the system (5.18) satisfies the following bounds.

Theorem 5.3.2.

a) Let z P C1pr0, tends; `1qXCpr0, tends; `11q be the solution of (5.18), then for sufficiently small step-sizes
τ the global error of the scheme (5.37) is bounded by

}zn ´ zptnq}`1 ď τC, τn ď tend, for τ ą 0,

where C depends on tend, CT and }zp0q}`1
1
, but not on ε.

b) Let z P C2pr0, tends; `1q X C1pr0, tends; `11q X Cpr0, tends; `12q be the solution of (5.18). If Assumptions
3.2.1, 4.1.1, 3.2.2, 3.2.6, 3.7.2, and 4.3.1 hold, then for sufficiently small step-sizes τ the global
error of the scheme (5.37) is bounded by

}zn ´ zptnq}`1 ď
`

τ2 ` ε2˘C,

where C depends on tend, CT , }zp0q}`1
2
, on the inverse of the nonzero eigenvalues of Λ1p0q, and on

the Lipschitz constant in Assumption 3.7.2, but not on ε.

First, we investigate part a) of the global error result. Part b) is elaborate and we postpone the
investigation to Section 5.4.
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Global error result part a)

We observe that we make no further assumptions for part a) of the global error result, in contrast to
part b). The local error bound is of order τ2. This is exactly the same order as the one-step method we
analyzed in Section 5.2. The reason is that the proofs in this subsection are the same with the minor
difference that now we have the integral over rtn´1, tn`1s instead of rtn, tn`1s.
We define the following short-hand notation

Γn :“

$

&

%

rt0, t1s, for n “ 0,

rtn´1, tn`1s, for n ě 1.

Proposition 5.3.3 (Local error of order 2). If zp0q P `11, then the local error of the equivalent one-step
method applied to (5.18) satisfies

}dn`1}`1 ď τ2C, pn` 1qτ ď tend,

where C depends on CT , }zp0q}`1
1
, but not on ε.

Proof. We set b “ tn`1 and

a “

$

&

%

t0, for n “ 0,

tn´1, for n ě 1.

Then, we obtain with (5.38) and Remark 5.3.1 for n ě 0

}dn`1}`1 ď
ÿ

#J“1

›

›Fpz, tn, Jq ´ Fpzptnq, tn, Jq
›

›

`1 “
ÿ

#J“1

›

›

›

ż b

a

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
.

Analogously to the proof of Lemma 5.2.4, with the minor difference that now we have the integral over
rtn´1, tn`1s instead of rtn, tn`1s for n ě 1, we bound

ÿ

#J“1

›

›

›

ż b

a

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
ď CT τ

2
ÿ

#J“1

3
ÿ

m“1
max
σPΓn

}Btzjmpσq}`1

3
ź

i“1
i‰m

max
σPΓn

}zjipσq}`1

ď τ2C,

where the constant C depends on CT and C1.

From the error analysis of the one-step method in Section 5.2 we already know that this local error result
of Proposition 5.3.3 combined with a stability result only leads to first-order convergence of the time
integration scheme with a constant independent of ε.

We state two propositions concerning the stability of the two-step method and the boundedness of
the numerical scheme in `1 without proving them in detail.

Proposition 5.3.4 (Stability). Let n P N0 with tn`1 “ tn ` τ ď tend. For f and g P `1 and with
C :“ maxt}f}`1 , }g}`1u, the numerical method satisfies

}Φτ,tnpfq ´ Φτ,tnpgq}`1 ď eτC}f ´ g}`1 ,

where C depends on CT and C.
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Proof. The proof of Proposition 5.2.5 can be adopted to prove stability of the two-step method written
as an equivalent one-step method. We note that |M|2 “ 1, such that }Mpf ´ gq}`1 “ }f ´ g}`1 holds for
f , g P `1.

Proposition 5.3.5. If zp0q P `1 and if z is a solution of the system of envelope equations with initial
data zp0q, then for sufficiently small step-size τ the numerical solution zn stays bounded in `1 for n P N
with τn ď tend.

The proof for the boundedness of the numerical solution is analogous to the proof of Proposition 5.2.6
with the difference that we apply Proposition 5.3.3 instead of Proposition 5.2.3. Therefore, we omit the
details at this point.

Equipped with the results for the local error, the stability and the boundedness of the two-step method,
we prove Theorem 5.3.2 a).

Proof of Theorem 5.3.2 a).
The bound for the global error in `1 follows from the fact that we can play back the global error from

the equivalent one-step method in the larger space to the global error of the two-step method. With the
telescoping sum we obtain

}zn ´ zptnq}`1 ď }zn ´ zptnq}`1 “ }Φnτ,t0 pzp0qq ´ zptnq}`1

ď

n´1
ÿ

m“0
}Φn´mτ,tm pzptmqq ´ Φn´m´1

τ,tm`1
pzptm`1qq }`1 .

Thanks to the boundedness of the numerical solution

}Φnτ,t`pzpt`qq}`1 ď C‹ for all ` P N0, `` n ď N,

the stability result (Proposition 5.3.4) can be applied repeatedly, which yields

}zn ´ zptnq}`1 ď etendCT C2
‹

n´1
ÿ

m“0
}Φτ,tm pzptmqq ´ zptm`1q}`1

“ etendCT C2
‹

˜

n´1
ÿ

m“1
}Φτ,tm pzptmqq ´ zptm`1q}`1 ` }d1}`1

¸

.

Finally, we obtain with the local error result (Proposition 5.3.3) and the fact that nτ ď tend

}zn ´ zptnq}`1 ď etendCT C2
‹

`

pn´ 1qτ2C̃ ` τ2C̃
˘

ď etendCT C2
‹ τtendC̃.
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5.4 Proof of part b) of Theorem 5.3.2

For part b) of the global error result we make additional assumptions which allow us to use the techniques
of proof from Chapter 4.

Before we state and prove an improved local error result, we make some preconsiderations and recall
the results from the analysis part. For the rest of this chapter, we suppose that the Assumptions 3.2.1,
4.1.1, 3.2.2, 3.2.6, 3.7.2, and 4.3.1 are valid. Under these assumptions we proved in Chapter 4 bounds
for the coefficient u1 in Proposition 4.1.4 and 4.2.2, and an error bound for the approximation rup1q in
Theorem 4.3.4. Careful inspections of the proofs in Chapter 4 show that all arguments are still true after
a transformation in space and time and if we replace Rd by Td. Therefore, we assume the following on
the torus.

Assumption 5.4.1.

(i) The time interval r0, t‹s, where the following bounds in (ii) hold, could, in principle, be smaller than
the interval r0, tends, but for the sake of simplicity we assume that t‹ “ tend.

(ii) If zp0q P `1r, then we have for r “ 1, 2

max
tPr0,tends

}Pz1ptq}`1
r
ď max
tPr0,tends

}z1ptq}`1
r
ď Cr,

max
tPr0,tends

}PKz1ptq}`1
r´1

ď εC, (5.39)

where C ą 0 is a constant which is independent of ε and Cr the constant from Assumption 5.1.3.
The estimate (5.39) is equivalent to

max
tPr0,tends

}PKε pv1ptq}`1
r´1

ď εC. (5.40)

Assumption 5.4.1 (ii) motivates the definition

Cεr :“ max
tPr0,tends

 

}z1ptq}`1
r
, ε´1}PKz1ptq}`1

(

.

Analogously to (3.65) we define the projection which projects a vector-valued function pointwise into the
first eigenspace of rL1pεkq. For later use we also need the decompositions

pv˘1pt, kq “ Pεpv˘1pt, kq ` PKε pv˘1pt, kq “

$

&

%

Pεpkqpv1pt, kq ` PKε pkqpv1pt, kq,

Pεp´kqpv´1pt, kq ` PKε p´kqpv´1pt, kq,
(5.41)

z˘1pt, kq “ Pz˘1pt, kq ` P
Kz˘1pt, kq, (5.42)

where the definition of P is given by (3.63). Analogous to (3.67) and (3.69), we also write

Pεpkqpv1pt, kq “ rS˚1,εpt, kqPz1pt, kq and PKε pkqpv1pt, kq “ rS˚1,εpt, kqP
Kz1pt, kq.

Since rS1,ε is unitary, we obtain

}Pεpv1ptq}`1
r
“ }Pz1ptq}`1

r
, (5.43)

}PKε pv1ptq}`1
r
“ }PKz1ptq}`1

r
. (5.44)
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Furthermore, with the decomposition (5.41) we obtain for (5.20) in general by the trilinearity of the
nonlinearity

rS1,εptqT ppvj1ptq, pvj2ptq, pvj3ptqq “
rS1,εptqT pPεpvj1ptq,Pεpvj2ptq,Pεpvj3ptqq `NK1 pt, pv, Jq `NK2 pt, pv, Jq,

(5.45)

where

NK1 pt, pv, Jq “ rS1,εptq

„

T
`

Pεpvj1ptq,Pεpvj2ptq,PKε pvj3ptq
˘

` T
`

Pεpvj1ptq,PKε pvj2ptq,Pεpvj3ptq
˘

` T
`

PKε pvj1ptq,Pεpvj2ptq,Pεpvj3ptq
˘



,

NK2 pt, pv, Jq “ rS1,εptq

„

T
`

Pεpvj1ptq,PKε pvj2ptq,PKε pvj3ptq
˘

` T
`

PKε pvj1ptq,Pεpvj2ptq,PKε pvj3ptq
˘

` T
`

PKε pvj1ptq,PKε pvj2ptq,Pεpvj3ptq
˘

` T
`

PKε pvj1ptq,PKε pvj2ptq,PKε pvj3ptq
˘



.

A similar relation holds for (5.19) with the decomposition (5.42). These splittings of the nonlinearity will
be helpful later on.

Since rS˘1,ε is unitary, the estimate (5.26) combined with (5.43), (5.44) and the bounds (5.39), (5.40)
directly yield

}NK1 pt, pv, Jq}`1 ď 3CT }Pz1ptq}
2
`1}PKz1ptq}`1 ď εCpCT , C

ε
0q, (5.46)

}NK2 pt, pv, Jq}`1 ď CT
“

3}Pz1ptq}`1}PKz1ptq}
2
`1 ` }PKz1ptq}

3
`1

‰

ď ε2CpCT , C
ε
0q. (5.47)

Moreover, we state and prove the following useful result which corresponds to Lemma 4.1.2.

Lemma 5.4.2. Under the Assumptions 3.2.2 and 3.7.2 we have the following two bounds.

a) For pp P `11 there is a constant C such that

max
tPr0,tends

}BtPεpv1ptq}`1 ď ε´1C, (5.48)

where C depends on C1, CT and tend, and on the Lipschitz constant in Assumption 3.7.2, but not
on ε.

b) Furthermore, for pp P `12, there is a constant such that

max
tPr0,tends

}BtPεpv1ptq}`1 ď C,

where C depends on C2, CT and tend, but not on ε.

Proof. The evolution equation (5.23) implies for j “ 1 that

BtPεpv1pt, kq “ ´
i
ε2PεL1pεkqpv1pt, kq `

ÿ

#J“1
PεT ppvj1 , pvj2 , pvj3q pt, kq

and since PεL1pεkq is the projection into the first eigenspace of L1pεkq, we obtain with the definition
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(5.22) of pv1

L1pεkqpv1pt, kq “ Ψ1pεkqΛ1pεkqΨ˚1 pεkqΨ1pεkq exp
`

´ it
ε2 Λ1pεkq

˘

z1pt, kq

“ Ψ1pεkq

¨

˚

˚

˝

λ11pεkq exp
`

´ it
ε2λ11pεkq

˘

z11pt, kq
...

λ1spεkq exp
`

´ it
ε2λ1spεkq

˘

z1spt, kq

˛

‹

‹

‚

“

s
ÿ

`“1
λ1`pεkq exp

`

´ it
ε2λ1`pεkq

˘

z1`pt, kqψ1`pεkq,

such that

i
ε2PεpkqL1pεkqpv1pt, kq “

i
ε2ψ11pεkqψ

˚
11pεkq

s
ÿ

`“1
λ1`pεkq exp

`

´ it
ε2λ1`pεkq

˘

z1`pt, kqψ1`pεkq

“ i
ε2ψ11pεkqλ11pεkq exp

`

´ it
ε2λ11pεkq

˘

z11pt, kq

“ i
ε2λ11pεkqPεpkqpv1pt, kq.

a) Since by definition λ11p0q “ 0, the Lipschitz continuity of the eigenvalues 3.7.2 implies that

1
ε2 |λ11pεkq| “

1
ε2 |λ11pεkq ´ λ11p0q| ď 1

εC|k|1. (5.49)

Hence, one factor ε´1 is exchanged for a factor |k|1. The nonlinear term is bounded by (5.26).
Thus, we have with

ÿ

kPZd
|k|1

ˇ

ˇ

pv1pkq
ˇ

ˇ

2 “
ÿ

kPZd

d
ÿ

i“1
|ki|

ˇ

ˇ

pv1pkq
ˇ

ˇ

2 “
d
ÿ

i“1

ÿ

kPZd

ˇ

ˇkipv1pkq
ˇ

ˇ

2 ď }pv1}`1
1

that

}BtPεpv1ptq}`1 ď
C

ε
}Pεpv1ptq}`1

1
` CT

ÿ

#J“1

3
ź

i“1
}pvjiptq}`1

and the claimed estimate follows.

b) Assumptions 3.2.2 and 3.7.2 imply (5.16) instead of (5.49), and hence, two factors ε´1 are exchanged
for two factors |k|1. The nonlinear term is bounded by (5.26) as before and we use

ÿ

kPZd
|k|21

ˇ

ˇ

pv1pkq
ˇ

ˇ

2 ď 2
ÿ

kPZd

ÿ

|α|“2
|kα|

ˇ

ˇ

pv1pkq
ˇ

ˇ

2 “ 2
ÿ

|α|“2

ÿ

kPZd

ˇ

ˇkα1
1 ¨ ¨ ¨ kαdd pv1pkq

ˇ

ˇ

2 ď 2}pv1}`1
2

(5.50)

to prove the assertion.

Remark 5.4.3. As already indicated in the lemma, the difference of both estimates is the regularity
assumptions that are made. At first glance, the estimate in a) looks unfavorable, due to the factor ε´1 on
the right-hand side of (5.48). But we will see later that this factor is not critical in some cases and the
advantage is the lower regularity assumption.

Furthermore, we state a lemma where we bound the difference P pBtz1pµq ´ Btz1ptnqq, µ P Γn, in a
suitable way, where P is the projection (3.63) which sets the first entry of a vector to zero.
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Lemma 5.4.4. Let be z the solution of (5.18) with initial data zp0q P `12 and J P J 3. Under the
Assumptions 3.2.1, 4.1.1, 3.2.2 and 3.7.2, we have for all µ P Γn

}P
`

Btz1pµq ´ Btz1ptnq
˘

}`1 ď p|µ´ tn| ` εqC,

where C depends on CT and Cε2 , but not on ε.

Proof. By (5.18) it follows that

BtPz1ptq “
ÿ

#J“1
PFεpt, z, Jq

and, thus, by definition of the `1-norm we consider the formulation

}P
`

Btz1pµq ´ Btz1ptnq
˘

}`1 ď
ÿ

#J“1

›

›PFεpµ, z, Jq ´ PFεptn, zptnq, Jq
›

›

`1 .

By definition (5.20) combined with the decomposition (5.41) we obtain (5.45). Furthermore, for
Fεptn, zptnq, Jq we have by definition (5.31) and the decomposition zjiptnq “ Pzjiptnq ` PKzjiptnq a
similar relation. This yields

ÿ

#J“1

›

›PFεpµ, z, Jq ´ PFεptn, zptnq, Jq
›

›

`1

ď
ÿ

#J“1

”

›

›PFεpµ, Pz, Jq ´ PFεptn, P zptnq, Jq
›

›

`1 `
›

›N pµ, pv, tn, zptnq, Jq
›

›

`1

ı

“
ÿ

#J“1

”
›

›

›

ż µ

tn

BtPFεpν, Pz, Jqdν
›

›

›

`1
`
›

›N pµ, pv, tn, zptnq, Jq
›

›

`1

ı

,

where

N pµ, pv, tn, zptnq, Jq “ PNK1 pµ, pv, Jq ` PNK2 pµ, pv, Jq ´ PNK1 ptn, zptnq, Jq ´ PNK2 ptn, zptnq, Jq.

Every nonlinear term T containing PKε pvjipνq or PKzjiptnq is collected in the terms NK1 and NK2 , cf. (5.43)
and (5.44). These terms can be estimated straightforwardly by (5.46) and (5.47), such that

}N pµ, pv, tn, zptnq, Jq}`1 ď }PNK1 pµ, pv, Jq}`1 ` }PNK2 pµ, pv, Jq}`1

` }PNK1 ptn, zptnq, Jq}`1 ` }PNK2 ptn, zptnq, Jq}`1

ď εCpCT , C
ε
2q.

Therefore, so far we have shown the bound

}P
`

Btz1pµq ´ Btz1ptnq
˘

}`1 ď
ÿ

#J“1

›

›

›

ż µ

tn

BtPFεpν, Pz, Jqdν
›

›

›

`1
` εC, (5.51)

where C depends on Cε2 .
Taking the time-derivative of (5.20) for j “ 1 yields

BtFεpt, Pzptq, Jq “
i
ε2 Λ1pεkqrS1,εpt, kqT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pt, kq

` rS1,εpt, kqBtT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pt, kq.
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Thus, we have to bound
›

›

›

ż µ

tn

BtPFεpν, Pz, Jqdν
›

›

›

`1
ď

›

›

›

ż µ

tn

i
ε2 Λ1pε¨qP rS1,εpνqT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pνqdν

›

›

›

`1
(5.52)

`

›

›

›

ż µ

tn

P rS1,εpνqBtT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pνqdν
›

›

›

`1
.

Assumptions 3.2.2 and 3.7.2 imply (5.16) and together with (2.2) we have
ÿ

kPZd

ˇ

ˇ

i
ε2 Λ1pεkqPf

ˇ

ˇ

2 “
ÿ

kPZd

ˇ

ˇ

i
ε2λ11pεkqf1

ˇ

ˇ ď
ÿ

kPZd
C|k|21

ˇ

ˇPf
ˇ

ˇ

2, (5.53)

since |f1| “ |Pf |2. With (5.50) it follows for the first term of (5.52) that
›

›

›

ż µ

tn

i
ε2 Λ1pε¨qP rS1,εpνqT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pνqdν

›

›

›

`1

ď

ż µ

tn

›

›

i
ε2 Λ1pε¨qP rS1,εpνqT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pνq

›

›

`1 dν

ď C pCT q |pµ´ tnq|max
νPΓn

3
ź

i“1
}Pεpvjipνq}`1

2

ď |µ´ tn|C pCT , C2q . (5.54)

The second term of (5.52) is bounded with Lemma 5.4.2 b) by
›

›

›

ż µ

tn

P rS1,εpνqBtT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pνqdν
›

›

›

`1
ď

ż µ

tn

›

›P rS1,εpνqBtT pPεpvj1 ,Pεpvj2 ,Pεpvj3q pνq
›

›

`1 dν

ď CT |µ´ tn|max
νPΓn

3
ÿ

i“1
}BtPεpvjipνq}`1 }Pεpv1pνq}

2
`1

ď |µ´ tn|C pCT , C2q . (5.55)

Combining the bounds (5.51), (5.54) and (5.55) yield the asserted estimate.

The hope is that with the bounds (5.39), (5.40) and the techniques within their proofs, we can improve
Proposition 5.3.3 for step-sizes τ ą ε. We aim for a local error of Opτε2 ` ετ2 ` τ3q.

Proposition 5.4.5 (Refined local error). If zp0q P `12 and the Assumptions 3.2.1, 4.1.1, 3.2.2 and 3.7.2
hold, then the local error of the equivalent one-step method applied to (5.18) satisfies

}dn`1}`1 ď
`

ε2τ ` τ2ε` τ3˘ C̃, pn` 1qτ ď tend, n P N,

where C̃ depends on CT , }zp0q}`1
2
, on the inverse of the nonzero eigenvalues of Λ1p0q, and on the Lipschitz

constant in Assumption 3.7.2, but not on ε.
For n “ 0 we have

}d1}`1 ď τ2C̃,

where C̃ is the constant from Proposition 5.3.3.

Remark 5.4.6. In comparison to Proposition 5.3.3 the local error estimate is refined in the sense that
now the estimate }dn`1}`1 ď τ3C holds for large step-sizes τ ą ε and n P N.
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From the proof of the local error bound of order 2 (Proposition 5.3.3) we know that it is sufficient to
show

ÿ

#J“1

›

›

›

ż tn`1

tn´1

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
ď
`

τ3 ` τ2ε` τε2˘C. (5.56)

Since the proof of Proposition 5.4.5 is rather lengthy, we subdivide it into several lemmata. The idea is to
decompose the difference in (5.56) into several subterms and to investigate them separately. Combining
all the corresponding lemmata at the end proves the assertion.

First, we start to reformulate the difference in (5.56). Recall that we have for J P J 3 with #J “ 1
the formulation (5.33). We have that all components of the multi-index satisfy |ji| “ 1 for i “ 1, 2, 3.
We consider as an example the second term of (5.33). The idea is to apply the decompositions (5.41)
and (5.42) to the first and third argument of the nonlinearity T . The second argument containing the
integral remains unchanged which yields

rS1,εpσqT
ˆ

rS˚j1,εpσqzj1ptnq,
rS˚j2,εpσq

ż σ

tn

Btzj2pµqdµ, pvj3pσq

˙

“ rS1,εpσq
“

G2pσ, tn, z, Jq `R2pσ, tn, z, Jq
‰

,

where for #J “ 1

G2pσ, tn, z, Jq “ T
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

Btzj2pµqdµ,Pεpvj3pσq

˙

, (5.57)

R2pσ, tn, z, Jq “ T
ˆ

rS˚j1,εpσqP
Kzj1ptnq,

rS˚j2,εpσq

ż σ

tn

Btzj2pµqdµ,Pεpvj3pσq

˙

` T
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

Btzj2pµqdµ,PKε pvj3pσq

˙

(5.58)

` T
ˆ

rS˚j1,εpσqP
Kzj1ptnq,

rS˚j2,εpσq

ż σ

tn

Btzj2pµqdµ,PKε pvj3pσq

˙

.

The decomposition into G2 and R2 is convenient because in Lemma 5.4.7 we will see that R2 is a priori
small with respect to ε. The other two terms of (5.33) can then be treated in the same way. This leads
to

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jq “ rS1,εpσq
“

G1pσ, tn, z, Jq ` G2pσ, tn, z, Jq ` G3pσ, tn, z, Jq
‰

(5.59)

` rS1,εpσq
“

R1pσ, tn, z, Jq `R2pσ, tn, z, Jq `R3pσ, tn, z, Jq
‰

,

where we have (5.57) and

G1pσ, tn, z, Jq “ T
ˆ

rS˚j1,εpσq

ż σ

tn

Btzj1pµqdµ,Pεpvj2pσq,Pεpvj3pσq

˙

,

G3pσ, tn, z, Jq “ T
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσqPzj2ptnq,

rS˚j3,εpσq

ż σ

tn

Btzj3pµqdµ
˙

.

The terms Ripσ, tn, z, Jq for i “ 1, 3 are similar to R2pσ, tn, z, Jq.
In the first lemma, we investigate the terms Ripσ, tn, z, Jq for i “ 1, 2, 3, because they are easy to treat.
Using the a priori bounds (5.39) and (5.40), these terms already contain parts of Opεq, which directly
leads to the required estimate of the form (5.56).
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Lemma 5.4.7. Under the assumptions of Proposition 5.4.5 we have for all n ě 1

›

›

›

ż tn`1

tn´1

rS1,εpσqRipσ, tn, z, Jqdσ
›

›

›

`1
ď ετ2C, for i “ 1, 2, 3 and #J “ 1,

where the constant C depend on CT and Cε2 , but not on ε.

Proof. We consider as an example R2, cf. (5.58). The other two terms Ri for i “ 1, 3 can then be treated
in the same way.
We observe that all terms T in (5.58) contain at least one term PKzji or PKε pvji . Hence, they can be
bounded in the following way. As an example, we bound the first term of (5.58) by

›

›

›

ż tn`1

tn´1

rS1,εpσqT
ˆ

rS˚j1,εpσqP
Kzj1ptnq,

rS˚j2,εpσq

ż σ

tn

BtPzj2pµqdµ,Pεpvj3pσq

˙

dσ
›

›

›

`1

ď

ż tn`1

tn´1

›

›

›
T
ˆ

rS˚j1,εpσqP
Kzj1ptnq,

rS˚j2,εpσq

ż σ

tn

BtPzj2pµqdµ,Pεpvj3pσq

˙

›

›

›

`1
dσ

ď CT

ż tn`1

tn´1

}PKzj1ptnq}`1

›

›

›

ż σ

tn

BtPzj2pµqdµ
›

›

›

`1
}Pεpvj3pσq}`1 dσ

ď CT ε
`

ε´1}PKzj1ptnq}`1
˘

max
σPΓn

}Pzj3pσq}`1 max
µPΓn

}BtPzj2pµq}`1

ż tn`1

tn´1

|σ ´ tn|dσ

ď τ2εC pCT , C
ε
2q ,

where we apply (5.26), (5.43), (5.39) and (5.28). Applying this procedure to the remaining terms of
(5.58) yields the assertion.

Using (5.59) and applying Lemma 5.4.7, so far we have shown

›

›

›

ż tn`1

tn´1

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
(5.60)

ď

›

›

›

ż tn`1

tn´1

rS1,εpσq
“

G1pσ, tn, z, Jq ` G2pσ, tn, z, Jq ` G3pσ, tn, z, Jq
‰

dσ
›

›

›

`1
` τ2εC for #J “ 1.

The remaining goal is to show that for every single term Gi with i “ 1, 2, 3 we can estimate

›

›

›

ż tn`1

tn´1

rS1,εpσqGipσ, tn, z, Jqdσ
›

›

›

`1
ď
`

τ3 ` τ2ε` τε2˘C for #J “ 1.

For the rest of the section we only investigate the term G2. The other two terms G1 and G3 can be
treated in the same way. The next idea is to apply the decomposition (5.42) to Btzji in (5.57). This
yields

G2pσ, tn, z, Jq “ G2P pσ, tn, z, Jq ` G2PKpσ, tn, z, Jq,

where for ˝ P tP, PKu

G
2˝
pσ, tn, z, Jq “ T

ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

Bt ˝ zj2pµqdµ,Pεpvj3pσq

˙

. (5.61)
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Our goal is to prove that

›

›

›

ż tn`1

tn´1

rS1,εpσqG2pσ, tn, z, Jqdσ
›

›

›

`1
ď

›

›

›

ż tn`1

tn´1

rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1

`

›

›

›

ż tn`1

tn´1

rS1,εpσqG2PKpσ, tn, z, Jqdσ
›

›

›

`1

ď
`

τ3 ` τ2ε` τε2˘C for #J “ 1.

If we bound the terms
›

›

›

ż tn`1

tn´1

rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
(5.62)

and
›

›

›

ż tn`1

tn´1

rS1,εpσqG2PKpσ, tn, z, Jqdσ
›

›

›

`1
. (5.63)

with the same technique as in Lemma 5.2.4, we only obtain a bound of orderOpτ2q, since max
σPΓn

}Pz˘1pσq}`1

and max
µPΓn

}Btz˘1pµq}`1 are both of order Op1q only. Therefore, we consider the terms (5.62) and (5.63) in

more detail in order to bound these terms in a suitable way. First, we investigate (5.63). We note that
in the second argument of the nonlinearity T in (5.61) with ˝ “ PK, we have the integral of BtPKzj2pµq

from µ P rtn, σs.
If z is a solution of the problem (5.18), we frequently use the estimate
›

›

›

ż σ

tn

BtP
Kzj2pµqdµ

›

›

›

`1
“

›

›

›

ÿ

#J2“j2

ż σ

tn

PKFεpµ, z, J2qdµ
›

›

›

`1
ď

ÿ

#J2“j2

›

›

›

ż σ

tn

PKFεpµ, z, J2qdµ
›

›

›

`1
. (5.64)

In the previous procedure we directly took the norm under the integral and have used (5.28), cf. the proof
of Lemma 5.4.7. Instead, now we aim to gain powers of ε from the oscillatory behavior of PKFεpµ, zpµq, Jq.
In the next lemma, we state a useful bound for the right-hand side of (5.64).

Lemma 5.4.8. Let be z the exact solution of (5.18) with initial data zp0q P `11. Under the Assump-
tions 3.2.1, 4.1.1, 3.2.2 and 3.7.2, we have for all n ě 0 and σ P Γn

ÿ

#J“1

›

›

›

ż σ

tn

PKFεpµ, z, Jqdµ
›

›

›

`1
ď C

`

ε|σ ´ tn|q ` ε
2˘ ,

where C depends on CT , Cε1 , on the inverse of the nonzero eigenvalues of Λ1p0q, and on the Lipschitz
constant in Assumption 3.7.2, but not on ε.

Proof. The goal is to gain one power of ε from the oscillatory behavior of PKFεpµ, z, Jq. We only consider
the multi-index J “ p1, 1,´1q, because the other two permutations can be treated in the same way. For
the proof, we use the relation (5.20), where we have pv˘1 in the nonlinearity, and obtain

›

›

›

ż σ

tn

PKFεpµ, z, Jqdµ
›

›

›

`1
“

›

›

›

ż σ

tn

PK rS1,εpµqT ppv1, pv1, pv´1q pµqdµ
›

›

›

`1
.

The proof is divided in two steps. First, we take advantage of the bound (5.40). In the second step, we
apply integration by parts to obtain the asserted bound.
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Step 1. With the decomposition (5.41), we split the nonlinearity under the integral into eight parts
which we cluster into three terms, cf. (5.45). We bound every term in NK1 pµ, pv, Jq and NK2 pµ, pv, Jq
containing PKε pv˘1 in a straightforward way. Hence, using

›

›

›

ż σ

tn

PK
`

NK1 pµ, pv, Jq `NK2 pµ, pv, Jq
˘

dµ
›

›

›

`1
ď ε|σ ´ tn|C pCT , C

ε
1q ,

we have established the estimate
›

›

›

ż σ

tn

PKFεpµ, z, Jqdµ
›

›

›

`1
ď

›

›

›

ż σ

tn

PK rS1,εpµqT pPεpv1,Pεpv1,Pεpv´1q pµqdµ
›

›

›

`1
` ε|σ ´ tn|C pCT , C

ε
1q .

(5.65)

Step 2. The remaining term of (5.65)
›

›

›

ż σ

tn

PK rS1,εpµqT pPεpv1,Pεpv1,Pεpv´1q pµqdµ
›

›

›

`1
(5.66)

has to be treated in a similar way as (4.24) in the proof of Proposition 4.1.4. With ∆1pεkq “ Λ1pεkq ´

Λ1p0q, we obtain by the definition (5.17) that

PK rS1,εpµ, kq “ exp
` iµ
ε2 Λ1p0q

˘

PK exp
` iµ
ε2 ∆1pεkq

˘

Ψ˚1 pεkq,

because PK commutes with every diagonal matrix. Hence, the term (5.66) can be expressed as
›

›

›

ż σ

tn

exp
` iµ
ε2 Λ1p0q

˘

PKfεpµqdµ
›

›

›

`1
,

where

fεpµ, kq “ exp
` iµ
ε2 ∆1pεkq

˘

Ψ˚1 pεkqT pPεpv1,Pεpv1,Pεpv´1q pµ, kq.

However, the diagonal matrix Λ1p0q is not invertible because λ11p0q “ 0. This problem is compensated
by the projection PK. As in Step 2 of the proof of Proposition 4.1.4, we replace the eigenvalue λ11p0q by
1 or any other nonzero number and consider a new diagonal matrix rΛ1p0q “ diag

`

1, λ12p0q, . . . , λ1sp0q
˘

instead of Λ1p0q. This matrix is invertible because λ1`p0q ‰ 0 for all ` “ 2, . . . , s by Assumption 4.1.1.
Integrating by parts yields

›

›

›

ż σ

tn

exp
´

iµ
ε2
rΛ1p0q

¯

PKfεpµqdµ
›

›

›

`1
ď

›

›

›

ε2

i

´

rΛ1p0q
¯´1 ”

exp
´

iµ
ε2
rΛ1p0q

¯

PKfεpµq
ıσ

µ“tn

›

›

›

`1

`

›

›

›

ε2

i

´

rΛ1p0q
¯´1 ż σ

tn

exp
´

iµ
ε2
rΛ1p0q

¯

PKBtfεpµqdµ
›

›

›

`1

ď Cε2`}fεpσq}`1 ` }fεptnq}`1
˘

` Cε2
ż σ

tn

}Btfεpµq}`1 dµ.

The goal is to show that these terms are uniformly bounded for all σ P Γn. For the first two terms this
follows immediately from (5.26), i.e.

}fεpσq}`1 “ }T pPεpv1,Pεpv1,Pεpv´1q pσq}`1 ď CT }Pεpv1pσq}
3
`1 ď C pCT , C1q .

It remains to bound the integral term. Since Λ1 is globally Lipschitz continuous by Assumption 3.7.2 it
follows that

| i
ε2 ∆1pεkq|2 “

1
ε2 |Λ1pεkq ´ Λ1p0q|2 ď C 1

ε |k|1 (5.67)
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with a constant which does not depend on ε and k. With

Btfεpµ, kq “
i
ε2 ∆1pεkqfεpµ, kq ` exp

` iµ
ε2 ∆1pεkq

˘

Ψ˚1 pεkqBtT pPεpv1,Pεpv1,Pεpv´1q pµ, kq

this yields

ε2
ż σ

tn

}Btfεpµq}`1 dµ ď ε2|σ ´ tn|max
µPΓn

}Btfεpµq}`1

ď ε|σ ´ tn|

ˆ

max
µPΓn

ÿ

kPZd
|k|1

ˇ

ˇT pPεpv1,Pεpv1,Pεpv´1q pµ, kq
ˇ

ˇ

2

` εmax
µPΓn

ÿ

kPZd

ˇ

ˇBtT pPεpv1,Pεpv1,Pεpv´1q pµ, kq
ˇ

ˇ

2

˙

ď ε|σ ´ tn|CT max
µPΓn

´

3}Pεpv1pµq}
3
`1

1
` 3ε}BtPεpv1pµq}`1}Pεpv1pµq}

2
`1

¯

.

Since ε}BtPεpv1pµq}`1 is uniformly bounded according to Lemma 5.4.2 a), it follows that (5.66) is bounded
by

›

›

›

ż σ

tn

PK rS1,εpµqT pPεpv1,Pεpv1,Pεpv´1q pµqdµ
›

›

›

`1
“

›

›

›

ż σ

tn

exp
´

iµ
ε2
rΛ1p0q

¯

PKfεpµqdµ
›

›

›

`1

ď ε|σ ´ tn|CpCT , C1q.

Combining this estimate with (5.65), we obtain for all multi-indices J with #J “ 1 the desired estimate

ÿ

#J“1

›

›

›

ż σ

tn

PKFεpµ, z, Jqdµ
›

›

›

`1
ď
`

ε|σ ´ tn| ` ε
2˘C pCT , C

ε
1q .

With this result, we prove that the term (5.63) is O
`

ετ2 ` ε2τ
˘

, which is better than O
`

τ2˘ for large
time-steps ε ă τ .

Lemma 5.4.9. Under the assumptions of Lemma 5.4.8 we have for all n ě 1

›

›

›

ż tn`1

tn´1

rS1,εpσqG2PKpσ, z, zptnq, Jqdσ
›

›

›

`1
ď
`

ετ2 ` ε2τ
˘

C, (5.68)

where C depends on CT , Cε1 , on the inverse of the nonzero eigenvalues of Λ1p0q, and on the Lipschitz
constant in Assumption 3.7.2, but not on ε.

Proof. Since the nonlinearity T in (5.61) with ˝ “ PK contains one term PKBtz˘1, we estimate the
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left-hand side of (5.68) in a straightforward way in order to apply Lemma 5.4.8. We obtain
›

›

›

ż tn`1

tn´1

rS1,εpσqG2PKpσ, tn, z, Jqdσ
›

›

›

`1
ď

ż tn`1

tn´1

}G2PKpσ, tn, z, Jq}`1 dσ

ď CT

ż tn`1

tn´1

}Pzj1ptnq}`1

›

›

›

ż σ

tn

PKBtzj2pµqdµ
›

›

›

`1
}Pεpvj3pσq}`1 dσ

ď CT max
σPΓn

}Pz1pσq}
2
`1

ż tn`1

tn´1

›

›

›

ż σ

tn

PKBtzj2pµqdµ
›

›

›

`1
dσ

ď CT max
σPΓn

}Pz1pσq}
2
`1

ż tn`1

tn´1

ÿ

#J2“j2

›

›

›

ż σ

tn

PKFεpµ, z, J2qdµ
›

›

›

`1
dσ

ď C pCT , C
ε
1q

ż tn`1

tn´1

`

ε|σ ´ tn| ` ε
2˘ dσ

ď
`

τ2ε` ε2τ
˘

C pCT , C
ε
1q ,

where we apply (5.26), (5.43) and Lemma 5.4.8. This yields the assertion and completes the proof.

Therefore, so far we have estimated
›

›

›

ż tn`1

tn´1

rS1,εpσqG2pσ, tn, z, Jqdσ
›

›

›

`1
ď

›

›

›

ż tn`1

tn´1

rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
`
`

τ2ε` ε2τ
˘

C for #J “ 1,

which refines (5.60) for #J “ 1 to
›

›

›

ż tn`1

tn´1

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
(5.69)

ď

›

›

›

ż tn`1

tn´1

rS1,εpσq
“

G1P pσ, tn, z, Jq ` G2P pσ, tn, z, Jq ` G3P pσ, tn, z, Jq
‰

dσ
›

›

›

`1
`
`

τ2ε` ε2τ
˘

C.

The elaborate part is to show
›

›

›

ż tn`1

tn´1

rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
ď
`

τ3 ` τ2ε` τε2˘C. (5.70)

If (5.70) holds and therefore also for G1P and G3P , then we have established the estimate
›

›

›

ż tn`1

tn´1

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
ď
`

τ3 ` τ2ε` τε2˘C, for #J “ 1

and Proposition 5.4.5 follows directly. In order to prove (5.70), we first split
›

›

›

ż tn`1

tn´1

rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
ď

›

›

›

ż tn`1

tn´1

P rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
(5.71)

`

›

›

›

ż tn`1

tn´1

PK rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
,

because the two terms require different proof techniques. The main challenge is to show that
›

›

›

ż tn`1

tn´1

P rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
ď C

`

ετ2 ` τ3˘ , for #J “ 1 (5.72)

and
›

›

›

ż tn`1

tn´1

PK rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
ď C

`

ετ2 ` ε2τ
˘

, for #J “ 1. (5.73)
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The estimate (5.73) will be considered in Lemma 5.4.10, whereas (5.72) will be investigated in Lemma
5.4.11. Since we can proceed similarly for proving (5.73) as in the proof of Lemma 5.4.8, we state the
following result.

Lemma 5.4.10. Under the assumptions of Lemma 5.4.8, we have for all n ě 1
›

›

›

ż tn`1

tn´1

PK rS1,εpσqG2P pσ, tn, z, Jq dσ
›

›

›

`1
ď C

`

ετ2 ` ε2τ
˘

, for #J “ 1,

where C depends on CT , Cε1 , on the inverse of the nonzero eigenvalues of Λ1p0q, and on the Lipschitz
constant in Assumption 3.7.2, but not on ε.

Proof. The proof is similar to Step 2 in the proof of Lemma 5.4.8. Because PK commutes with every
diagonal matrix, we again rewrite

ż tn`1

tn´1

PK rS1,εpσqG2P pσ, tn, z, Jqdσ “
ż tn`1

tn´1

exp
` iσ
ε2 Λ1p0q

˘

PKfεpσ, kqdσ,

where with (5.61) and ˝ “ P

fεpσ, kq “ exp
` iσ
ε2 ∆1pεkq

˘

Ψ˚1 pεkqG2P pσ, tn, z, Jqpkq. (5.74)

The diagonal matrix Λ1p0q is not invertible, but this is compensated by the projection PK. Hence, we
consider the modified matrix rΛ1p0q instead of Λ1p0q, which is invertible. Thus, we estimate
›

›

›

ż tn`1

tn´1

exp
´

iσ
ε2
rΛ1p0q

¯

PKfεpσqdσ
›

›

›

`1
ď

›

›

›

ε2

i

´

rΛ1p0q
¯´1 ”

exp
´

iσ
ε2
rΛ1p0q

¯

PKfεpσq
ıtn`1

σ“tn´1

›

›

›

`1

`

›

›

›

ε2

i

´

rΛ1p0q
¯´1 ż tn`1

tn´1

exp
´

iσ
ε2
rΛ1p0q

¯

PKBtfεpσqdσ
›

›

›

`1

ď Cε2`}fεptn´1q}`1 ` }fεptn`1q}`1
˘

` Cε2
ż tn`1

tn´1

}Btfεpσq}`1 dσ,

where C depends on the inverse of the nonzero eigenvalues of Λ1p0q. The goal is to show that these terms
are uniformly bounded. For the first two terms we obtain in a straightforward way for σ P Γn with (5.28)
and (5.43) that

}fεpσq}`1 ď }G2P pσ, tn, z, Jq}`1

ď CT max
tPΓn

}Pz1ptq}
2
`1

ż σ

tn

}PBtz1pµq}`1 dµ

ď |σ ´ tn|CT max
tPΓn

}Pz1ptq}
2
`1 max
µPΓn

}PBtz1pµq}`1

ď |σ ´ tn|C pCT , C1q . (5.75)

It remains to bound the integral term. Taking the time derivative of (5.74) yields

Btfεpσ, kq “ R1,εpσ, kq `R2,εpσ, kq,

where

R1,εpσ, kq “
i
ε2 ∆1pεkqfεpσ, kq,

R2,εpσ, kq “ exp
` iσ
ε2 ∆1pεkq

˘

Ψ˚1 pεkqBtG2P pσ, tn, z, Jq.
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Since Λ1 is globally Lipschitz continuous, it follows with (5.67) and the product rule for R1,ε that

ε2
ż tn`1

tn´1

}R1,εpσq}`1 dσ “
ż tn`1

tn´1

}∆1pε¨qfεpσq}`1 dσ

ď ε

ż tn`1

tn´1

3|σ ´ tn|CT max
tPΓn

}Pz1ptq}
2
`1

1
max
µPΓn

}PBtz1pµq}`1
1
dσ

ď 3CT ετ2 max
tPΓn

}Pz1ptq}
2
`1

1
max
µPΓn

}PBtz1pµq}`1
1

ď ετ2C pCT , C1q , (5.76)

since all |ji| “ 1. For the term max
µPΓn

}PBtz1pµq}`1
1
we use Lemma 5.1.6 with r “ 1. Next, we bound the

term R2,ε. For σ P Γn we have with the product rule and the estimate (5.26)

}R2,εpσq}`1 “ }BtG2P pσ, tn, z, Jq}`1 “

›

›

›
BtT

ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,Pεpvj3pσq

˙

›

›

›

`1

ď CT

„

}Bt rS
˚
j1,εpσqPzj1ptnq}`1

ż σ

tn

}PBtzj2pµq}`1 dµ }Pzj3pσq}`1

` }Pzj1ptnq}`1

›

›

›
Bt

ˆ

rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ
˙

›

›

›

`1
}Pzj3pσq}`1

` }Pzj1ptnq}`1

ż σ

tn

}PBtzj2pµq}`1 dµ }BtPεpvj3pσq}`1



.

Next, we aim to bound every single term separately. With definition (5.17) and Λjipεkq “ Λjip0q`∆jipεkq,
we obtain

Bt rS
˚
ji,εpσ, kq “ ´

i
ε2 Ψjipεkq

„

Λjip0q `∆jipεkq



exp
`

´ iσ
ε2 Λjipεkq

˘

.

Together with the product rule this yields

Bσ

ˆ

rS˚ji,εpσ, kqP

ż σ

tn

Btzjipµqdµ
˙

“ ´ i
ε2 Ψjipεkq

„

Λjip0qP `∆jipεkqP



exp
`

´ iσ
ε2 Λjipεkq

˘

ż σ

tn

Btzjipµqdµ

` rS˚ji,εpσ, kqPBtzjipσq,

because P commutes with every diagonal matrix. Furthermore, since λ˘11p0q “ 0 we have

|Λ˘1p0qPf |2 “ |λ˘11p0qf1| “ 0,

and with (5.49)

1
ε2

ˇ

ˇ∆˘1pεkqPf
ˇ

ˇ

2 “
1
ε2 |λ˘11pεkq ´ λ˘11p0q|

ˇ

ˇPf
ˇ

ˇ

1 ď
1
εC|k|1

ˇ

ˇPf
ˇ

ˇ

2.

Hence, we bound
›

›Bt rS
˚
ji,εpσqPzjiptnq

›

›

`1 ď
1
ε2

›

›Λjip0qP exp
`

´ iσ
ε2 Λjipε¨q

˘

zjiptnq
›

›

`1

` 1
ε2

›

›∆jipε¨qP exp
`

´ iσ
ε2 Λjipε¨q

˘

zjiptnq
›

›

`1

ď C
ε }Pzjiptnq}`1

1
ď C

ε C1, (5.77)

and
›

›

›
Bt

ˆ

rS˚ji,εpσ, kqP

ż σ

tn

Btzjipµqdµ
˙

›

›

›

`1
ď
C

ε
|σ ´ tn|max

µPΓn
}PBtzjipµq}`1

1
` }PBtzjipσq}`1

ď

ˆ

|σ ´ tn|

ε
` 1

˙

C pCT , C1q , (5.78)
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where we use Lemma 5.1.6 with r “ 0 and r “ 1 for the last estimate.
For σ P Γn we estimate with the bounds (5.77), (5.78) and Lemma 5.1.6 with r “ 0

›

›BtG2P pσ, tn, z, Jq
›

›

`1 ď CT

„

›

›Bt rS
˚
j1,εpσqPzj1ptnq

›

›

`1 |σ ´ tn|C pCT , C0q

` pC0q
2
›

›

›
Bt

ˆ

rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ
˙

›

›

›

`1

` |σ ´ tn|C pCT , C1q
›

›BtPεpvj3pσq
›

›

`1

ď

ˆ

|σ ´ tn|

ε
` 1

˙

C pCT , C1q , (5.79)

since maxσPΓn }BtPεpv1pσq}`1 ď Cε´1.
This yields with (5.76) and (5.79)

ε2
ż tn`1

tn´1

}Btfεpσq}`1 dσ ď
ż tn`1

tn´1

}∆1pε¨qfεpσq}`1 dσ ` ε2
ż tn`1

tn´1

}BtG2P pσ, tn, z, Jq}`1 dσ

ď τ2εC pCT , C1q `
`

τ2ε` 2τε2˘C pCT , C1q . (5.80)

Thus, combining (5.75) and (5.80) it follows that

›

›

›

ż tn`1

tn´1

exp
` iσ
ε2 Λ1p0q

˘

PKfεpσqdσ
›

›

›

`1
ď Cε2

˜

}fεptn´1q}`1 ` }fεptn`1q}`1 `

ż tn`1

tn´1

}Btfεpσq}`1 dσ
¸

ď
`

ετ2 ` ε2τ
˘

C pCT , C1q ,

which proves Lemma 5.4.10.

Thus, so far we have refined (5.71) to

›

›

›

ż tn`1

tn´1

rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
ď

›

›

›

ż tn`1

tn´1

P rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
`
`

τ2ε` ε2τ
˘

C.

The remaining term will be investigated in the last lemmata.

Lemma 5.4.11. Let be z the exact solution of (5.18) with initial data zp0q P `12. Under the Assumptions
4.1.1, 3.2.2 and 3.7.2, we have for all n ě 1

›

›

›

ż tn`1

tn´1

P rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
ď C

`

ετ2 ` τ3˘ , for #J “ 1,

where C depends on CT and Cε2 but not on ε.

Proof. We remark that the assumptions allow us to apply Lemma 5.4.2 b) and 5.4.4. The proof is different
from the proofs of Lemma 5.4.9 and Lemma 5.4.10. In

ż tn`1

tn´1

P rS1,εpσqG2P pσ, tn, z, Jqdσ (5.81)

we have the projection P in front of the transformation rS1,εpσq and in every component of the term G2P .
Hence, the main idea of this proof is to use a Taylor expansion for the exponential terms and to apply
the estimate (5.53) in order to handle the factor ε´2. We divide the proof into several steps.
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Step 1. In this step we split the term P rS1,εpσq into two terms. For this purpose we expand the
transformation rS1,εpσq by exp

` itn
ε2 Λ1pεkq

˘

. Thus, we obtain

P rS1,εpσ, kq “ P exp
` iσ
ε2 Λ1pεkq

˘

Ψ1pεkq
˚ “ exp

` itn
ε2 Λ1pεkq

˘

P rS1,εpσ ´ tnq, (5.82)

since P commutes with every diagonal matrix. Next, we use that

exp
´

ipσ´tnq
ε2 Λjpεkq

¯

“ I ` i
ε2 Λjpεkq

ż σ

tn

exp
´

ipµ´tnq
ε2 Λjpεkq

¯

dµ. (5.83)

Substituting this expansion into the exponential part of rS1,εpσ ´ tnq yields

exp
` itn
ε2 Λ1pεkq

˘

P rS1,εpσ ´ tnq “ exp
` itn
ε2 Λ1pεkq

˘

PΨ˚1 pεkq (5.84)

` exp
` itn
ε2 Λ1pεkq

˘ i
ε2 Λ1pεkqP

ż σ

tn

exp
´

ipµ´tnq
ε2 Λ1pεkq

¯

dµΨ˚1 pεkq.

In the following step, we investigate the second term of (5.84) applied on G2P in (5.81). We aim to
bound the resulting integral term by O

`

τ3˘. The first term of (5.84) applied on G2P will again be split
into more terms. Again some of those new terms can be bounded by O

`

τ3˘.

Step 2. We note that with the estimate (5.53) the factor ε´2 cancels in the second term of (5.84). We
consider the summands in (5.84) separately. For the second term it follows with (5.53) and (5.50) applied
to the nonlinearity that

›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘ i
ε2 Λ1pε¨qP

ż σ

tn

exp
´

ipµ´tnq
ε2 Λ1pε¨q

¯

dµΨ˚1 pε¨qG2P pσ, tn, z, Jqdσ
›

›

›

`1

ď

ż tn`1

tn´1

›

›

›

i
ε2 Λ1pε¨qP

ż σ

tn

exp
´

ipµ´tnq
ε2 Λ1pε¨q

¯

dµΨ˚1 pε¨qG2P pσ, tn, z, Jq
›

›

›

`1
dσ

ď C

ż tn`1

tn´1

|σ ´ tn|
›

›G2P pσ, tn, z, Jq
›

›

`1
2
dσ

“ C

ż tn`1

tn´1

|σ ´ tn|
›

›

›
T
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,Pεpvj3pσq

˙

›

›

›

`1
2

dσ

ď C pCT q

ż tn`1

tn´1

|σ ´ tn|
›

›

›

ż σ

tn

BtPzj2pµqdµ
›

›

›

`1
2

}Pzj3pσq}`1
2
dσ }Pzj1ptnq}`1

2

ď C pCT , C2qmax
µPΓn

}Btz1pµq}`1
2

ż tn`1

tn´1

pσ ´ tnq
2 dσ

ď τ3C pCT , C2q , (5.85)

where we use Lemma 5.1.6 with r “ 2 for max
µPΓn

}Btz1pµq}`1
2
.

The first term of (5.84) applied on G2P is

exp
` itn
ε2 Λ1pεkq

˘

PΨ˚1 pεkqG2P pσ, tn, z, Jq

“ exp
` itn
ε2 Λ1pεkq

˘

PΨ˚1 pεkqT
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,Pεpvj3ptnq `

ż σ

tn

PεBtpvj3pµqdµ
˙

“ exp
` itn
ε2 Λ1pεkq

˘

PΨ˚1 pεkq
„

T
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,Pεpvj3ptnq

˙

(5.86)

` T
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,
ż σ

tn

PεBtpvj3pµqdµ
˙

,
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where we use in the last component of the nonlinearity the fundamental theorem of calculus and the
linearity. We obtain for the second term in (5.86) with (5.26)
›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘

PΨ˚1 pε¨qT
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,
ż σ

tn

PεBtpvj3pµqdµ
˙

dσ
›

›

›

`1

ď CT

ż tn`1

tn´1

pσ ´ tnq
2 dσ }Pzj1ptnq}`1 max

µPΓn
}Btzj2pµq}`1 max

µPΓn
}BtPεpvj3pµq}`1

ď τ3C pCT , C2q , (5.87)

where we use Lemma 5.1.6 with r “ 0 and Lemma 5.4.2 b) for the last inequality.
Thus, so far we estimate
›

›

›

ż tn`1

tn´1

P rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1

ď

›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘

PΨ˚1 pε¨qT
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,Pεpvj3ptnq

˙

dσ
›

›

›

`1

` Cτ3.

In the next two steps we investigate the remaining term.

Step 3. For the first term of (5.86), we now proceed in the same way as in Step 1, but this time
we make the expansion (5.82) of the transformation rS˚ji,εpσq for i “ 1, 2 by exp

`

´ itn
ε2 Λjipεkpiqq

˘

in the
nonlinearity. Next, we substitute the expansion (5.83) for the exponential function into the exponential
part of rS˚ji,εpσ ´ tnq in every component of the nonlinearity. In total, we obtain

exp
` itn
ε2 Λ1pεkq

˘

PΨ˚1 pεkqT
ˆ

rS˚j1,εpσqPzj1ptnq,
rS˚j2,εpσq

ż σ

tn

PBtzj2pµqdµ,Pεpvj3ptnq

˙

“ exp
` itn
ε2 Λ1pεkq

˘

PΨ˚1 pεkq
”

rR1pσ, tn, z, Jq ` rR2pσ, tn, z, Jq ` rR3pσ, tn, z, Jq
ı

,

where

rR1pσ, tn, z, Jq “ T pIj1ptn, zptnqq, Ij2pσ, tn, zq,Pεpvj3ptnqq ,

rR2pσ, tn, z, Jq “ T
´

rIj1pσ, tn, zptnqq, Ij2pσ, tn, zq,Pεpvj3ptnq
¯

` T
´

Ij1ptn, zptnqq,
rIj2pσ, tn, zq,Pεpvj3ptnq

¯

,

rR3pσ, tn, z, Jq “ T
´

rIj1pσ, tn, zptnqq,
rIj2pσ, tn, zq,Pεpvj3ptnq

¯

,

Ij1ptn, zptnqq “ Ψj1pε¨qP exp
`

´ itn
ε2 Λj1pε¨q

˘

zj1ptnq,

Ij2pσ, tn, zq “ Ψj2pε¨qP exp
`

´ itn
ε2 Λj2pε¨q

˘

ż σ

tn

Btzj2pµqdµ,

rIj1pσ, tn, zptnqq “ ´
i
ε2 Λj1pε¨qP

ż σ

tn

exp
´

´
ipµ´tnq
ε2 Λj1pε¨q

¯

dµ exp
`

´ itn
ε2 Λj1pε¨q

˘

zj1ptnq,

rIj2pσ, tn, zq “ ´
i
ε2 Λj2pε¨qP

ż σ

tn

exp
´

´
ipµ´tnq
ε2 Λj2pε¨q

¯

dµ exp
`

´ itn
ε2 Λj2pε¨q

˘

ż σ

tn

Btzj2pµqdµ.

The index m of rRm indicates how many integrals every nonlinear term contains. The goal of this step is
to show for m “ 2, 3

›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘

PΨ˚1 pε¨q rRmpσ, tn, z, Jqdσ
›

›

›

`1
ď τ3C.
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Similarly to Step 2, the factor ε´2 in the terms rIj1 and rIj2 is canceled by means of the estimate (5.53).
Hence, we have the bounds

›

›Ij1ptn, zptnqq
›

›

`1 “ }zj1ptnq}`1

›

›Ij2pσ, tn, zq
›

›

`1 ď |σ ´ tn|max
µPΓn

}Btzj2pµq}`1 ,

›

›rIj1pσ, tn, zptnqq
›

›

`1 ď

›

›

›

ż σ

tn

exp
´

´
ipµ´tnq
ε2 Λj1pε¨q

¯

dµ exp
`

´ itn
ε2 Λj1pε¨q

˘

zj1ptnq
›

›

›

`1
2

ď |σ ´ tn|
›

›zj1ptnq
›

›

`1
2
,

›

›rIj2pσ, tn, zq
›

›

`1 ď

›

›

›

ż σ

tn

exp
´

´
ipµ´tnq
ε2 Λj2pε¨q

¯

dµ exp
`

´ itn
ε2 Λj2pε¨q

˘

ż σ

tn

Btzj2pµqdµ
›

›

›

`1
2

ď pσ ´ tnq
2 max
µPΓn

}Btzj2pµq}`1
2
,

where for the estimates of the terms rIj1 and rIj2 we use (5.53) and (5.50).

The terms rR2 and rR3 which contain two and three integrals, respectively, can be bounded straight-
forwardly at least by Opτ3q. As an example we only consider one term of rR2. We obtain with (5.26) and
the previously calculated bounds

›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘

PΨ˚1 pε¨qT
´

Ij1ptn, zptnqq,
rIj2pσ, tn, zq,Pεpvj3ptnq

¯

dσ
›

›

›

`1

ď CT

ż tn`1

tn´1

›

›Ij1ptn, zptnqq
›

›

`1

›

›rIj2pσ, tn, zq
›

›

`1

›

›Pεpvj3ptnq
›

›

`1 dσ

ď CT }Pzj1ptnq}`1 max
µPΓn

}Btzj2pµq}`1
2
}Pεpvj3ptnq}`1

ż tn`1

tn´1

pσ ´ tnq
2dσ

ď τ3C pCT , C2q , (5.88)

where we use Lemma 5.1.6 with r “ 2 and Lemma 5.4.2 b) for the last inequality. The other term of rR2

and the term rR3 can be treated similarly.

Step 4. The remaining term is

rR1pσ, tn, z, Jq “ T
`

Ij1ptn, zptnqq, Ij2pσ, tn, zq,Pεpvj3ptnq
˘

(5.89)

and the goal is to show
›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘

PΨ˚1 pε¨q rR1pσ, tn, z, Jqdσ
›

›

›

`1
ď C

`

τ3 ` ετ2˘ . (5.90)

The term Ij2 is the only term of (5.89) which depends on σ. All the other expressions are independent
of σ. Next, we rewrite

Btzj2pµq “ Btzj2ptnq `
`

Btzj2pµq ´ Btzj2ptnq
˘

.

If we substitute this expression into Ij2 we have

rR1pσ, tn, z, Jq “ T
ˆ

Ij1ptn, zptnqq,Ψj2pε¨qP exp
`

´ itn
ε2 Λj2pε¨q

˘

ż σ

tn

Btzj2ptnqdµ,Pεpvj3ptnq

˙

` T
ˆ

Ij1ptn, zptnqq,Ψj2pε¨q exp
`

´ itn
ε2 Λj2pε¨q

˘

ż σ

tn

P
`

Btzj2pµq ´ Btzj2ptnq
˘

dµ,Pεpvj3ptnq

˙

,

(5.91)
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where P commutes with the diagonal matrix and the time derivative. We consider the first term of (5.91).
We observe that the term under the inner integral is now independent of µ. Therefore, we obtain a factor
pσ´ tnq. Furthermore, all expressions are now independent of σ, except pσ´ tnq. Thus, it follows for the
integral over rtn´1, tn`1s that

ż tn`1

tn´1

pσ ´ tnqdσ exp
` itn
ε2 Λ1pεkq

˘

PΨ˚1 pεkqT
ˆ

Ij1ptn, zptnqq, (5.92)

Ψj2pε¨qP exp
`

´ itn
ε2 Λj2pε¨q

˘

Btzj2ptnq,Pεpvj3ptnq

˙

pkq “ 0.

Here, we take advantage of the symmetry of the integral around the midpoint tn, i.e.

ż tn`1

tn´1

pσ ´ tnqdσ “ 0.

Next, we substitute (5.91) into the left-hand side of (5.90) and use the fact that (5.92) vanishes. With
(5.26) and Lemma 5.4.4 we obtain

›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘

PΨ˚1 pε¨q rR1pσ, tn, z, Jqdσ
›

›

›

`1

“

›

›

›

ż tn`1

tn´1

exp
` itn
ε2 Λ1pε¨q

˘

PΨ˚1 pε¨qT
ˆ

Ij1ptn, zptnqq,

Ψj2pε¨q exp
`

´ itn
ε2 Λj2pε¨q

˘

ż σ

tn

P
`

Btzj2pµq ´ Btzj2ptnq
˘

dµ,Pεpvj3ptnq

˙

dσ
›

›

›

`1

ď

ż tn`1

tn´1

ż σ

tn

›

›P
`

Btzj2pµq ´ Btzj2ptnq
˘
›

›

`1 dµdσ }Pzj3ptnq}
2
`1

ď C pCT , C
ε
2q

ż tn`1

tn´1

ż σ

tn

`

|µ´ tn| ` ε
˘

dµdσ

ď C pCT , C
ε
2q
`

τ3 ` ετ2˘ . (5.93)

Combining all the different bounds (5.85), (5.87), (5.88) and (5.93) yields

›

›

›

ż tn`1

tn´1

P rS1,εpσqG2P pσ, tn, z, Jqdσ
›

›

›

`1
ď C pCT , C

ε
2q
`

τ3 ` ετ2˘ .

With the estimates from Lemma 5.4.7, Lemma 5.4.9, Lemma 5.4.10 and Lemma 5.4.11, we prove Propo-
sition 5.4.5.

Proof of Proposition 5.4.5.
For the local error we have for n ě 1

}dn`1}`1 ď
ÿ

#J“1

›

›Fpz, tn, Jq ´ Fpzptnq, tn, Jq
›

›

`1 “
ÿ

#J“1

›

›

›

ż tn`1

tn´1

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
.
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From (5.69) together with the splitting (5.71), but now for every GiP , we know that we can estimate

ÿ

#J“1

›

›

›

ż tn`1

tn´1

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1

ď
ÿ

#J“1

›

›

›

ż tn`1

tn´1

P rS1,εpσq
“

G1P pσ, tn, z, Jq ` G2P pσ, tn, z, Jq ` G3P pσ, tn, z, Jq
‰

dσ
›

›

›

`1

`
ÿ

#J“1

›

›

›

ż tn`1

tn´1

PK rS1,εpσq
“

G1P pσ, tn, z, Jq ` G2P pσ, tn, z, Jq ` G3P pσ, tn, z, Jq
‰

dσ
›

›

›

`1
`
`

τ2ε` ε2τ
˘

C

ď
ÿ

#J“1

3
ÿ

i“1

›

›

›

ż tn`1

tn´1

P rS1,εpσqGiP pσ, tn, z, Jqdσ
›

›

›

`1

`
ÿ

#J“1

3
ÿ

i“1

›

›

›

ż tn`1

tn´1

PK rS1,εpσqGiP pσ, tn, z, Jqdσ
›

›

›

`1
`
`

τ2ε` ε2τ
˘

C.

Now, by combining Lemma 5.4.10 and Lemma 5.4.11, but now for every GiP , we obtain

ÿ

#J“1

›

›

›

ż tn`1

tn´1

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jqdσ
›

›

›

`1
ď C pCT , C

ε
2q
`

τ3 ` ετ2 ` τε2˘ .

For the first step we obtain with Proposition 5.3.3

}d1}`1 ď
ÿ

#J“1

›

›Fpz, t0, Jq ´ Fpzpt0q, t0, Jq
›

›

`1 “
ÿ

#J“1

›

›

›

ż t1

t0

Fεpσ, zpσq, Jq ´ Fεpσ, zpt0q, Jqdσ
›

›

›

`1

ď τ2C.

Now by means of the Proposition 5.3.4 and 5.3.5, we are in a position to show the global error result by
combining the stability result and the local error bound with the classical telescoping sum argument of
Lady Windermere’s fan.

Proof of Theorem 5.3.2 b). Similarly to the proof of Theorem 5.3.2 a), we estimate

}zn ´ zptnq}`1 ď }zn ´ zptnq}`1 ď etendCT C2
‹

˜

n´1
ÿ

m“1
}Φτ,tm pzptmqq ´ zptm`1q}`1 ` }d1}`1

¸

ď etendCT C2
‹

`

pn´ 1q
`

ε2τ ` τ2ε` τ3˘ C̃ ` τ2C̃
˘

ď etendCT C2
‹

`

tend

`

ε2 ` τε` τ2˘ C̃ ` τ2C̃
˘

ď etendCT C2
‹

`

τ2 ` ε2˘ tendC̃,

because of the Proposition 5.4.5 and τε ď maxtτ2, ε2u.

Conclusion

For different ranges of the step-size τ , one of the two parameters τ or ε is the dominant one.
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• For step-sizes τ ě ε the global error bound (see Theorem 5.3.2 b)) becomes smaller as the step-size
decreases because we have

}zn ´ zptnq}`1 ď τ2C.

• For step-sizes ε2 ď τ ă ε the global error is dominated by the parameter ε because

}zn ´ zptnq}`1 ď ε2C.

• Now we consider the case τ ă ε2. For those step-sizes the ratio between ε and τ is so small that we
can apply standard theory and observe second-order accuracy again. In other words, we proceed
for the proof of the local error bound as in the classical way and apply Taylor expansion, similarly
to the proof of Lemma 5.4.11. We note that in general we can estimate

1
ε2 |Λ˘1pεkq|2 ď

1
ε2

`

|Λ˘1pεkq ´ Λ˘1p0q|2 ` |Λ˘1p0q|2
˘

and }Btz˘1pµq ´ Btz˘1ptnq}`1 ď pµ´ tnqmax
νPΓn

}B2
t z˘1pνq}`1 “ O

`

pµ´ tnqε
´2˘ .

Adapting the proof of Lemma 5.4.11 results in a local error estimate of O
´

τ3

ε2

¯

and, thus, for the
global error bound we obtain

}zn ´ zptnq}`1 ď
τ2

ε2C for τ ă ε2.

We omit the details because for τ ă ε2 the total error of the analytical and numerical approximations
is dominated by the analytical error, which is O

`

ε2˘.

Hence, we conclude that it does not make sense to use a step-size τ which is smaller than Opεq.
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5.5 Cherry Picking

The drawback of reformulating the system (3.16) in terms of the transformed system (5.18) is the multiple
sums hidden in the term Fεpt, z, Jq, cf. (5.19) combined with the definition (5.12) of T . From a numerical
point of view the nested sum structure makes the evaluations of the nonlinearity more costly. For this
reason, we investigate the nonlinear term in more detail with the aim to hopefully reduce the numerical
work for the one- and two-step method. In the following, we only consider the two-step method as an
example.

5.5.1 Observations

We recall that the two-step method is given by

zn`1pkq “ zn´1pkq `
ÿ

#J“1

ż tn`1

tn´1

Fεpσ, z
n, Jqpkqdσ,

cf. (5.37). For the numerical calculation we have to evaluate each integral exactly. In order to do this,
we take a closer look at the individual entries of the integral. With the notation (3.52) the m-th entry of
the integral term is

ż tn`1

tn´1

Fε,mpσ, z
n, Jqpkqdσ “

ÿ

M

ÿ

#K“k

ż tn`1

tn´1

exp
` iσ
ε2

“

λ1mpεkq ´ λJM pεKq
‰˘

dσ

ˆ ZnJM pKqψ
˚
1mpεkqT pψJM pεKqq .

Let j, J , m, M , k, K be fixed and define

∆λ “ λjmpεkq ´ λJM pεKq “ λjmpεkq ´
3
ÿ

i“1
λjimipεk

piqq.

Then, we have
ż tn`1

tn´1

exp
` iσ
ε2

“

λjmpεkq ´ λJM pεKq
‰˘

dσ “
ż tn`1

tn´1

exp
` iσ
ε2 ∆λ

˘

dσ (5.94)

“
ε2

|∆λ|

´

exp
´

itn`1
ε2 ∆λ

¯

´ exp
´

itn´1
ε2 ∆λ

¯¯

“ τ exp
` itn
ε2 ∆λ

˘ `

ϕ1
` iτ
ε2 ∆λ

˘

` ϕ1
`

´ iτ
ε2 ∆λ

˘˘

,

where we use the definition of the ϕ1-function from [20].
However, this is computationally expensive. While the ϕ1-functions have to be calculated only once at
the beginning and then saved, it has to be done for every possible combination of j, J , m, M , k, K. The
total number of operations is proportional to the number of different indices j, J , m, M , k, K. We know
that there are three different multi-indices J with #J “ 1 in the case jmax “ 1. Since m P t1, . . . , su and
M P t1, . . . , su3, there are s different choices for m and s3 different choices for M . We define the set

G :“ t´kmax2 , . . . ,
kmax

2 ´ 1u, (5.95)

where kmax P 2N is a fixed number. After a space discretization by Fourier collocation (see Subsection
5.6.1) the total number of K “ pkp1q, kp2q, kp3qq P Gd ˆ Gd ˆ Gd is d3k3

max. The total number of
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combinations K “ pkp1q, kp2q, kp3qq P Gd ˆ Gd ˆ Gd under the constraint #K “ k P Gd is only a subset
and, hence, the total number of operations is smaller than

3 ¨ s ¨ s3 ¨ d3k3
max “ 3s ¨ ps ¨ d ¨ kmaxq3 . (5.96)

Consequently, our methods are only useful if (5.96) is sufficiently small, and furthermore, are of interest
only for small ε. For (5.96) to be small, we need few space discretization points. The parameters d and
s are typically not so large. For a Klein–Gordon equation in d “ 1, we have s “ d` 1 “ 2. However, for
the Maxwell-Lorentz system in d “ 3, it follows that s “ 12. Thus, we expect that our methods are only
applicable for d “ 1.
It is not surprising that the workload depends on s ¨ d ¨ kmax, but the cubic scaling is a severe problem.
Moreover, the diagonalisation has to be computed and stored for j “ 1 and every k P Gd.
The multiple sum structure in the numeric schemes (one-step method and two-step method) is the key
limiting factor for the competitiveness of these methods in comparison with the Schrödinger approxima-
tion. Compared to standard methods like splitting methods, the advantage is not having a restriction on
the step-size τ .
In order to reduce the numerical work, we introduce a strategy which we call cherry picking. This ansatz
does not change the cubic scaling but is used to reduce the computational work considerably.

Idea. The idea of cherry picking is to reduce the numerical workload by omitting terms which are a
priori “small enough” compared to the accuracy. For this purpose we break the right-hand side of (5.37)
down to the level of single entries. The m-th entry of the term under the integral is given by

Fε,mpt, z, Jqpkq “
ÿ

M

ÿ

#K“k
exp

´

it
ε2

“

λjmpεkq ´ λJM pεKq
‰

¯

ZJM pt,Kqψ
˚
jmpεkqT

`

ψJM pεKq
˘

,

where J P J 3 with #J “ 1. If the m-th term of the following integral satisfies
ż tn`1

tn´1

Fε,mpσ, z, Jqpkqdσ “ Opτε2q,

then the corresponding term can be omitted, because the total accuracy of our approach cannot be better
than Optendε

2q, anyway. For the exact solution we know by Assumption 5.4.1 (ii) that

z11pt, kq “ Op1q, z1mpt, kq “ Opεq if m ‰ 1.

Therefore, we only include terms ZJM for which at least two entries of M are 1. This means for example
the multi-index M “ p1, 1, 1q or M “ pm1, 1, 1q for m1 “ 2, . . . , s and its permutations.

5.5.2 Construction of the cherry picking method

The first goal is to state the cherry picking method in a rigorous way. We start with the exact two-step
equation (5.36)

zptn`1, kq “ zptn´1, kq `
ÿ

#J“1

ż tn`1

tn´1

Fεpσ, zpσq, Jqpkqdσ.

With the decomposition (5.41) we have

Fεpt, zptq, Jq “ Fεpt, Pzptq, Jq `NK1 pt, zptq, Jq `NK2 pt, zptq, Jq,
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cf. (5.45). We observe that NK2 includes the pairs of multi-indices J and M where
ż tn`1

tn´1

Fε,mpσ, zpσq, Jqpkqdσ “ Opτε2q

is fulfilled for the exact solution. An approximation for the exact solution at time tn`1 can be obtained
by omitting the term NK2 and freezing zpσq in the remaining terms of the nonlinearity at σ “ tn. We
define

F cherε pt, zptq, Jq “ Fεpt, Pzptq, Jq `NK1 pt, zptq, Jq (5.97)

and, thus, an approximation is given by

zptn`1, kq « zptn´1, kq `
ÿ

#J“1

ż tn`1

tn´1

F cherε pσ, zptnq, Jqpkqdσ.

This yields the cherry picking two-step method for n ě 1

zn`1,cherpkq “ zn´1,cherpkq `
ÿ

#J“1

ż tn`1

tn´1

F cherε pσ, zn,cher, Jqpkqdσ, (5.98)

where for the starting step, i.e n “ 0, we use the one-step method

z1,cherpkq “ z0,cherpkq `
ÿ

#J“1

ż t1

t0

F cherε pσ, z0,cher, Jqpkqdσ.

Equivalent one-step method of the cherry picking method. In the following we introduce the
abbreviation

ÿ

#J“1
Fcherpzn,cher, tn, Jqpkq “

¨

˚

˝

tn`1
ş

tn´1

ř

#J“1
F cherε pσ, zn,cher, Jqpkqdσ

0

˛

‹

‚

.

Thus, we obtain for the cherry picking method the one-step formulation

zn`1,cherpkq “Mzn,cherpkq `
ÿ

#J“1
Fcherpzn,cher, tn, Jqpkq.

5.5.3 Error analysis for the cherry picking two-step method

Inserting the exact solution zptn, kq into the numerical scheme and subtracting from the exact solution
at time tn`1 yields

zptn`1, kq ´ zn`1,cherpkq “
ÿ

#J“1

`

Fpz, tn, Jqpkq ´ Fcherpzptnq, tn, Jqpkq
˘

“
ÿ

#J“1

˜

ştn`1
tn´1

Fεpσ, zpσq, Jqpkq ´ F
cher
ε pσ, zptnq, Jqpkqdσ

0

¸

.

Therefore, we define the local error for n ě 1

dn`1,cherpkq “
ÿ

#J“1

`

Fpz, tn, Jqpkq ´ Fcherpzptnq, tn, Jqpkq
˘

.

The global error of the cherry picking two-step method applied to the system (5.18) satisfies the
following bound.
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Theorem 5.5.1. Let z P C2pr0, tends; `1q X C1pr0, tends; `11q X Cpr0, tends; `12q be the solution of (5.18). If
Assumptions 3.2.1, 4.1.1, 3.2.2, 3.2.6, 3.7.2, and 4.3.1 hold, then for sufficiently small step-sizes τ the
global error of the scheme (5.98) is bounded by

}zn,cher ´ zptnq}`1 ď
`

τ2 ` ε2˘C,

where C depends on tend, CT , }zp0q}`1
2
, on the inverse of the nonzero eigenvalues of Λ1p0q, and on the

Lipschitz constant in Assumption 3.7.2, but not on ε.

We state the following local error result for the cherry picking method.

Proposition 5.5.2 (Local error cherry). If zp0q P `12 and the Assumptions 3.2.1, 4.1.1, 3.2.2 and 3.7.2
hold, then the local error of the equivalent one-step method applied to (5.18) satisfies

}dn`1,cher}`1 ď
`

ε2τ ` τ2ε` τ3˘ C̃, pn` 1qτ ď tend, n P N,

where C̃ depends on CT , }zp0q}`1
2
, on the inverse of the nonzero eigenvalues of Λ1p0q, and on the Lipschitz

constant in Assumption 3.7.2, but not on ε.
For n “ 0 we have

}d1,cher}`1 ď
`

τ2 ` τε2˘ C̃,

where C̃ depends on CT , }zp0q}`1
2
, but not on ε.

Proof. First, we observe that (5.97) is equivalently to

F cherε pt, zptq, Jq “ Fεpt, zptq, Jq ´NK2 pt, zptq, Jq.

Hence, the difference in the local error can be written as
ÿ

#J“1

`

Fεpσ, zpσq, Jq ´ F
cher
ε pσ, zptnq, Jq

˘

“
ÿ

#J“1

`

Fεpσ, zpσq, Jq ´ Fεpσ, zptnq, Jq `NK2 pσ, zptnq, Jq
˘

.

Together with the definition (5.38) we obtain

dn`1,cherpkq “ dn`1pkq ` dn`1,newpkq,

where

dn`1,newpkq “
ÿ

#J“1

˜

ştn`1
tn´1
NK2 pσ, zptnq, Jqpkqdσ

0

¸

.

With the estimate (5.47), we directly obtain
ÿ

#J“1

ż tn`1

tn´1

}NK2 pσ, zptnq, Jq}`1 dσ ď τε2C pCT , C
ε
0q .

Together with Proposition 5.4.5 the assertion follows.
For n “ 0 the claimed estimate follows with the same reasoning, whereby now we apply Proposition 5.2.4.

The stability and the boundedness of the solution of the cherry picking two-step method can be proved
in the same way as for the full two-step method in Section 5.3. This allows us to prove Theorem 5.5.1
via the telescoping sum argument of Lady Windermere’s fan. We omit the details at this point because
this argument has already be presented in detail in the proofs of Theorem 5.3.2 a) and b).
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5.5.4 Further reducing of the workload

If we are only interested in step-sizes τ ą ε, we make another observation. If |∆λ| ě c ą 0, then we have
for (5.94)

ż tn`1

tn´1

exp
` iσ
ε2 rλjmpεkq ´ λJM pεKqs

˘

dσ “ Opε2q.

Furthermore, in this case
ż tn`1

tn´1

exp
` iσ
ε2 rλjmpεkq ´ λJM pεKqs

˘

dσZnJM pKq “ Opε3q, whenever mi ą 1 for at least one i P t1, 2, 3u.

Thus, we can omit terms in the cases with M “ pm1, 1, 1q for m1 “ 2, . . . , s and its permutations, if
|∆λ| ě c ą 0. This could be done in a query during implementation.

5.6 Numerical experiments

In this section we illustrate the behavior of the one-step and the two-step method by numerical examples.
In the classical method of lines the PDE is first discretized in space. This leads to the approximation of
the PDE by a system of ODEs. This system of ODEs is then solved by a time-integrator as constructed
in the previous sections.

5.6.1 Space discretization by Fourier collocation

Discretizing the PDE in space means that we approximate the derivatives in space. In this thesis, the
implementation of the spectral method is accomplished with a collocation approach. The explanations
are based on [31, Chapter III]. The idea of spectral methods is to write the solution of the differential
equation as a sum of certain basis functions with coefficients, where these coefficients are time-dependent
if we apply spectral methods to time-dependent PDEs. In our case the exact solution is represented
(formally) by the semidiscrete Fourier transform (5.6), i.e.

vjpt, xq “
ÿ

kPZd
pvjpt, kqe

ik¨x.

Substituting this ansatz into the PDE yields a system of ODEs for the coefficients, cf. (5.13).
As mentioned before, for the discretization in space, we assume periodic boundary conditions and choose
a fixed number kmax P 2N which denotes the number of grid points. We define the set G as in (5.95).
We aim for an approximation of the exact solution in terms of

vjpt, xq «
ÿ

kPGd

r

pvjpt, kqe
ik¨x.

In other words, in this approach we approximate the infinite Fourier series in (5.6) by a finite sum which
corresponds to the truncation

r

pvjpt, kq “ 0 for k R Gd

or after transforming into the variables rzj

rzjpt, kq “ 0 for k R Gd.
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The condition of collocation methods is that the differential equation is satisfied at all collocation points.
After all, we obtain for the coefficients rpvjpt, kq and k P Gd the (finite) system of ODEs

Bt
r

pvjpt, kq `
i
ε2

rLjpεkqrpvjpt, kq “
ÿ

#J“j
T
´

r

pv1, rpv2, rpv3

¯

pt, kq.

Analogously, we obtain after transformation a (finite) system of ODEs for the coefficients rzjpt, kq

Btrzjpt, kq “
ÿ

#J“j
Fεpt, rz, Jqpkq.

Remark 5.6.1. For any numerical method presented in this thesis, we focus solely on the error analysis of
the semi-discretization in time. Nevertheless, in all subsequent numerical examples the (pseudo-)spectral
collocation method introduced in this section is employed.

5.6.2 Model problem

We consider the one-dimensional Klein–Gordon system (1.3) with κ “ 1.2, υ “ 0.7, M “ E, ω “

maxtω1pκq, ω2pκqu, where ωm is the m-th eigenvalue of Lp0, κq, and with initial data
ppxq “ ψ11p0q exp

`

´px´ 0.5q2
˘

. We set tend “ 1 and consider 26 equidistant grid points in the interval
r´2, 2s. The reference solution is computed by the Strang splitting method with a small step-size τ «
10´5, where we note that the step-size is chosen small enough in comparison to the choice of ε which we
consider. For the Strang splitting method we split the PDE (5.5) with jmax “ 1 into the linear and the
nonlinear part. This results in the linear subproblem

Btv
‚
1ptq “ ´B1v

‚
1ptq with given v‚1p0q, (5.99)

where B1 :“ i
ε2Lpω, κq ` 1

εBpBq, and the nonlinear subproblem

Btv
‚‚
1 ptq “

ÿ

#J“1
T pv‚‚j1

, v‚‚j2
, v‚‚j3

qptq with given v‚‚1 p0q. (5.100)

The operator B1 generates a strongly continuous group on W pTdq. Thus, for t ě 0 we obtain a solution
of the linear subproblem via

v‚1ptq “ e´tB1v‚1p0q (5.101)

and, hence, (5.99) can be solved exactly in Fourier space. Since we cannot solve the nonlinear subproblem
(5.100) exactly, we approximate the solution with Heun’s method which is a Runge-Kutta method of order
two.
In total we obtain an approximation vn1 « v1ptnq recursively, meaning by solving the subproblems (5.99)
and (5.100) in alternating fashion. In order to calculate vn`1

1 we first approximate the solution of (5.100)
via Heun’s method with one half time-step τ

2 and initial data vn1 which yields vn`1,´
1 . Next, we compute

vn`1,`
1 by taking a full time-step τ of the exact solution (5.101), where now vn`1,´

1 is the initial data.
Finally, we approximate the solution of (5.100) via Heun’s method again with one half time-step and
initial data vn`1,`

1 which yields the approximation vn`1
1 .
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Figure 5.1: Accuracy of the one-step method for ε “ 0.01 (top left), ε “ 10´1.6 (top right) and ε “ 0.1
(bottom left). Additionally, the accuracy of the Strang splitting is shown. The dashed magenta line is a
reference line for order one. The black vertical line is at τ “ ε2.

Figure 5.1 and Figure 5.2 show the accuracy of the one-step method (5.30) and the two-step method
(5.37), respectively, together with the corresponding cherry picking method. For comparison, the accuracy
of the Strang splitting method is shown. The dashed line in Figure 5.1 is a reference line for order one
and the vertical line highlights the value τ “ ε2, whereas in Figure 5.2 the dashed line is of order two and
the value τ “ ε is highlighted. We observe the familiar erratic behavior of the Strang splitting method
for τ ą ε2. Figure 5.1 illustrates the first-order convergence of the one-step method for τ ą ε2 and
Figure 5.2 illustrates the second-order convergence of the two-step method for τ ą ε, in accordance with
Theorem 5.2.1 and to Theorem 5.3.2, respectively. We note that in the regime ε2 ă τ ă ε the plot in
Figure 5.1 turns into a plateau, which roughly speaking marks the difference between the oscillatory and
the non-oscillatory situation. This is a typical phenomenon. In the regime ε2 ă τ ă ε the global error is
dominated by the parameter ε in each panel of Figure 5.2. The code to reproduce the plots is available
on https://www.doi.org/10.5445/IR/1000149721.

https://www.doi.org/10.5445/IR/1000149721
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Figure 5.2: Accuracy of the two-step method for ε “ 0.01 (top left), ε “ 10´1.6 (top right) and ε “ 0.1
(bottom left). Additionally, the accuracy of the Strang splitting is shown. The dashed magenta line is a
reference line for order two. The black vertical line is at τ “ ε.
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CHAPTER 6

Modulated Fourier expansion

In this chapter, we investigate a complementary approach of constructing an approximation to the solution
u of (1.4a). In Chapter 3 the ansatz (3.15) was plugged into (1.4a) which led to the system of PDEs
(3.16). We recall that the main advantage of (3.16) over (1.4a) was that the solutions of (3.16) did
not oscillate in space if the initial data had the form (1.4b). However, the solutions still oscillated in
time which caused difficulties for standard methods. Therefore, in Chapter 5 we constructed tailor-made
time integrators which handled these oscillations appropriately. Moreover, we presented a special and
elaborate error estimate. We emphasize that compared to Chapter 5 we again consider Rd and not Td,
and an arbitrary positive odd integer jmax and not jmax “ 1.

Compared to the previous chapters, the question arises whether there is a possibility to construct
analytical approximations which additionally avoid the oscillations in time. The hope is that the resulting
smooth functions of this approximation will be easier to treat numerically because we have ε-induced
oscillations neither in space nor in time. It will turn out that such an analytical approximation is
possible, but not for arbitrary initial data. This is the motivation to search approximations to u of the
form (3.15), where now the coefficients uj are smooth and the initial data is specially constructed for this
purpose. More precisely, the coefficients satisfy the constraint suptPr0,tend{εs }ujptq}W “ O

`

εj´1˘, and the
same conditions for space and time derivatives.

Analogous to Subsection 5.1.1, we transform the system (1.4a) in space and time, and we refer to
Remark 5.1.1 that after transforming the system the variables t and x are different variables than in the
previous Chapters 1-4. The chapter is structured as follows. In Section 6.1, we introduce the modulated
Fourier expansion (MFE). The idea of the modulated Fourier expansion is to combine the ansatz (5.4)
with a formal asymptotic expansion in powers of ε. More precisely, the coefficient functions vj in (5.4)
admit an expansion of the form

vjpt, xq «
ÿ

`

ε`v`jpt, xq, j P J`, (6.1)

where ` is a power on ε and a superscript on vj . This expansion leads to a set of equations for the corre-
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sponding coefficient functions v`j which are now independent of ε. The majority of Section 6.1 is devoted
to the construction of the coefficients of the MFE. In Section 6.2, we show the boundedness of these
constructed coefficient functions, which is crucial for the main result in this chapter. In Theorem 6.2.3
we make a statement about the accuracy of the MFE. For more details on the MFE we refer to [10, 18]
and [19, Chapter XIII.5].

Note. The results of this chapter have been published with Prof. Dr. Tobias Jahnke and Prof. Dr.
Christian Lubich in the preprint [5], whereby the presentation is slightly different.

6.1 Construction of the modulated Fourier expansion

We start this section by introducing the general problem setting.

6.1.1 Problem setting and approach for the MFE

Co-moving coordinate system and rescaling of time. Analogously to Chapter 5, for the analysis
it is convenient to change to the new variables

t1 “ εt, x1 “ x´ tcg, vpt1, x1q “ vpεt, x´ tcgq “ upt, xq,

where cg is the group velocity, cf. (3.5). We recall that the change of variables leads to the system (5.1)
and the approximation (5.4), where we quote Remark 5.1.1 which states that we omit in the following
the prime and write again t and x instead of t1 and x1, respectively. Furthermore, the variables t and x
are different variables for the rest of this chapter than in the Chapters 1-4.

Assumptions and definitions. For the construction of approximations, we make similar definitions
and assumptions as in Section 3.2. More precisely, the pair pω, κq fulfills the dispersion relation (3.4)
and we choose ω “ ω1pκq ‰ 0, where ω1pκq is one of the eigenvalues of Apκq ´ iE. We assume a
smooth eigendecomposition of the matrix Lp0, βq which corresponds to Assumption 3.2.2. In contrast to
Chapter 3, we define the fixed eigenprojector P P C8pRdzt0u,Csˆsq associated to ω, which in comparison
to (3.65) does not depend on the spatial variable. By definition it is the orthogonal projection onto the
nontrivial kernel of L1 “ Lpω, κq, i.e.

PL1 “ L1P “ 0. (6.2)

In the following we set PK “ I ´ P.

Remark 6.1.1. Because of the dispersion relation (3.4), L1 is not invertible, but the restricted mapping
L1|PKCs : PKCs Ñ PKCs has an inverse. For the sake of simplicity, we denote this inverse by L´1

1 “

pL1|PKCsq
´1, but we emphasize that L´1

1 can only be applied to vectors in PKCs.

Using these introduced projections, we cite [29, Lemma 2.9 and Lemma 2.12] without proofs, and
state them together in one lemma.
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Lemma 6.1.2. If the pair pω, κq is smooth and satisfies the dispersion relation (3.4), then we have for
every vpxq P Cs

PApBqPvpxq “ Ppcg ¨∇qvpxq, (6.3)

PApBqL´1
1 PKApBqPvpxq “ ´

1
2 p∇ ¨H∇qPvpxq “ ´

1
2

d
ÿ

k“1

d
ÿ

µ“1
Hk`BkBµPvpxq, (6.4)

where cg “ ∇w1pκq, and H “ pHkµqk,µ “ ∇2ω1pκq is the Hessian of ω1 in κ.

We define for an odd number j‹ ą 0 the sets

J pj‹q “
 

j P 2Z´ 1, |j| ď j‹
(

, (6.5)

J`pj‹q “ J pj‹q X N.

In addition, we adopt Assumption 3.2.6.

Aim. We aim to construct a solution of (5.1) of the form

vpt, xq “
ÿ

jPJ pj‹q

eijκ¨x{εeijpκ¨cg´ωqt{ε2
vjpt, xq `O

`

εj‹`1˘ , v´j “ vj (6.6)

with Pv1p0, xq “ ppxq, where ppxq is a given smooth function which satisfies

Pppxq “ ppxq for all x P Rd.

We call the solution of the form (6.6) a polarized solution. Polarized in the sense that the solution only
depends on the frequency ω, where the pair pω, κq satisfies the dispersion relation. The other eigenvalues
ωmpκq with m ‰ 1 of Lp0, κq do not appear in the highly oscillatory exponentials eijκ¨x{εeijpκ¨cg´ωqt{ε2 of
(6.6). We remark that it is not a priori clear that this can be achieved for the semilinear system (5.1).
Furthermore, the constructed coefficient functions vj of (6.6) are smooth with the properties that for
t P r0, tends

Pv1ptq “ Op1q , (6.7a)

PKv1ptq “ Opεq , (6.7b)

vjptq “ O
`

εj´1˘ for 3 ď j P J`pj‹q. (6.7c)

The same properties are true for the space and time derivatives of the coefficient functions vj up to some
fixed order.
We will show in Section 6.2 that the approximations of the coefficient functions constructed below do
indeed satisfy (6.7) for all t P r0, tends. Next, in order to construct the coefficients vj for j P J`pj‹q of
(6.6) with the above mentioned properties, we derive the corresponding PDEs for vj .

PDEs for vj. We proceed similarly to Section 3.3. Substituting (5.4) with j P J`pj‹q into (5.1) and
discarding higher harmonics, i.e. terms with prefactor

eijκ¨x{εeijpκ¨cg´ωqtq{ε2
, |j| ą j‹,
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yields the system (5.3) with j P J`pj‹q. According to Assumption 3.2.6, we know that Lj is invertible
for 3 ď j P J`pj‹q. Hence, we reformulate (5.3) to

vj “ iεL´1
j

´

εBtvj `BpBqvj ´ ε
ÿ

#J“j
T pvJq

¯

, 3 ď j P J`pj‹q. (6.8)

As in the previous chapters, the case j “ 1 is special. We distinguish

y1 “ Pv1, y´1 “ y1 “ Pv´1,

z1 “ PKv1, z´1 “ z1 “ PKv´1,
(6.9)

due to the partition in (6.7). In order to derive equations for y1 and z1, we use the relations (6.2) and
(6.3). Together with definitions (5.2), (6.9), P2 “ P and PPK “ 0, it follows that

PBpBqy1 “ PApBqPv1 ´ Ppcg ¨∇qPv1 “ 0,

PBpBqz1 “ PApBqPKv1 ´ Ppcg ¨∇qPKv1 “ PApBqz1.

Hence, multiplying (5.3) for j “ 1 by P and PK yields

Bty1 `
1
ε
PApBqz1 “

ÿ

#J“1
PT pvJq, (6.10)

Btz1 `
i
ε2L1z1 `

1
ε
PKBpBqpy1 ` z1q “

ÿ

#J“1
PKT pvJq, (6.11)

respectively. With Remark 6.1.1 the equation (6.11) is equivalent to

z1 “ iεL´1
1 PK

´

εBtz1 `BpBqpy1 ` z1q ´ ε
ÿ

#J“1
T pvJq

¯

. (6.12)

We note that the equations (6.8), (6.10) and (6.12) still depend on ε. The idea is to introduce a formal
expansion as in (6.1) with respect to ε for the coefficients vj with j P J`pj‹q, truncate the expansion and
then collect the terms of the same powers of ε.

6.1.2 Asymptotic expansion

The next goal is to approximate the solution of the PDE system (5.3) with coefficient functions rvj which
fulfill the required properties (6.7) and which satisfy the initial condition Prv1p0q “ p for a given smooth
function p. Because of the conditions (6.7), we specify (6.1) and suggest an approximation of the form

vjpt, xq « rvjpt, xq :“
j‹
ÿ

`“j´1
ε`v`jpt, xq, j P J`pj‹q. (6.13)

Here, j‹ is the same number as in the definition (6.5) of J pj‹q. As a notational remark we point out that
` is a power on ε and a superscript on vj .

If we substitute (6.13) into (5.4), we obtain a modulated Fourier expansion

rvpj‹qpt, xq :“
ÿ

jPJ pj‹q

eijκ¨x{εeijpκ¨cg´ωqt{ε2
rvjpt, xq (6.14)

“
ÿ

jPJ pj‹q

eijκ¨x{εeijpκ¨cg´ωqt{ε2
j‹
ÿ

`“j´1
ε`v`jpt, xq (6.15)
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with v`´j “ v`j . In the following we construct the coefficients v`j such that the MFE is an approximation
to the solution of (5.1).

As an example for the reader we consider the asymptotic expansion (6.13) for j‹ “ 5. In this case we
have J`pj‹q “ t1, 3, 5u and (6.13) reads

v1 « v0
1 ` εv

1
1 ` ε

2v2
1 ` ε

3v3
1 ` ε

4v4
1 ` ε

5v5
1 ,

v3 « ε2v2
3 ` ε

3v3
3 ` ε

4v4
3 ` ε

5v5
3 ,

v5 « ε4v4
5 ` ε

5v5
5 .

As before, negative subscripts mean complex conjugation for j P J`pj‹q. Hence, in accordance with (6.9)
we set

y`1 “ Pv`1, y`´1 “ y`1, z`1 “ PKv`1, z`´1 “ z`1 (6.16)

and obtain by multiplying v1 with P and PK

Prv1 “ y0
1 ` εy

1
1 ` ε

2y2
1 ` . . .` ε

j‹yj‹1 , (6.17)

PKrv1 “ 0 ` εz1
1 ` ε

2z2
1 ` . . .` ε

j‹zj‹1 , (6.18)

respectively. Moreover, we set

rvj “ 0 ` . . .` 0` εj´1vj´1
j ` εjvjj ` . . .` ε

j‹vj‹j for j ą 1, (6.19)

z0
˘1 “ 0, v`˘j “ 0 for ` ă |j| ´ 1, (6.20)

which implies, in particular, that v0
˘1 “ y0

˘1. Furthermore, in accordance with the initial condition
Prv1p0q “ p and (6.17), there is also an expansion

ppxq “
j‹
ÿ

`“0
ε`p`pxq.

For multi-indices J “ pj1, j2, j3q P J 3pj‹q and L “ p`1, `2, `3q P N3
0 we introduce the abbreviated notation

vLJ “
`

v`1
j1
, v`2
j2
, v`3
j3

˘

.

For the rest of the section we derive equations for the coefficient functions v`j for j P J`pj‹q and
` P tj ´ 1, . . . , j‹u. The strategy is divided into two parts. First, we plug the expansions (6.13), (6.17),
(6.18), and (6.19) into (6.10), (6.12) and (6.8). Then, we collect the terms of the same order in ε.

Equations for y0
1 and z1

1. For the first two coefficients y0
1 and z1

1 we obtain

Bty
0
1 ` PApBqz1

1 “
ÿ

#J“1
|L|1“0

PT pvLJ q, (6.21)

z1
1 “ iL´1

1 PKBpBqy0
1 . (6.22)

Here, we compare for (6.21) powers of ε0 “ 1 in (6.10) and for (6.22) powers of ε1 in (6.12). Substituting
the algebraic equation (6.22) into (6.21) yields

Bty
0
1 ` iPApBqL´1

1 PKBpBqy0
1 “

ÿ

#J“1
|L|1“0

PT pvLJ q. (6.23)
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By definition (5.2) of BpBq and because PKy0
1 “ 0 according to (6.16), it follows that

PKBpBqy0
1 “ PKApBqy0

1 ´ pcg ¨∇qPKy0
1 “ PKApBqy0

1 . (6.24)

Next, substituting (6.24) and (6.4) from Lemma 6.1.2 into (6.23) leads to the nonlinear Schrödinger
equation

Bty
0
1 ´

i
2∇ ¨H∇y

0
1 “

ÿ

#J“1
|L|1“0

PT pvLJ q. (6.25)

We note that in comparison to the classical nonlinear Schrödinger equation there is no imaginary unit in
front of the nonlinearity. Since |L|1 “ 0 is only true for the multi-index L “ p0, 0, 0q, we observe that the
nonlinearity on the right-hand side of (6.25)

ÿ

#J“1
|L|1“0

T pvLJ q “ T py0
1 , y

0
1 , y

0
´1q ` T py

0
1 , y

0
´1, y

0
1q ` T py

0
´1, y

0
1 , y

0
1q

depends only on y0
1 and y0

´1 “ y0
1 . Consequently, (6.25) is independent of z1

1 and, thus, we first solve
(6.25) with initial value y0

1p0, xq “ p0pxq to determine y0
1 . Then, we compute z1

1 from (6.22) because the
algebraic equation only depends on y0

1 .

Equations for y1
1 and z2

1. Comparing in (6.10) powers of ε1 and in (6.12) powers of ε2 yield for the
next coefficients

Bty
1
1 ` PApBqz2

1 “
ÿ

#J“1
|L|1“1

PT pvLJ q, (6.26)

z2
1 “ iL´1

1 PK
´

BpBqpy1
1 ` z

1
1q ´

ÿ

#J“1
|L|1“0

T pvLJ q
¯

. (6.27)

Plugging the algebraic equation (6.27) into (6.26) and proceeding as before leads to

Bty
1
1 ´

i
2∇ ¨H∇y

1
1 ` iPApBqL´1

1 PK
´

BpBqz1
1 ´

ÿ

#J“1
|L|1“0

T pvLJ q
¯

“
ÿ

#J“1
|L|1“1

PT pvLJ q. (6.28)

Next, we consider the sum on the right-hand side of (6.28) without the projection P in more detail. We
observe that

ÿ

#J“1
|L|1“1

T pvLJ q “ T pv1
1 , v

0
1 , v

0
´1q ` T pv

1
1 , v

0
´1, v

0
1q ` T pv

0
´1, v

1
1 , v

0
1q ` T pv

0
1 , v

1
1 , v

0
´1q ` T pv

0
1 , v

0
´1, v

1
1q

` T pv0
´1, v

0
1 , v

1
1q ` T pv

0
1 , v

0
1 , v

1
´1q ` T pv

0
1 , v

1
´1, v

0
1q ` T pv

1
´1, v

0
1 , v

0
1q

depends only on y0
1 and v1

1 “ y1
1 ` z

1
1 . Since v1

1 appears exactly once in each evaluation of the trilinearity
and since z1

1 does not depend on y1
1 , cf. (6.22), the PDE (6.28) is a linear inhomogeneous Schrödinger

equation for y1
1 . Again we note that there is no imaginary unit on the right-hand side. Thus, first we

solve (6.28) with initial value y1
1p0, xq “ p1pxq to obtain y1

1 and, then we compute z2
1 from the algebraic

equation for (6.27). The procedure to date is summarized in Figure 6.1.
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y0
1

z1
1

Step 1, (6.22)

y0
1 y1

1

z1
1

Step 2a, (6.28)

y0
1 y1

1

z1
1 z2

1

Step 2b, (6.27)

Figure 6.1: Illustration for the first two steps, showing which coefficients are needed for the construction
and in which order.

Equations for y2
1, z3

1, and v2
3. Similarly to the first two steps, we obtain

Bty
2
1 ` PApBqz3

1 “
ÿ

#J“1
|L|1“2

PT pvLJ q, (6.29)

z3
1 “ iL´1

1 PK
´

Btz
1
1 `BpBqpy

2
1 ` z

2
1q ´

ÿ

#J“1
|L|1“1

T pvLJ q
¯

, (6.30)

where we compare in (6.10) powers of ε2 and in (6.12) powers of ε3. We emphasize that there appears
a structural change for the first time because there is now a contribution from the time-derivative Btz1

on the right-hand side of (6.12). With the same reasoning as before, substituting the algebraic equation
(6.30) into (6.29) leads to

Bty
2
1 ´

i
2∇ ¨H∇y

2
1 ` iPApBqL´1

1 PK
´

Btz
1
1 `BpBqz

2
1 ´

ÿ

#J“1
|L|1“1

T pvLJ q
¯

“
ÿ

#J“1
|L|1“2

PT pvLJ q. (6.31)

Since v2
1 appears exactly once in each evaluation of the trilinearity and since z2

1 does not depend on y2
1 ,

cf. (6.27), the PDE (6.31) is again a linear inhomogeneous Schrödinger equation for y2
1 . However, in

contrast to the first two steps the sum
ÿ

#J“1
|L|1“2

PT pvLJ q

on the right-hand side of (6.31) involves not only terms v`˘1 with subscript ˘1. For |L|1 “ 2 the multi-
index L “ p2, 0, 0q occurs and combined with J “ p3,´1,´1q there are PT pvLJ q “ PT pv2

3 , v
0
´1, v

0
´1q and

two other terms with permuted arguments. Hence, now v2
3 has to be computed from (6.8) before we are

able to solve (6.31). Since by construction some terms are assumed to be zero, cf. (6.20), it follows that
Btv

0
3 “ 0 and v1

3 “ 0. Hence, we obtain from (6.8)

v2
3 “ ´iL´1

3

ÿ

#J“3
|L|1“0

T pvLJ q. (6.32)

The sum
ÿ

#J“3
|L|1“0

T pvLJ q “ T pv0
1 , v

0
1 , v

0
1q “ T py0

1 , y
0
1 , y

0
1q

on the right-hand side of (6.32) depends only on y0
1 , which is already available, by solving the nonlinear

Schrödinger equation (6.25). Thus, after computing v2
3 , we solve (6.31) with initial value y2

1p0, xq “ p2pxq



140 Chapter 6. Modulated Fourier expansion

y0
1 y1

1

z1
1 z2

1

v2
3

Step 3a, (6.32)

y0
1 y1

1 y2
1

z1
1 z2

1

v2
3

Step 3b, (6.31)

y0
1 y1

1 y2
1

z1
1 z2

1 z3
1

v2
3

Step 3c, (6.30)

Figure 6.2: Illustration for the third step, showing which coefficients are needed for the construction and
in which order. The gray shading means that all containing coefficients are required.

to determine y2
1 , and then, we compute z3

1 from (6.30), cf. Figure 6.2.

From this point on, it becomes clear how we iteratively construct the remaining coefficients for ` “
3, . . . , j‹.

Equations for y`1, z``1
1 , and v`j. For ` “ 3, . . . , j‹ and j P J`pj‹q with 3 ď j ď `` 1 we set

v`j “ iL´1
j

´

Btv
`´2
j `BpBqv`´1

j ´
ÿ

#J“j
|L|1“`´2

T pvLJ q
¯

. (6.33)

All the required coefficients in the sum of (6.33) are already constructed because |L|1 “ `´ 2 and, hence,
we compute v`j with (6.33) for j ‰ ˘1. Further, we obtain y`1 for ` “ 3, . . . , j‹ by solving the PDE

Bty
`
1 ´

i
2∇ ¨H∇y

`
1 ` PApBq

´

iL´1
1 PK

´

Btz
`´1
1 `BpBqz`1 ´

ÿ

#J“1
|L|1“`´1

T pvLJ q
¯¯

“
ÿ

#J“1
|L|1“`

PT pvLJ q (6.34)

with initial value y`1p0, xq “ p`pxq. This is possible because y`1 appears not more than once in each
evaluation of the trilinearity on the right-hand side of (6.34), and since z`1 is independent of y`1 and
already computed in the previous step. Thus, y`1 is available and we set

z``1
1 “ iL´1

1 PK
´

Btz
`´1
1 `BpBqpy`1 ` z

`
1q ´

ÿ

#J“1
|L|1“`´1

T pvLJ q
¯

. (6.35)

y0
1 y1

1 y2
1 . . . y`´1

1

z1
1 z2

1 z3
1 . . . z`1

v2
3 . . . v`´1

3 v`3

. . .
...

...

v`´1
j v`j

Step (`` 1)a, (6.33)

y0
1 y1

1 y2
1 . . . y`´1

1 y`1

z1
1 z2

1 z3
1 . . . z`1

v2
3 . . . v`´1

3 v`3

. . .
...

...

v`´1
j v`j

Step (`` 1)b, (6.34)

y0
1 y1

1 y2
1 . . . y`´1

1 y`1

z1
1 z2

1 z3
1 . . . z`1 z``1

1

v2
3 . . . v`´1

3 v`3

. . .
...

...

v`´1
j v`j

Step (`` 1)c, (6.35)

Figure 6.3: Illustration for the three main steps and arbitrary ` ě 3, showing which coefficients are
needed for the construction and in which order. The gray shading means that all containing coefficients
are required.
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If ` “ j‹, we point out that (6.35) does not have to be computed, because zj‹`1
1 appears neither in

the ansatz (6.13) nor in the construction of the other quantities, see also Figure 6.3.

Remark 6.1.3. We observe the crucial advantage of this approach. In comparison to the equations (6.8),
(6.10) and (6.12), the equations (6.22), (6.25), (6.27), (6.28), (6.30)–(6.35) do not depend on ε. Thus,
there are no ε-induced oscillations in time for y`1, z`1 and v`j for 3 ď j P J`pj‹q and ` “ 0, . . . , j‹.

On the initial condition. We emphasize that the part of the constructed solution which satisfies the
initial condition Prv1p0q “ p, i.e. Pv`1p0q “ y`1p0q, ` “ 0, . . . , j‹, can be choosen arbitrarily because we
choose the smooth function p. For this reason, we could also simply set y0

1p0q “ p. This would lead to the
fact that all the linear inhomogeneous Schrödinger equations for y`1, ` ě 1 in the above construction need
only be solved with zero initial value, i.e. y`1p0q “ 0 for ` ě 1. However, by construction this choice has
a crucial impact on the other coefficients. It determines the initial data for z`1p0q as well as for all v`jp0q
with 3 ď j P J`pj‹q due the algebraic equations (6.22), (6.27), (6.30), (6.32), (6.35) and (6.33). This
relation between the different parts of the initial data can be seen as a nonlinear polarization condition.
We remark that the parts of the initial data which are determined by p are only of size O

`

ε`
˘

with ` ě 1
and that the initial data

vp0, xq “
ÿ

jPJ pj‹q

eijκ¨x{ε
rvjp0, xq “ Prv1p0, xqeiκ¨x{ε ` c.c.`Opεq “ ppxqeiκ¨x{ε ` c.c.`Opεq

is determined by p up to O
`

εj‹`1˘. We call this special initial data vp0q a polarized initial data since
for those initial data the other eigenvalues ωmpκq with m ‰ 1 of Lp0, κq do not enter the oscillatory
exponentials of the MFE. Hence, we indeed achieve polarized solutions of the form (6.6) for the semilinear
system (5.1).

6.2 Accuracy of the modulated Fourier expansion

In this section, we analyze the accuracy of the modulated Fourier expansion (6.15) in the Wiener algebra,
cf. Section 3.4.

6.2.1 Boundedness of the coefficient functions

The MFE (6.15) can only provide a reasonable approximation if all coefficient functions y`1, z`1, v`j with
3 ď j P J`pj‹q and for ` “ 1, . . . , j‹, remain bounded on r0, tends. We recall that the first step in the
construction from Section 6.1.2 is to compute y0

1 by solving the nonlinear Schrödinger equation (6.25).
Via classical arguments such as the variation of constants formula and Banach’s fixed point theorem the
existence of a mild solution of (6.25) can be shown. With the standard argument that we can glue and
shift solutions, the mild solution can then be extended to a maximal time interval. We note that this
maximal time interval could, in principle, be smaller than the interval r0, tends where the exact solution
of (5.1) exists. However, in the following we assume that the mild solution exists on r0, tends. Under
stronger regularity assumptions on the initial data the mild solution is in fact a classical solution with a
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certain degree of regularity. Therefore, we further assume for the solution of (6.25) that

y0
1 P X

r :“
tr{2u
č

i“0
Cipr0, tends,W

r´2iq

for a sufficiently large number r P N, which will be specified at the end of this subsection. With tr{2u we
denote the largest integer which is not larger than r{2.

We recall that the construction of the coefficient functions is done iteratively with increasing ` and
hence, all coefficient functions can be traced back to y0

1 . This implies that their regularity also depends
on r in the sense that the larger ` becomes, the more regularity is required which is seen next. We start
with z1

1 which is given by the algebraic equation (6.22). Because of the operator BpBq on the right-hand
side of (6.22) it follows that z1

1 P X
r´1 if y0

1 P X
r. Following the construction, the next step was to

compute y1
1 by solving the linear inhomogeneous Schrödinger equation (6.28). In order to investigate the

regularity of y1
1 the following classical result from semigroup theory is helpful; cf. Section 4.2 in [36].

Lemma 6.2.1. Let A be the generator of a strongly continuous semigroup on a Banach space X . Let
DpAq Ă X denote the domain of A and suppose that u0 P DpAq. If

f P C1pr0, tends,X q or f P Cpr0, tends, DpAqq,

then the inhomogeneous abstract Cauchy problem

u1ptq “ Auptq ` fptq

has a unique classical solution

u P C1pr0, tends,X q X Cpr0, tends, DpAqq.

Taking a closer look at (6.28), we note that the inhomogeneity contains the crucial term

´iPApBqL´1
1 PKBpBqz1

1 P X
r´3

and other terms such as

´iPApBqL´1
1 PKT py0

1 , y
0
1 , y

0
´1q P X

r´1

with higher regularity. If we assume y1
1p0q PW r´3 “ DpAq and set X “ Xr´5 with r ě 5, then applying

Lemma 6.2.1 yields y1
1 P X

r´3. This in turn has an impact on z2
1 defined by the algebraic equation (6.27).

The right-hand side of (6.27) involves BpBqy1
1 plus other terms of higher regularity, such that we have

z2
1 P X

r´4.
The same reasoning can be used to treat the coefficient function y2

1 . In contrast to the first two steps of
the construction, now the coefficient function v2

3 comes into play. However, since the function v2
3 defined

by (6.32) depends only on y0
1 P X

r, we directly have v2
3 P X

r. Similarly as before, the crucial term in the
inhomogeneity of the linear Schrödinger equation (6.31) has the form

´iPApBqL´1
1 PKBpBqz2

1 P X
r´6.

If we assume y2
1p0q P W r´6 “ DpAq and set X “ Xr´8 with r ě 8, we obtain y2

1 P X
r´6 by means of

Lemma 6.2.1. Because of the operator BpBq an immediate consequence of the algebraic equation (6.30)
is that z3

1 P X
r´7.
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By continuing this procedure iteratively, we know how to treat the remaining coefficient functions for
` “ 3, . . . , j‹. Consequently, all coefficient functions involved in the approximation (6.15) are bounded
if r is sufficiently large and all initial data y`1p0q for ` “ 0, . . . , j‹ are sufficiently smooth. Comparing
y0

1 P X
r with y1

1 P X
r´3 “ Xr´3¨1 and y2

1 P X
r´6 “ Xr´3¨2 implies, roughly speaking, that three orders of

regularity are required if the upper index of y`1 is increased by one. In consequence we obtain y`1 P Xr´3`,
such that we have yj‹1 P X0, if y0

1 P X
3j‹ . However, since we need a classical solution and boundedness

of Btvj‹j the number r has to be r “ 3j‹ ` 2.

6.2.2 Error analysis for the MFE

In this section, we state the main result of this chapter in Theorem 6.2.3. In order to prove that the
modulated Fourier expansion (6.15) with j‹ “ jmax approximates a solution of (5.1) up to O

`

εjmax`1˘, we
require the following assumption. We note that the assumption includes coefficients of the MFE (6.15)
with j‹ “ jmax ` 2. In the proof for the error bound it becomes clear why we need this assumption and
not just for the coefficients with j P J`pjmaxq and ` “ 0, . . . , jmax.

Assumption 6.2.2. The initial conditions satisfy p` “ y`1p0q PW 3pjmax`2´`q`2 for ` “ 0, . . . , jmax`2 and
there exist constants C independent of ε such that

sup
tPr0,tends

}v`jptq}W ď C, ` “ 0, . . . , jmax ` 2,

for all j P J pjmax`2q with v`j constructed as in Subsection 6.1.2. The same bounds are true for the mixed
spatio-temporal partial derivatives of these coefficient functions up to a fixed order depending on jmax.

Because of the previous subsection and Lemma 6.2.1, we know that this assumption on the bound-
edness of the coefficients is reasonable and can be shown with high technical effort since the initial data
y`1p0q for ` “ 0, . . . , jmax ` 2 are sufficiently smooth in space.

Theorem 6.2.3. Let rvpjmax`2q be the constructed MFE (6.15) with j‹ “ jmax`2 and with polarized initial
data rvpjmax`2qp0q. Assume that a unique solution v of (5.1) with initial data vp0q “ rvpjmaxqp0q exists on
the time interval r0, tends, and that

sup
tPr0,tends

}vptq}W ď Cv (6.36)

uniformly in ε P p0, 1s. Under Assumptions 3.2.2, 3.2.6 and 6.2.2, there exists a constant such that

sup
tPr0,tends

}vptq ´ rvpjmaxqptq}W ď Cεjmax`1, (6.37)

sup
tPr0,tends

}vptq ´ rvpjmaxqptq}L8 ď Cεjmax`1, (6.38)

where the constant C is independent of ε.

Proof. The second bound (6.38) is an immediate consequence of the embedding W ãÑ L8 and, thus, we
only have to show (6.37). First, under Assumption 6.2.2 we estimate

sup
tPr0,tends

}rvpjmax`2qptq}W ď Cv, (6.39)
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in addition to (6.36), possibly with a larger constant Cv.
By the triangle inequality we obtain

sup
tPr0,tends

}vptq ´ rvpjmaxqptq}W ď sup
tPr0,tends

}vptq ´ rvpjmax`2qptq}W ` sup
tPr0,tends

}rvpjmax`2qptq ´ rvpjmaxqptq}W .

A detailed justification of why this decomposition is necessary is stated after the proof in Remark 6.2.4.
The goal is now to show

sup
tPr0,tends

}vptq ´ rvpjmax`2qptq}W ď Cεjmax`1 (6.40)

and

sup
tPr0,tends

}rvpjmax`2qptq ´ rvpjmaxqptq}W ď Cεjmax`1. (6.41)

Since the proof of Theorem 6.2.3 is rather lengthy, we subdivide it into several steps.

Step 1. We denote the error between the exact solution v and the approximation (6.15) with j‹ “

jmax ` 2 by

δ “ v´ rvpjmax`2q. (6.42)

The first goal is to derive an evolution equation for δ. The approximation (6.15) with j‹ “ jmax`2 solves
(5.1) up to the residual

Rpt, xq “ Btrvpjmax`2qpt, xq `
1
ε
BpBqrvpjmax`2qpt, xq `

1
ε2Erv

pjmax`2qpt, xq

´ T prvpjmax`2q, rvpjmax`2q, rvpjmax`2qqpt, xq.

Substituting (6.14) into the left-hand side of (5.1) yields

Btrvpjmax`2qpt, xq `
1
ε
BpBqrvpjmax`2qpt, xq `

1
ε2Erv

pjmax`2qpt, xq

“
ÿ

jPJ pjmax`2q
eijκ¨x{εeijpκ¨cg´ωqt{ε2

ˆ

Btrvjpt, xq `
i
ε2Ljrvjpt, xq `

1
ε
BpBqrvjpt, xq

˙

. (6.43)

Comparing (6.43) with

T prvpjmax`2q, rvpjmax`2q, rvpjmax`2qqpt, xq “
ÿ

JPJ 3pjmax`2q
ei#Jpκ¨xq{εei#Jpκ¨cg´ωqt{ε2

T prvj1 , rvj2 , rvj3qpt, xq

“
ÿ

j odd
|j|ď3jmax`6

eijpκ¨xq{εeijpκ¨cg´ωqt{ε2 ÿ

#J“j
T prvj1 , rvj2 , rvj3qpt, xq

shows that the residual R has the representation

Rpt, xq “
ÿ

j odd
|j|ď3jmax`6

eijpκ¨xq{εeijpκ¨cg´ωqt{ε2
Rjpt, xq (6.44)

with R´j “ Rj . The defects Rj have two different origins depending on j. For j ď jmax`2 the defects Rj
are caused by solving the PDEs (5.3), (6.10), (6.11) only approximately. The defects Rj with j ą jmax`2



6.2. Accuracy of the modulated Fourier expansion 145

originate from the fact that only the terms with index j P J “ t˘1,˘3, . . . ,˘jmax ˘ 2u are used in the
ansatz (5.4). Hence, we obtain

Rjpt, xq “

$

’

’

’

&

’

’

’

%

Btrvjpt, xq `

„

i
ε2Lj `

1
ε
BpBq



rvjpt, xq ´
ÿ

#J“j
T prvj1 , rvj2 , rvj3qpt, xq if 1 ď j ď jmax ` 2,

´
ÿ

#J“j
T prvj1 , rvj2 , rvj3qpt, xq if jmax ` 2 ă j ď 3jmax ` 6.

By definition (6.44) of the residual R, the error δ “ v´ rvpjmax`2q solves the evolution equation

Btδ “ ´
1
ε
BpBqδ ´

1
ε2Eδ `

”

T pv,v,vq ´ T prvpjmax`2q, rvpjmax`2q, rvpjmax`2qq
ı

´R. (6.45)

Step 2. In this step, we aim to bound δ via Gronwall’s lemma. We observe that for every ε ą 0 the
operator

Aε “ ´
1
ε
BpBq ´

1
ε2E with domain DpAεq “W 1

generates a strongly continuous group
`

expptAεq
˘

tPR on W . The group operators are explicitly given by

F
`

expptAεqf
˘

pkq “ exp
ˆ

´
t

ε2

`

iεBpkq ` E
˘

˙

pfpkq

for every f P W and all t P R. We note that the matrix iεBpkq ` E is skew-Hermitian for every k,
because E P Rsˆs is skew-symmetric and iBpkq is skew-Hermitian. Hence, it follows that for every t P R
the group operator expptAεq : W ÑW is an isometry, because

} expptAεqf}W “
›

›F
`

expptAεqf
˘
›

›

L1 “

ż

Rd

ˇ

ˇ

ˇ
exp

´

´ t
ε2

`

iεBpkq ` E
˘

¯

pfpkq
ˇ

ˇ

ˇ

2
dk “

ż

Rd

| pfpkq|2 dk “ }f}W .

With the variation-of-constants formula applied to (6.45) and with the trilinear estimate (3.31), we obtain

}δptq}W ď }δp0q}W ` 3CTC2
vε

t
ż

0

}δpσq}W dσ `
t
ż

0

}Rpσq}W dσ,

where Cv is the constant from the assumptions (6.36) and (6.39). By assumption we have for the initial
data vp0q “ rvpjmaxqp0q such that δp0q “ rvpjmaxqp0q ´ rvpjmax`2qp0q. Thus, with (6.14) and (6.15) at t “ 0
it follows

δp0q “
ÿ

jPJ pjmaxq

eijκ¨x{ε
jmax`2
ÿ

`“jmax`1
ε`v`jp0, xq `

´

eipjmax`2qκ¨x{ε
rvjmax`2p0, xq ` c.c.

¯

.

By Assumption 6.2.2 all coefficients are uniformly bounded and we obtain with the condition (6.7) for
j “ jmax ` 2

}δp0q}W ď Cεjmax`1.

It remains to show that

sup
tPr0,tends

}Rptq}W ď Cεjmax`1 (6.46)
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with a constant C which does not depend on ε. If (6.46) holds, then we obtain

}δptq}W ď Cεjmax`1 ` 3C2
vε

t
ż

0

}δpσq}W dσ ` Ctendε
jmax`1

such that Gronwall’s lemma and (6.42) yields

sup
tPr0,tends

}vptq ´ rvpjmax`2qptq}W ď Cεjmax`1.

Step 3. In this step, the goal is to show (6.46) by estimating the single contributions in (6.44) with

sup
tPr0,tends

}Rjptq}W ď Cεjmax`1 (6.47)

for all odd j “ 1, . . . , 3jmax ` 6 for some constant C. First, we consider the case j ą jmax ` 2. Assump-
tion 6.2.2 and the expansion (6.13) imply that }rvjptq}W “ O

`

εj´1˘ for all t P r0, tends. Together with the
trilinear estimate (3.30), we obtain

}T prvj1 , rvj2 , rvj3qptq}W ď c εj1´1εj2´1εj3´1 “ c ε#J´3 (6.48)

for some constant c which depends on CT from (3.30). Since j and jmax ` 2 are both odd numbers and
we consider j ą jmax ` 2, we have j ě jmax ` 4 and we obtain with (6.48)

}Rjptq}W ď
ÿ

#J“j
}T prvj1 , rvj2 , rvj3qptq}W ď Cεj´3 ď Cεjmax`1 for j ą jmax ` 2.

The constant C depends on c from (6.48) and on the number of multi-indices J P J 3pjmax ` 2q with
#J “ j.

Next, we consider the case j ď jmax ` 2. Here, compared to (6.13) with j‹ “ jmax ` 2, the defect Rj
is also given by the expansion

Rjpt, xq “
jmax`2
ÿ

`“j´1
ε`R`jpt, xq (6.49)

with

R`jpt, xq “ Btv
`
jpt, xq ` iLjv``2

j pt, xq `BpBqv``1
j pt, xq ´

ÿ

#J“j
|L|1“`

T pvLJ qpt, xq.

By construction of the coefficients y`1, z`1, v`j with 3 ď j ď jmax ` 2, cf. Subsection 6.1.2, it follows that
R`j “ 0 for 0 ď ` ď jmax and 1 ď j ď jmax ` 2. Hence, all R`j vanish except for

Rjmax`1
j pt, xq “ Btv

jmax`1
j pt, xq `BpBqvjmax`2

j pt, xq ´
ÿ

#J“j
|L|1“jmax`1

T pvLJ qpt, xq,

Rjmax`2
j pt, xq “ Btv

jmax`2
j pt, xq ´

ÿ

#J“j
|L|1“jmax`2

T pvLJ qpt, xq.

}Rjmax`1
j ptq}W and }Rjmax`2

j ptq}W remain uniformly bounded under Assumption 6.2.2 for all t P r0, tends.
Hence, together with (6.49) the estimate (6.47) follows for all j ď jmax ` 2.
Combining the estimates from the two cases j ą jmax` 2 and j ď jmax` 2 proves (6.46), and thus (6.40).
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Step 4. It remains to show (6.41). By construction of the coefficient functions v`j for j P J pjmax ` 2q
and ` “ 0, . . . , jmax ` 2, the definitions (6.15) and (6.13), and by Assumption 6.2.2, we obtain

sup
tPr0,tends

}rvpjmax`2qptq ´ rvpjmaxqptq}W

ď sup
tPr0,tends

›

›

›

ÿ

jPJ pjmaxq

eijκ¨x{εeijpκ¨cg´ωqt{ε2
jmax`2
ÿ

`“jmax`1
ε`v`jpt, xq

`

´

eipjmax`2qκ¨x{εeipjmax`2qpκ¨cg´ωqt{ε2
rvjmax`2pt, xq ` c.c.

¯
›

›

›

W

ď Cεjmax`1.

This estimate shows (6.41) and yields together with (6.40) the assertion.

We end this section with a remark.

Remark 6.2.4. Consequently, all terms y`1, z`1, v`j with ` ě jmax`1 and j ą jmax are actually not required in
the approximation rvpjmaxq. We emphasize that omitting these terms does not change the terms y`1, z`1, v`j
with ` ă jmax ` 1 because for the construction of the coefficients we use in general (6.33)–(6.35). All
these equations depend only on the previously constructed coefficients or, as in (6.34), additionally on
coefficients with the same superscript `. However, these terms cannot be omitted in (6.13) from the very
beginning, meaning that jmax ` 2 cannot be replaced by jmax in the construction and the Assumption 6.2.2,
since they are crucial for the defects in Step 3 of the proof of Theorem 6.2.3. We recall that by construction
of the coefficient functions y`1, z`1, v`j with 3 ď j ď jmax ` 2 the defects R`j are zero for 0 ď ` ď jmax and
1 ď j ď jmax ` 2. If we replace in (6.40) rvpjmax`2q by rvpjmaxq and proceed as in Step 3 of the proof, the
right-hand side of the estimates (6.47) and (6.46) change from O

`

εjmax`1˘ to O
`

εjmax´1˘. Without the
coefficient functions vjmax`1

j and vjmax`2
j , only the defects R`j for 0 ď ` ď jmax´ 2 and 1 ď j ď jmax vanish.

The remaining defects Rjmax´1
j and Rjmax

j are given by

Rjmax´1
j pt, xq “ Btv

jmax´1
j pt, xq `BpBqvjmax

j pt, xq ´
ÿ

#J“j
|L|1“jmax´1

T pvLJ qpt, xq,

Rjmax
j pt, xq “ Btv

jmax
j pt, xq ´

ÿ

#J“j
|L|1“jmax

T pvLJ qpt, xq

and are nonzero.
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CHAPTER 7

Summary and Outlook

In this thesis we provided analytical and numerical approximations to the specific semilinear hyperbolic
system (1.4). We introduced in Chapter 3 a natural extension of the SVEA. The main advantage of
this ansatz was that the solutions of the corresponding PDEs did not oscillate in space anymore. In
previous works in the literature the SVEA offered a possibility to approximate the solution of (1.4) up
to Opεq which means that the accuracy of the SVEA is fixed a priori by the parameter ε. In some
instances, however, a more accurate approximation is required. We were able to significantly improve
the error bound of the SVEA under slightly stronger assumptions in our first main result in Chapter 4
up to O

`

ε2˘ (Theorem 4.3.4), which made the SVEA attractive for numerical computations. These
assumptions included non-resonance conditions that were important in order to apply integration by
parts. However, the non-resonance conditions represented a limitation of the technique of proof for
extensions to approximations with higher accuracy in d ą 1, depending on the structure of the underlying
problem. An interesting question would be whether it is possible to get rid of the limiting non-resonance
conditions in order to achieve higher accuracy after all.

In Chapter 5 we constructed numerical methods for the SVEA. We first introduced a one-step method
and then refined the time-integration method to obtain a two-step method. For both methods we provided
a rigorous error analysis for the semi-discretization in time. One of our main results was Theorem 5.3.2,
where we showed that approximating solutions of the SVEA by the two-step method with step-sizes
τ ą ε yields approximations of Opτ2q. An increase in computational cost due to nested multiple sums
was the price to pay, which we reduced by our cherry picking strategy. Here, the question of constructing
better schemes without the nested multiple sums can be pursued, which are also applicable to problems
with dimension d ą 1, as e.g. the Maxwell–Lorentz system. Furthermore, we considered the torus Td

only for simplification. The incorporation of non-reflecting or absorbing boundary conditions and their
investigation would be an extension for future work.

In Chapter 6 we complemented this thesis by constructing polarized solutions to the system (1.4).
Their construction and analysis was done by means of modulated Fourier expansions and we also provided
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an error bound in Theorem 6.2.3. The goal was to construct smooth coefficients that did not oscillate
in space or time. The numerical approximation of these constructed coefficient functions by suitable
methods remain an interesting problem for future research.
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APPENDIX A

Gronwall lemma and function spaces

A.1 Gronwall lemma

For the convenience of the reader, we state a standard integral version of Gronwall’s lemma without
proof. The result and its proof is given in more general form in [32, Chapter 1, Theorem 8.1].

Lemma A.1.1 (Gronwall). Let T‹ ą 0, c1, c2 ě 0 and let u be a continuous, nonnegative function on
r0, T‹s. If

uptq ď c1 ` c2

ż t

0
upσqdσ for all t P r0, T‹s,

then

uptq ď c1e
c2t for all t P r0, T‹s.

A.2 Function spaces

We give a short introduction to the functional analytical background used in this thesis. We define
important spaces and state only those properties which are important for the thesis. All these results
and proofs can be found in [6, 21, 34, 40].

The spaces L1 and L8. Let
`

Rd,F , µ
˘

denote a σ-finite measure space with F being the σ-algebra
of measurable sets and µ equals the Lebesgue measure.

First, we define the space which consists of all (real-valued) absolutely Lebesgue integrable functions
by

L1pRdq :“
 

f : Rd Ñ R : f measurable,
ż

Rd
|fpxq|dx ă 8

(
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with norm

}f}L1pRdq :“
ż

Rd
|fpxq| dx.

Moreover, we define

L8pRdq :“
 

f : Rd Ñ R : f measurable, }f}L8pRdq ă 8
(

with the essential supremum norm

}f}L8pRdq :“ inf
 

c ě 0 : |fpxq| ď c almost everywhere
(

.

For p P t1,8u, } ¨ }Lp describes a norm on LppRdq and the spaces
`

LppRdq, } ¨ }LppRdq
˘

are Banach
spaces for p P t1,8u.

Sequence space `1. If we take Zd instead of Rd and µ equal to the counting measure, then we obtain a
“discrete” version of the L1 space which is denoted by `1. The space `1 will be useful when we introduce
spaces on the torus instead of the full space. We define

`1pZq “
 

x “ pxnqnPZ : xn P C for all n P Z and }x}`1 ă 8
(

with norm

}x}`1 “

8
ÿ

n“´8

|xn|.

We remark that p`1, } ¨ }`1q is a Banach space.

Fourier transform on L1pRdq and the space SpRdq. Recall that L1pRdq denotes the Banach space
of functions that are absolutely integrable. For a function f P L1pRdq its Fourier transform is defined by

pFfqpkq “ pfpkq :“ p2πq´d{2
ż

Rd

fpxqe´ik¨x dx, k P Rd. (A.1)

This and all following (in)equalities are to be understood for almost all k P Rd.
The inverse Fourier transform is given by

pF´1
pfqpxq “ fpxq :“ p2πq´d{2

ż

Rd

pfpkqeik¨x dk, x P Rd. (A.2)

For further investigations the Schwartz space

SpRdq “
 

f P C8pRdq : sup
xPRd

|x|m2 |B
αfpxq| ă 8 for all m P N0, α P Nd0

(

turns out to be very useful. The Schwartz space contains all functions f which decay rapidly since all
derivatives of f decay faster than |x|´m2 for any m P N, as |x|2 Ñ8.

The dual of SpRdq. The dual of SpRdq is denoted by S 1pRdq and consists all continuous linear maps
f : SpRdq Ñ C. The elements of S 1pRdq are called tempered distributions. The main advantage of
tempered distributions is that they have a Fourier transform which is itself a tempered distribution. The
Fourier transform of a distribution f P S 1pRdq is denoted either by Ff or pf as before.
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