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1 Introduction

Over the last decades, fluid mechanics became a crucial part of modern research and
development in several fields. Modern transport systems like trucks, trains, ships, and air
planes, but also cars are not produced without simulating their fluid mechanical behavior
in advance. Moreover, skyscrapers became larger and larger over the last years which
would not have been possible without analyzing their fluid mechanical behavior to ensure
stability and safety for millions of people. Certainly, there are many more applications
of fluid mechanics, but we want to close this listing with one final application which is
certainly indispensable to everyday life. Modern water supply and sewerage systems would
not be so efficient and resilient without fluid mechanical analysis. Thus, today’s engineers
heavily exploit the achievements of fluid mechanics to increase comfort of millions of people
and safety of dozens of products in our daily life.

Even though the studies of fluid mechanics have developed over the last century, the
beginnings actually go back to the time before Christ. Already Archimedes (287-212
B.C.) studied the forces acting on a body (partially or fully) immersed in a fluid and
claimed that “the weight of the fluid displaced by the body is equal to the upward buoyant
force” (see [79, p. 22]). Up to the present day, Archimedes’ principle is still one of the
central statements in fluid mechanics. Furthermore, Galileo Galilei (1564-1642), who was
inspired by publications of Leonardo da Vinci (1452-1519), mainly worked on experimental
fluid mechanics and developed several drafts and prototypes for machines to treat fluid
mechanical problems.

Navier-Stokes Equations

Nevertheless, a theoretical analysis of the motion of a fluid first became possible after Isaac
Newton (1642-1727) stated his laws of motion, which later inspired Leonhard Euler (1707-
1783) to develop a mathematical model which describes the flow of perfect fluids (without
friction) by the balance of momentum equation. Later, on the basis of Euler’s equation,
Louis Marie Henri Navier (1785-1836) developed a version which also takes friction effects
(described by the dynamic viscosity constant η and Lamé’s first parameter λ) into account.
Then, the balance of momentum equation reads as

ρ

(
∂v

∂t
+ (v · ∇)v

)
+∇q̄ = η∆v + (λ+ η)∇div v + f̄ , (1.1)

where v denotes the velocity field associated to the flow, ρ describes the density of the fluid,
q̄ is the pressure and f̄ models external forces acting on the fluid. For a detailed derivation
of the balance of momentum and more information about the physical background we refer
the reader to [19, Chapter 1] or [24, Section 5.3].

Moreover, in the 19th century Georg Gabriel Stokes (1816-1903) established analytic tech-
niques for fluid mechanics of viscous flows. Especially, he developed Stokes’ law describing
the force of viscosity on a small sphere moving through a viscous fluid (see [97]).
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The combination of the balance of momentum on the one hand together with the conserva-
tion of mass on the other hand yields the Navier-Stokes equations. Using the Divergence
Theorem and two different representations of the rate of change of mass (on arbitrary
fixed subregions) the continuity equation (which is the law of conservation of mass in fluid
mechanics) can be derived on a general level (see for instance [19, Section 1.1]). Hence, in
the field of fluid mechanics the continuity equation is given by

∂ρ

∂t
+ div(ρv) = 0. (1.2)

Here, the historical overview of key developments in fluid mechanics is by no means com-
plete. A more detailed overview can be found for instance in [24, Chapter 1] and the
references therein.

Incompressible Navier-Stokes Equations

In the following, we consider incompressible flows which is characterized by the equation
∂ρ
∂t +v ·∇ρ = 0. This condition together with the general continuity equation (1.2) implies
that the continuity equation in the case of the incompressible Navier-Stokes equations
now reads as div v = 0 (note that the density function ρ is positive). Thus, the balance of
momentum equation (1.1) reduces to

ρ

(
∂v

∂t
+ (v · ∇)v

)
+∇q̄ = η∆v + f̄ . (1.3)

Both equations combined with appropriate boundary and/or initial conditions are called
(time-dependent) incompressible Navier-Stokes equations.

Additionally, in the further course we make the assumption that the density ρ is given by
a positive constant (which fits into the case of incompressible flows, i.e., ∂ρ

∂t + v · ∇ρ = 0).
In this setting the balance of momentum equation (1.3) can be transformed into

∂v

∂t
+ (v · ∇)v +∇q = ν∆v + f, (1.4)

with q = q̄
ρ , f = f̄

ρ , and ν = η
ρ denoting the kinematic viscosity. We want to emphasize that

in the literature also this balance of momentum equation (1.4) together with div v = 0 and
appropriate boundary and/or initial conditions are called incompressible Navier-Stokes
equations. Since we assumed the density ρ to be constant throughout this thesis, in the
further course this version will be referred as the (time-dependent) incompressible Navier-
Stokes equations.

In several works the (time-dependent) incompressible Navier-Stokes equations are consid-
ered on the entire space Rn× (0,∞) with initial condition v(·, 0) = v0 and the question of
global and local well-posedness depending on the initial datum v0 is discussed. In physical
examples usually the dimension n takes values 2 or 3, whereas in purely analytical settings
higher dimensions can be considered as well.

If the initial datum is smooth enough, the Navier-Stokes equations are locally well-posed if
suitable “boundary” conditions on the velocity field and the pressure at∞ are introduced.
For instance in [51] the existence of a local unique solution for suitable initial datum was
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proven by Kato and Ponce. In [54] the authors claim that for initial datum v0 ∈ Hs(Rn)
with s > n

2 there exists a unique local solution v ∈ C([0, t], Hs(Rn)) with associated
pressure q ∈ C([0, t], Hs(Rn)). Moreover, in [48] Kato answered the question of global
well-posedness for small initial data and local well-posedness for large data if v0 ∈ Ln(Rn).
A few years later, analogue results have been proved by Giga and Miyakawa [35], Taylor
[99], and Kato [49] if the initial datum is an element of a suitable Morrey space. Moreover,
Cannone [16] and Planchon [83] obtained similar results if the initial datum lies in certain
Besov spaces. Later, Koch and Tataru proved in [54] the existence of a global solution of
the Navier-Stokes equations if the initial datum is “small” in a suitable subset of tempered
distributions.

In [100] Temam considered the time-dependent Navier-Stokes equations and proved exis-
tence, uniqueness and regularity results on a bounded Lipschitz domain. Moreover, some
Remarks concerning unbounded domains are given by Temam. In [32] Galdi, Maremonti,
and Zhou proved existence and uniqueness of a regular solution of the Navier-Stokes initial-
boundary value problem on a smooth exterior domain of Rn (with n ≥ 3) in space and
(0, T ) in time if the initial datum is bounded and non-decaying. Moreover, they give a suf-
ficient condition on the spatial growth of ∇q which provides boundedness of the solution
v for all times.

The stability of the Orr-Sommerfeld equation with plane Poiseuille flow was investigated
by Watanabe, Plum and Nakao in [106] using computer-assisted means. The authors
proved an instability result in the case of a two-dimensional flow between two infinite
plates. In [104], Watanabe, Nagatou, Plum and Nakao presented an instability result for
the Orr-Sommerfeld problem with Poiseuille flow for some interval domain. Moreover, in
[57] Lahmann and Plum considered the Orr-Sommerfeld equation with Blasius profile on
the unbounded domain [0,∞) and proved an instability result in this setting.

Furthermore, the Navier-Stokes equations on T3 × R with periodic boundary conditions
have been investigated by Bruckmaster and Vicol in [15], where a non-uniqueness result
for weak solutions with bounded energy has been proved. We note that the work by
Bruckmaster and Vicol was inspired by earlier results of Leray [59] and Hopf [44] dealing
with this setting as well.

Concerning the pressure, in [95] Sohr and van Wahl showed some regularity results for the
pressure on bounded and exterior domains in Rn with n ≥ 3.

Moreover, we want to mention results by Galdi and Silvestre on the Navier-Stokes equa-
tions on a domain which is exterior to a rigid body that rotates with constant angular
velocity. For instance, in [34] they proved existence of a global solution for a certain class
of initial data.

In [11] Boukir, Maday, Métivet and Razafindrakoto propose a high-order-time splitting
scheme for the (time-dependent) incompressible Navier-Stokes equations for bounded do-
mains in R2 and R3. We close our overview about the (time-dependent) Navier-Stokes
equations with an approximation result by Chorin. In [18], he proved the convergence of
approximations to the exact solution in the case of a bounded domain in space and time.
Moreover, he provided an estimate for the rate of convergence.
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Stationary Navier-Stokes Equations

In the following we drop the time-dependency of the velocity field as well as for the
pressure, i.e., we will only consider time-independent solutions. Hence, the balance of
momentum (1.4) results in the stationary (i.e., time-independent) version

−ν∆v + (v · ∇)v +∇q = f.

Together with the continuity equation div v = 0 (which remains the same in the time-
independent case) we obtain the stationary Navier-Stokes equations.

Working on bounded domains, certain boundary conditions need to be implemented. In
the literature several different boundary conditions are considered. For instance in [66],
Mucha investigated the stationary Navier-Stokes equations with slip boundary conditions
on an infinite pipe (i.e., v · ν̂ = 0 on the boundary, where ν̂ denotes the outer normal)
which can be perturbed by a compact obstacle. In the work by Mucha, the velocity is
supposed to be driven by a constant background flow at infinity which is possible due to
the slip boundary conditions.

Watanabe, in [102] and [103], considered the Navier-Stokes equations on a two-dimensional
flat torus in view of Kolmogorov flows. In his papers he presented a computer-assisted
proof for the steady-state solutions for a given Reynolds number and a prescribed aspect
ratio which somehow characterizes the torus under investigation. Moreover, in [67], Naga-
tou presented a computer-assisted approach to prove the stability of the Kolmogorov flow
on a two-dimensional flat torus. In all these results a stream function formulation of the
problem is used.

One of the most popular stationary problem considered by several authors over the last
decades is Leray’s problem

−ν∆v + (v · ∇)v +∇q
div v

= f

= 0

}
in Ω

v = v0 on ∂Ω

(1.5)

which appears either with inhomogeneous or homogeneous (i.e., v0 = 0) Dirichlet boundary
conditions.

Before stating famous results for Leray’s problem we would like to mention two simplified
versions by Stokes and Oseen which in both cases result in a linear problem. First, Stokes
in [97] considered the equations without convection term, i.e., the equation of momentum
reads as −ν∆v + ∇q = f . Moreover, Temam in [100] proved existence and uniqueness
results of the Stokes equations on bounded domains as well as on certain unbounded
domains using a corresponding weak formulation of the problem. A detailed investigation
of Stokes’ problem for bounded as well as for unbounded domains can be found for instance
in [31, Chapters IV-VI]. Additionally, Nakao, Yamamoto and Watanabe in [77] considered
Stokes’ problem on a two-dimensional, convex, polygonal domain and presented a method
to obtain (constructive) a priori error bounds for the Stokes problem.

Moreover, for exterior domains in [81] Oseen replaced the convection term by (v1 · ∇)v
where v1 is a constant velocity field such that

lim
|x|→∞

v(x) = v1. (1.6)
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For further information on Oseen’s problem we refer the reader again to [31, Chapters
VII-VIII].

Back to Leray’s problem: We want to point out that the existence of solutions heavily
depends on the choice of the domain Ω. For bounded domains Ω results by several authors
are known. For instance in [56] Kozono and Yanagisawa considered Leray’s problem on a
bounded simply connected domain with smooth boundary and inhomogeneous boundary
condition. Moreover, in [55] Korobkov, Pileckas, and Russo investigated the inhomoge-
neous Leray’s problem on a bounded domain with a C2-boundary and proved existence of
a solution under the sole necessary condition of zero total flux through the boundary.

In [28] and [27] Farwig, Galdi, and Sohr developed a larger class, the so-called class of
very weak solutions, in which they proved existence and uniqueness of solutions to Leray’s
problem with inhomogeneous boundary condition on bounded domains in R2 and R3,
respectively.

Furthermore, in the bounded domain case some existence proofs using computer-assisted
techniques exist. In [112] Wieners proved existence of a solenoidal (in the L2-sense) solu-
tion to Leray’s problem on a bounded Lipschitz domain Ω ⊆ R2 if the Reynolds number
is sufficiently small, i.e., since we have the relation ν = 1

Re , if the kinematic viscosity ν
is sufficiently large. We note that the existence proof for the pressure is neglected in his
investigation. However, since the domain is bounded the existence of an associated pres-
sure can be obtained as described in [31, Chapter IX]. In [68] Nagatou, Hashimoto and
Nakao proposed an improvement which also remains applicable for high Reynolds num-
bers. However, in their approach Nagatou, Hashimoto and Nakao used a stream function
formulation of the problem which requires a simply connected (bounded) domain.

Moreover, in [107] Watanabe, Yamamoto and Nakao considered the stationary Navier-
Stokes equations on a bounded, convex polygonal domain in R2 and proved the existence of
a solution using computer-assisted techniques. In contrast to that, the stationary Navier-
Stokes equations on a bounded, nonconvex polygonal domain in R2 was investigated by
Nakao, Hashimoto and Kobayashi in [72]. Especially, a bounded L-shaped domain, which
is a mathematical model for step flow problems, is considered. Using Nakao’s method
(cf. [69], [71], [73]) the authors proved the existence and local uniqueness of a solu-
tion of the stationary Navier-Stokes equations. Additionally, in [105] Watanabe, Nakao
and Nagatou proved a compactness result for a non-linear operator related to a stream
function-vorticity formulation of the Navier-Stokes equations for two-dimensional rectan-
gular domains (which by a remark of the authors can be extended to convex polygonal
domains). The compactness of such an operator for instance is required for a computer-
assisted proof based on Schauder’s Fixed-point theorem.

Whereas for bounded domains there are quite a lot of results concerning existence and
uniqueness of solutions to Leray’s problem, in case of unbounded domains several difficul-
ties come into play. The case of exterior domains was investigated by several authors. For
instance, in [33] Galdi and Rabier considered the stationary Navier-Stokes equations with
inhomogeneous boundary conditions on an exterior domain in R2 and R3, respectively,
with a non-zero velocity v1 at infinity, i.e., (1.6) holds with a non-trivial and constant
velocity v1. In this situation they proved existence of a solution if the boundary data is in
a suitable Sobolev space and the forcing term f lies in an appropriate Lebesgue space.

Later, in the case of a smooth boundary and v1 = 0, i.e., the velocity equals zero at infinity,
Kim and Kozono in [52] proved existence of a weak solution to Leray’s problem provided
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the forcing term is sufficiently small in a suitable Lebesgue space. Moreover, the authors
obtained a uniqueness result in the class of solutions satisfying the energy inequality. In
[91] Russo dropped the constraint at infinity completely and showed that there exists a
solution to Leray’s problem if the Reynolds number is sufficiently small.

Moreover, in [115] Wittwer considered the stationary Navier-Stokes equations on a half-
space domain with a background flow at “infinity” and appropriate boundary conditions.
In [40] Hillairet and Wittwer considered a half-space domain but now perturbed by a
compact smooth obstacle and proved the existence of solutions for Dirichlet boundary
conditions at the boundary of the half-space and suitable boundary conditions at infinity
and the obstacle. Additionally, Hillairet and Wittwer in [41] proved the existence of
solutions to the stationary Navier-Stokes equations on a two-dimensional exterior domain
of a disc with non-zero Dirichlet boundary conditions on the boundary of the disc and
zero boundary conditions at infinity.

Finally, for more general domains with unbounded boundary some results are also known.
However, the proof of existence becomes a more challenging task. For instance in [4] and
[5] Amick considered simply connected cylindrical domains with smooth boundary and
proved existence and regularity results provided the Reynolds number is “small”.

Symmetrical channels in R2 are investigated also by Fraenkel and Eagles in [29] and [30],
where they also proved the existence of solutions under certain constraints on the Reynolds
number. Moreover, in [39] Heywood considered flows through certain apertures and ducts
in R3 that widen strongly at infinity.

For a more detailed overview about the results for general domains with unbounded bound-
ary we refer the reader to [6] and especially to [31, Chapter XIII], where Galdi proved
an existence result in a very general framework for the domain if the Reynolds number is
below some critical (and in general not explicitly known) value provided the solution has
a fixed flux through a suitable intersection of the domain (cf. [31, Theorem XIII.3.2]).

At the end of this overview, we would like to mention some numerical results: For instance,
in [98] Taylor and Hood proposed (and compared) two methods to obtain approximate
solutions of the Navier-Stokes equations via finite element methods. Their first method
uses the velocity and pressure as variables whereas the second one is based on the stream
function formulation, i.e., the stream function and the vorticity are used as unknowns.
Moreover, in [101] Tobiska and Verfürth investigated a streamline diffusion finite element
method on bounded, polyhedral domains in dimension 2 and 3.

Aim of this Thesis

We would like to point out that all previous results are based on a certain smallness
assumption on the Reynolds number. To the best of our knowledge there are neither
purely analytical nor computer-assisted existence results for arbitrarily large Reynolds
numbers provided the flux through a suitable intersection of the domain remains the same
(cf. [31, Remark XIII.3.4]). Since to this day purely analytical proofs failed to answer
the question if solutions to Leray’s problem exist also for large Reynolds numbers, in this
thesis we establish an abstract setting to apply computer-assisted techniques to the Navier-
Stokes equations which (at least) theoretically results in an answer to this question. It
is clear that these techniques cannot cover the whole range of possible Reynolds numbers
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since we have to fix concrete values in our proofs. However, if our computer-assisted
existence theorem (cf. Theorem 3.4) provides the existence of a solution for large Reynolds
numbers this would be a first step towards a statement for large Reynolds numbers, i.e.,
in the affirmative case one might expect that there exist solutions to the Navier-Stokes
equations for larger Reynolds numbers as well. We note that the restriction to single
Reynolds numbers in Theorem 3.4 can be weakened using interval arithmetic, i.e., our
methods can also provide the existence of a solution for all Reynolds numbers lying in a
compact interval (cf. Section 8.2).

Assumptions on the Domain Ω

In the further course we restrict our considerations and examples to domains in R2. How-
ever, we want to emphasize that the analytical setting directly applies to higher dimensions,
where at several stages some adaptions are required. In Section 8.5 we give some remarks
on the higher dimensional case.

In the following we finally fix the domain Ω as the infinite strip S := R× (0, 1) perturbed
by a compact obstacle D ⊆ S, i.e, we set Ω := S \D. Additionally, we assume that the
obstacle is chosen such that the (unbounded) boundary of Ω is Lipschitz. We distinguish
between two different types of obstacle. On the one hand, we investigate obstacles located
at the boundary of the strip and, on the other hand, we consider the case where the obstacle
is detached from the boundary. Thus, in the further course, we suppose that there exist
constants d1, d2, d3 > 0 with d2 < d3 < 1 such that either D ⊆ [−d1, d1]× ([0, d2]∪ [d3, 1])
(which describes the case where the obstacle is located at the boundary of the strip) or
D ⊆ [−d1, d1] × [d2, d3] (in the case with obstacles detached from the boundary) holds
true. For some example domains see Figure 1.1.

Ω

[−d1, d1]× [0, d2]

D

(a) Symmetric obstacle

Ω

[−d1, d1]× [0, d2]

D

(b) Non-symmetric obstacle

Ω

[−d1, d1]× [0, d2]

D

(c) “Smooth” obstacle

Ω

[−d1, d1]× [0, d2]

[−d1, d1]× [d3, 1]

D1

D2

(d) Obstacle located at both sides of the strip

Ω

[−d1, d1]× [d2, d3]

D

(e) Obstacle detached from strip boundary

Ω

[−d1, d1]× [0, d2]

D1

D2

(f) Obstacle located on one side of the strip

Figure 1.1: Example domains with different obstacles

At this stage, we want to emphasize that the theory developed in this thesis also allows
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obstacles which are detached from the boundary of S, i.e., obstacles which are completely
flowed around by the fluid, which results in a domain Ω that is not simply connected (cf.
Figure 1.1 (e)). Therefore, in all our approaches we avoid the use of stream functions since
for the existence of a stream function associated to the velocity field a simply connected
domain is required.

On our domain Ω we consider the stationary incompressible Navier-Stokes equations
(1.5) with no-slip boundary conditions, i.e., homogeneous Dirichlet boundary conditions
(v0 = 0). Using the definition of the Reynolds number Re = 1

ν , we obtain the equivalent
formulation of the Navier-Stokes equations

−∆v +Re [(v · ∇)v +∇q]
div v

= f

= 0

}
in Ω,

v = 0 on ∂Ω.

(1.7)

We note that on the right-hand side of the first equation the factor 1
ν is absorbed into the

external force f .

Remark 1.1. (i) If for the first problem type the obstacle is only located at one side
of the boundary (without loss of generality we assume that the obstacle is located at
the bottom of the strip), i.e., D ⊆ [−d1, d1] × [0, d2] is satisfied, the constant d3 is
actually not needed for the description of the obstacle. In this setting we (formally)
set d3 = 1 in the further course which in particular comes into play in our numerical
algorithms.

(ii) If the obstacle is located at opposite sides of the boundary (cf. Figure 1.1 (d)) we have
to assume that there is “some space” between the two parts which can be measured by
the difference d3−d2. In practice one can expect that for “small” differences d3−d2

our computer-assisted proof becomes more challenging or even fails.

(iii) We note that in our applications it turned out that it makes sense to choose the
constants d2 and d3 such that dist([−d1, d1] × {d2, d3} , D) is “small”, i.e., the set
containing the obstacle should be chosen minimal in some sense to obtain optimal
results in the further course (cf. part (ii)). The vertical parts are not that critical
in that sense. However, we are interested in a “small” computational domain which
suggests to choose d1 not “too” large as well (cf. Section 4.1).

(iv) The theory developed in this thesis is not restricted to a connected obstacle, i.e., we
can also treat obstacles which consist of two or even finitely many compact parts.
Moreover, we can also consider problems where both obstacle types occur (cf. Fig-
ure 1.1 (f)) which can also be considered by the techniques presented in the further
course.

To transform the Navier-Stokes equations into a weak setting on a suitable Sobolev space,
we require some background flow which somehow “models” the solution for |x| → ∞.
Therefore, in the following Section we introduce a “simple” solution on the strip S.
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1.1 A “Simple” Solution on the Strip

For the moment, we suppose that the Navier-Stokes equations (1.7) are formulated on the
whole strip S (instead of Ω) without forcing term, i.e., f = 0. Hence, we consider the
Navier-Stokes equations

−∆v +Re [(v · ∇)v +∇q]
div v

= 0

= 0

}
in S,

v = 0 on ∂S.

(1.8)

In this setting, we can construct a “simple” solution (U,P ) which is of the form

U(x, y) =

(
U1(x, y)

0

)
for all (x, y) ∈ S. (1.9)

Using the divergence condition in (1.8) and the structure of U (see (1.9)) we obtain
∂U1
∂x (x, y) = 0 for all (x, y) ∈ S, implying U1(x, y) = U1(y) for all (x, y) ∈ S. Insert-

ing this result into the first equation of (1.8) yields

(
−∂2U1

∂y2 (y)

0

)
+Re

[
U1(y)

∂

∂x

(
U1(y)

0

)
+

(
∂P
∂x (x, y)
∂P
∂y (x, y)

)]
= 0 for all (x, y) ∈ S.

Hence, the second equation gives P (x, y) = P (x) for all (x, y) ∈ S. Since ∂U1
∂x (x, y) = 0

for all (x, y) ∈ S, we get

∂2U1

∂y2
(y) = Re

∂P

∂x
(x) = −2α = const for all (x, y) ∈ S

for a constant α ∈ R.

Solving the first ordinary differential equation and inserting the boundary conditions
U1(0) = U1(1) = 0 (see (1.8)) yields U1(y) = αy(1 − y) for all y ∈ (0, 1). The pres-
sure is given by P (x) = − 2α

Rex + β for all x ∈ R. Choosing α = 1 and β = 0 yields the
following solution of (1.8)

U(x, y) = U(y) =

(
y(1− y)

0

)
and P (x, y) = P (x) = − 2

Re
x for all (x, y) ∈ S,

(1.10)
called the Poiseuille flow and its corresponding pressure (see Figure 1.2).

S

Figure 1.2: Strip with Poiseuille flow
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Remark 1.2. The choice α = 1 is somehow arbitrary. However, in the context of the
Navier-Stokes problem considered in [31, Chapter XIII] it fixes the flux of the Poiseuille
flow through the intersection Σ := {x} × [0, 1] (for arbitrary x ∈ R) with respect to the
normal n := (1, 0)T , i.e., we have

∫

Σ
U · n dσ =

1

6
.

1.2 Transforming the Equations

Since we consider the Navier-Stokes equations (1.7) on the unbounded domain Ω, we have
to clarify the type of solutions we are interested in. In the following we look for velocity
solutions containing the Poiseuille flow U defined in (1.10) as background flow, i.e., we
consider velocities of the form v := U + ū where ū decays to zero as |x| → ∞. For the
pressure we consider the corresponding form q := P + p. Thus, inserting the ansatz for
the velocity and pressure into (1.7) and using the fact that (U,P ) solves (1.8) yields

−∆ū+Re [(ū · ∇)ū+ (ū · ∇)U + (U · ∇)ū+∇p]
div ū

= f

= 0

}
in Ω

ū = 0 on ∂Ω \ ∂D
ū = −U on ∂Ω ∩ ∂D

(1.11)

Remark 1.3. Since the Poiseuille flow is non-zero on the boundary of the obstacle, the
transformed boundary condition splits into two parts, where on ∂D the condition ū = −U
yields v(x, y) = U(x, y) + ū(x, y) = 0 for all (x, y) ∈ ∂D for the solution v of (1.7).

To avoid the splitting of the boundary conditions (cf. (1.11)), we perform a second transfor-
mation. Therefore, we first construct a divergence-free and compactly supported function
V : S → R2 with supp(V ) ⊆ [−d0, d0]× [0, 1], where d0 > d1 is a constant to be specified
later on. Moreover, we demand V = U on ∂D as well as V = 0 on ∂Ω\∂D. In the classical
sense one can think of a function which is sufficiently smooth, for example we could choose
V ∈ C2(Ω,R2). In the context of weak solutions (cf. Section 1.3), it becomes clear that
it is sufficient to choose V ∈ H2(Ω,R2) which will be the case in the further reading. For
more details about the construction of V we refer the reader to Section 4.1.

With such a function V in hand, we introduce the second transformation ū = u−V where
u decays to zero as |x| → ∞

Direct calculations show

(ū · ∇)ū = (u · ∇)u− (u · ∇)V − (V · ∇)u+ (V · ∇)V,

(ū · ∇)U = (u · ∇)U − (V · ∇)U,

(U · ∇)ū = (U · ∇)u− (V · ∇)V,

and, together with

Γ := U − V, (1.12)
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we obtain the following Navier-Stokes equations considered in this thesis:

−∆u+Re [(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u+∇p]
div u

= g

= 0

}
in Ω

u = 0 on ∂Ω

(1.13)

where the modified right-hand side is given by

g :=f −∆V −Re [(V · ∇)V − (V · ∇)U − (U · ∇)V ]

=f −∆V +Re [(V · ∇)Γ + (U · ∇)V ]

=f −∆V −Re (Γ · ∇)Γ.

(1.14)

Remark 1.4. (i) We note that the assumption V (x, y) = U(x, y) for all (x, y) ∈ ∂D
implies u(x, y) = ū(x, y) + V (x, y) = 0 for all (x, y) ∈ ∂D, i.e., u satisfies the
Dirichlet boundary condition on ∂D (cf. (1.13)).

(ii) In the further considerations we set the forcing term f to zero, however all calcu-
lations and proofs can be slightly modified to obtain corresponding results when f is
non-zero. Moreover, we note that g defined in (1.14) is non-zero although f vanishes.

1.3 Weak Formulation

Since we are interested in weak solutions of the transformed Navier-Stokes equations (1.13)
the Sobolev space H1

0 (Ω,R2) is the canonical choice for the velocity. Following the lines
in [92] and [94] in the case of bounded domains, as well as [31, Chapter XIII] we split our
problem into two separate parts.

In the first part, we consider velocity fields lying in the subspace

H(Ω) :=
{
u ∈ H1

0 (Ω,R2) : div u = 0
}
⊆ H1

0 (Ω,R2).

of divergence-free functions. Thus, by our choice of the velocity space the second equation
of the transformed Navier-Stokes equations (1.13) is satisfied by construction.

Moreover, (∇p)[ϕ] := −
∫

Ω pdivϕd(x, y) for all p ∈ L2
loc(Ω) and ϕ ∈ H1

0 (Ω,R2) with
compact support in Ω leads to the weak formulation:

Find u ∈ H(Ω) such that
∫

Ω

([
2∑

i=1

∇ui · ∇ϕi
]

+Re [(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u] · ϕ
)

d(x, y)

=

∫

Ω
g · ϕd(x, y) for all ϕ ∈ H(Ω) with supp(ϕ) ⊆ Ω compact.

From [31, Section III.4.3 (conclusions after Theorem III.4.3)] we conclude that

{
u ∈ H1

0 (Ω,R2) : supp(u) ⊆ Ω is compact
}
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is dense in H(Ω) for our type of domain. Thus, we obtain the following weak formulation
of our transformed Navier-Stokes equations:

Find u ∈ H(Ω) such that
∫

Ω

([
2∑

i=1

∇ui · ∇ϕi
]

+Re [(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u] · ϕ
)

d(x, y)

=

∫

Ω
g · ϕd(x, y) for all ϕ ∈ H(Ω).

(1.15)

After having proved the existence of an exact solution of (1.15), in the second part we re-
construct the corresponding pressure. For more details we refer the reader to Chapter 7.

1.4 Outline of this Thesis

In this thesis we establish an existence proof using computer-assisted techniques to obtain
a solution u∗ ∈ H(Ω) of (1.15). Therefore, in Chapter 3 we present an existence and
enclosure theorem based on an abstract theorem by Plum (cf. [85, Theorem 1]. Moreover,
in Chapters 4 - 6 we explain the crucial assumptions of our main theorem in a more
detailed way.

In applications where our computer-assisted proof of a solution u∗ of the Navier-Stokes
equation (1.15) was successful, in a second step we prove existence of the corresponding
pressure p∗ such that (u∗, p∗) is a weak solution of our transformed Navier-Stokes equa-
tions (1.13) in a sense described in Chapter 7. For more details about the reconstruction
procedure for the pressure we refer the reader to Chapter 7. Finally, in Chapter 8 we
present the results obtained for several domains and Reynolds numbers.

At the end of this thesis, in Chapter 9, we give an overview about crucial extensions for
the finite element software M++ (Meshes, Multigrid and More) which were developed to
treat the problems of this thesis successfully.
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2 Preliminaries and Basic Notations

Before going into details about our computer-assisted proof for the Navier-Stokes equations
(1.15) we clarify some basic notations like norms and spaces needed at several stages of this
thesis. Furthermore, in Section 2.4 we introduce a Fourier transform on the unbounded
strip S which uses the well-known Fourier transform in x-direction and Fourier series
expansion in y-direction.

2.1 Spaces and Norms

For fixed p ∈ [1,∞] let Lp(Ω,R2) (with Ω defined in Chapter 1) denote the Lebesgue
space consisting of Lp-integrable functions with values in R2. On Lp(Ω,R2) we define the
Lp-norm by

‖u‖Lp(Ω,R2) :=

(
2∑

i=1

‖ui‖2Lp(Ω)

) 1
2

for all u ∈ Lp(Ω,R2), (2.1)

where ‖ · ‖Lp(Ω) on the right-hand side denotes the usual Lp-norm on Lp(Ω), i.e., we have
‖w‖pLp(Ω) =

∫
Ω |w|

p d(x, y) for all w ∈ Lp(Ω), p ∈ [1,∞) and ‖w‖L∞(Ω) = ess supΩ |w| for
all w ∈ L∞(Ω). We note that our definition differs from that one in other works (e.g.
[112]).

If p = 2, we can use the Euclidean norm | · | on R2 to obtain the following equivalent

formulation: ‖u‖L2(Ω,R2) = (
∫

Ω |u|2 d(x, y))
1
2 for all u ∈ L2(Ω,R2). Since L2(Ω) together

with the usual inner product 〈 · , · 〉L2(Ω) is a Hilbert space, L2(Ω,R2) endowed with the
inner product

〈u, v〉L2(Ω,R2) :=
2∑

i=1

〈ui, vi〉L2(Ω) =

∫

Ω
u · v d(x, y) for all u, v ∈ L2(Ω,R2) (2.2)

becomes a Hilbert space as well. Obviously, the inner product in (2.2) corresponds to the
L2-norm stated above in (2.1) for the case p = 2.

In almost the same manner, for p ∈ [1,∞] we endow the Lebesgue space Lp(Ω,R2×2)
(which consists of Lp-integrable functions with values in R2×2) with the norm

‖A‖Lp(Ω,R2×2) :=

(
2∑

i,j=1

‖Aij‖2Lp(Ω)

) 1
2

for all A ∈ Lp(Ω,R2×2).

In the case p = 2 we also define the corresponding inner product

〈A,B〉L2(Ω,R2×2) :=
2∑

i,j=1

〈Aij , Bij〉L2(Ω) for all A,B ∈ L2(Ω,R2×2). (2.3)
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In the further course we denote the rows of a function A ∈ L2(Ω,R2×2) by A1 ∈ L2(Ω,R2)
and A2 ∈ L2(Ω,R2), i.e., we have

A =

(
−A1−
−A2−

)
=

(
A11 A12

A21 A22

)
.

Moreover, for two functions A,B ∈ L2(Ω,R2×2) we define the Frobenius product

A •B :=
2∑

i,j=1

AijBij =
2∑

i=1

Ai ·Bi.

Thereby we can rewrite the inner product on L2(Ω,R2×2) defined in (2.3) as follows

〈A,B〉L2(Ω,R2×2) =

2∑

i=1

〈Ai, Bi〉L2(Ω,R2) =

∫

Ω
A •B d(x, y) for all A,B ∈ L2(Ω,R2×2).

In the same way, for p ∈ [1,∞] we obtain

‖A‖Lp(Ω,R2×2) =

(
2∑

i=1

‖Ai‖2Lp(Ω,R2)

) 1
2

for all A ∈ Lp(Ω,R2×2) (2.4)

for the corresponding norm.

Next, we endow the velocity space H1
0 (Ω,R2) (and thus its subspace H(Ω)) with the inner

product

〈u, v〉H1
0 (Ω,R2) := 〈∇u,∇v〉L2(Ω,R2×2) + σ〈u, v〉L2(Ω,R2) for all u, v ∈ H1

0 (Ω,R2), (2.5)

where ∇u ∈ L2(Ω,R2×2) is defined as the row-wise gradients of the components of the
velocity u ∈ H1

0 (Ω,R2), i.e.,

∇u =

(
−∇u1−
−∇u2−

)
=

(
∂u1
∂x

∂u1
∂y

∂u2
∂x

∂u2
∂y

)
,

and σ is a non-negative constant to be specified later (see Chapter 6). It is clear that
H1

0 (Ω,R2) together with the inner product defined in (2.5) is a Hilbert space. Since
div : H1

0 (Ω,R2)→ L2(Ω) is a bounded linear operator (cf. Lemma A.1), H(Ω) = ker(div)
forms a closed subspace of H1

0 (Ω,R2), and hence, it is a Hilbert space with the same
inner product. Note that σ = 0 is a possible choice since our domain Ω is contained
in the unbounded strip S and Poincaré’s inequality holds for S and thus also for Ω (see
Lemma A.4 and Remark A.5 in Appendix A.1).

Remark 2.1. Using the representation for the inner product introduced above together
with this definition of the derivative, our Navier-Stokes equations (1.15) can be written in
the following form:

Find u ∈ H(Ω) such that∫

Ω
(∇u • ∇ϕ+Re [(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u] · ϕ) d(x, y)

=

∫

Ω
g · ϕd(x, y) for all ϕ ∈ H(Ω).
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In addition to the inner product, we get the corresponding norm

‖u‖H1
0 (Ω,R2) :=

(
‖∇u‖2L2(Ω,R2×2) + σ‖u‖2L2(Ω,R2)

) 1
2 for all u ∈ H1

0 (Ω,R2) (2.6)

on H1
0 (Ω,R2) and H(Ω) respectively.

Using the definitions (2.2) and (2.3) respectively, and rearranging the terms appearing in
the definition of the inner product on H(Ω) (see (2.5)) we obtain

〈u, v〉H1
0 (Ω,R2) =

2∑

i=1

(〈∇ui,∇vi〉L2(Ω,R2) + σ〈ui, vi〉L2(Ω))

=
2∑

i=1

〈ui, vi〉H1
0 (Ω) for all u, v ∈ H1

0 (Ω,R2),

(2.7)

which gives an alternative representation of the inner product on H1
0 (Ω,R2) using the

inner product 〈·, ·〉H1
0 (Ω) = 〈·, ·〉L2(Ω,R2) + σ〈·, ·〉L2(Ω) on H1

0 (Ω) suggested for the setting of
computer-assisted proofs by Plum in [85, p. 34]. In almost the same manner we get an
alternative representation for the ‖ · ‖H1

0 (Ω,R2)-norm using the ‖ · ‖H1
0 (Ω)-norm.

Finally, we will need the subspace of L2(Ω,R2×2) where the row-wise divergence is an
element of L2(Ω), i.e., we define

H(div,Ω,R2×2) :=
{
A ∈ L2(Ω,R2×2) : divA1,divA2 ∈ L2(Ω)

}
,

where A1, A2 ∈ L2(Ω,R2) again denote the rows of A ∈ L2(Ω,R2×2). Given a function
A ∈ H(div,Ω,R2×2), we set

div : H(div,Ω,R2×2)→ L2(Ω,R2), divA :=

(
divA1

divA2

)
. (2.8)

2.2 Topological Dual Space of H(Ω)

In the further course for a (bounded) linear operator F : X → Y between two normed
spaces X and Y we denote its usual operator norm by ‖F‖B(X,Y ) = ‖F‖B, where we omit
the spaces in the index if they are clear from the context.

According to the abstract setting described in [85, p. 34], we introduce the topological
dual space of H(Ω) which will be denoted by H(Ω)′ and is endowed with the usual dual
norm ‖ · ‖H(Ω)′ .

Next, we show that −∆ can be identified with an operator mapping H(Ω) into its dual
space H(Ω)′, i.e., we have −∆u ∈ H(Ω)′ for any function u ∈ H(Ω). Therefore, using
formal integration by parts, for any A ∈ L2(Ω,R2×2) we first define the functional

divA : H(Ω)→ R, (divA)[ϕ] := −
∫

Ω
A • ∇ϕd(x, y) for all ϕ ∈ H(Ω). (2.9)

Cauchy-Schwarz’ inequality and the definition of the norm on H(Ω) (see (2.6)) imply

|(divA)[ϕ]| ≤
∫

Ω
|A • ∇ϕ| d(x, y)

≤ ‖A‖L2(Ω,R2×2)‖∇ϕ‖L2(Ω,R2×2) ≤ ‖A‖L2(Ω,R2×2)‖ϕ‖H1
0 (Ω,R2) for all ϕ ∈ H(Ω).
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Hence, we obtain
‖divA‖H(Ω)′ ≤ ‖A‖L2(Ω,R2×2), (2.10)

i.e., divA is indeed a bounded linear functional on H(Ω) and thus, divA is an element
in H(Ω)′ for all A ∈ L2(Ω,R2×2). Moreover, since ∇u ∈ L2(Ω,R2×2) for u ∈ H(Ω) the
definition above applied to ∇u yields

(−∆u)[ϕ] := −(div∇u)[ϕ] =

∫

Ω
∇u • ∇ϕd(x, y) for all ϕ ∈ H(Ω). (2.11)

Next, we analyze some embeddings needed at several stages in this thesis. Sobolev’s
Embedding Theorem [2, Theorem 5.4] yields H1

0 (Ω) ⊆ Lp(Ω) with a bounded embedding
H1

0 (Ω) ↪→ Lp(Ω) for every p ∈ [2,∞), i.e., there exists some constant Cp > 0 satisfying
‖u‖Lp(Ω) ≤ Cp‖u‖H1

0 (Ω) for all u ∈ H1
0 (Ω) (recall that we are in space dimension 2). Thus,

using the definition of the Lp(Ω,R2)-norm (see (2.1)) and the embedding described before
as well as the alternative representation formula of the inner product on X (see (2.7)) we
obtain an embedding H1

0 (Ω,R2) ↪→ Lp(Ω,R2) which satisfies

‖u‖Lp(Ω,R2) =

(
2∑

i=1

‖ui‖2Lp(Ω)

) 1
2

≤
(

2∑

i=1

Cp
2‖ui‖2H1

0 (Ω)

) 1
2

≤ Cp
(

2∑

i=1

‖ui‖2H1
0 (Ω)

) 1
2

= Cp‖u‖H1
0 (Ω,R2) for all u ∈ H1

0 (Ω,R2)

(2.12)

for every p ∈ [2,∞), where the embedding constant Cp remains the same as in the usual
case of Sobolev’s Embedding Theorem for functions with values in R.

Thus, for every u ∈ Lq(Ω,R2) with q ∈ (1, 2] these embeddings together with Hölder’s
inequality (with 1

p + 1
q = 1) imply

∣∣∣∣
∫

Ω
u · ϕd(x, y)

∣∣∣∣ ≤ ‖u‖Lq(Ω,R2)‖ϕ‖Lp(Ω,R2)

≤ Cp‖u‖Lq(Ω,R2)‖ϕ‖H1
0 (Ω,R2) for all ϕ ∈ H1

0 (Ω,R2).

Hence, since H(Ω) ⊆ H1
0 (Ω,R2), u : H(Ω)→ R defined by

u[ϕ] :=

∫

Ω
u · ϕd(x, y) for all ϕ ∈ H(Ω) (2.13)

is a bounded linear functional on H(Ω) (satisfying ‖u‖H(Ω)′ ≤ Cp‖u‖Lq(Ω,R2)), i.e., for all
q ∈ (1, 2] we can identify u ∈ Lq(Ω,R2) with an element in H(Ω)′.

Finally, we have a closer look at the divergence operator again. Thus, for functions with
higher regularity, which especially is the case for functions in A ∈ H(div,Ω,R2×2) or
A ∈ H1

0 (Ω,R2), we can use integration by parts and obtain

−
∫

Ω
A • ∇ϕd(x, y) = −

2∑

i=1

∫

Ω
Ai · ∇ϕi d(x, y) =

2∑

i=1

∫

Ω
div(Ai)ϕi d(x, y)

=

∫

Ω

(
divA1

divA2

)
· ϕd(x, y) for all ϕ ∈ H(Ω),

hence, by (2.13) the weak divergence defined in (2.9) coincides with the “classical” row-
wise divergence (2.8) (which is an element of L2(Ω,R2)) read as an element in H(Ω)′.
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2.3 Isometric Isomorphism Φ: H(Ω)→ H(Ω)′

Using the techniques presented above (cf. (2.11) and (2.13)), the operator

Φ: H(Ω)→ H(Ω)′, Φu := −∆u+ σu, (2.14)

is well defined and we get

(Φu)[ϕ] =

∫

Ω
(∇u • ∇ϕ+ σu · ϕ) d(x, y) = 〈u, ϕ〉H1

0 (Ω,R2) for all u, v ∈ H(Ω). (2.15)

Moreover, Riesz’ Representation Lemma for bounded linear functionals implies that Φ
defines an isometric isomorphism from H(Ω) into its dual space H(Ω)′. Hence, the identity
‖Φu‖H(Ω)′ = ‖u‖H1

0 (Ω,R2) holds true for all u ∈ H(Ω) (see Lemma A.6).

Hence, by (2.15), we obtain

〈Φ−1f, ϕ〉H1
0 (Ω,R2) = (Φ(Φ−1f))[ϕ] = f [ϕ] for all f ∈ H(Ω)′, ϕ ∈ H(Ω). (2.16)

2.4 Fourier Transform on the Unbounded Strip

In Section 6.2.1.4 we require a Fourier transform defined on L2(S,R2) or L2(S,C2) respec-
tively. Recall that S denotes the infinite strip R× (0, 1) (cf. Chapter 1). For the reader’s
convenience, we first construct a version on L2(S,C) which can easily be extended to a
Fourier transform on L2(S,C2) later on. To define such a variant of the Fourier transform,
we first consider the Fourier series basis {ϕn}n∈Z on (0, 1) defined by

ϕn : (0, 1)→ C, ϕn(y) = e−2iπny for all n ∈ Z. (2.17)

Using the usual Schwartz space S(R,C) on R, we define

D :=

{∑

n∈Z
unϕn : un ∈ S(R,C), un = 0 for almost all n ∈ Z

}
⊆ L2(S,C). (2.18)

Remark 2.2. Having a closer look at the definition of D again, we directly obtain

D =

{
N∑

n=−N
unϕn : un ∈ S(R,C), N ∈ N0

}
.

Next, we define a “new” Fourier transform “in x-direction” (which will be indicated by
the index x) on the subspace D using the usual Fourier transform F on L2(R,C) (or on
S(R,C) respectively). Therefore, for u ∈ D we set

Fx[u](ξ, y) :=

N∑

n=−N
F [un](ξ)ϕn(y) for all (ξ, y) ∈ S, (2.19)

which, since F [un]∈ S(R,C) for all n ∈ Z, directly implies Fx[u]∈ D. Moreover, direct
calculations show that

F−1
x : D → D, F−1

x [u](ξ, y) :=
N∑

n=−N
F−1[un](ξ)ϕn(y) (2.20)

defines the inverse Fourier transform on D, i.e., Fx : D → D is bijective (cf. Lemma A.7).
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Remark 2.3. By definition of the well-known Fourier transform on the Schwartz space
we can use its integral representation formula to rewrite the definition of our new Fourier
transform on the strip and its inverse as follows:

Fx[u](ξ, y) =
1√
2π

∫ ∞

−∞
u(x, y)e−ixξ dx and F−1

x [v](ξ, y) =
1√
2π

∫ ∞

−∞
v(ξ, y)eiξx dξ

for all u, v ∈ D and (ξ, y) ∈ S.

Using the fact that F satisfies

∫ ∞

−∞
F [u](x)v(x) dx =

∫ ∞

−∞
u(x)F [v](x) dx for all u, v ∈ S(R,C),

(see [93, proof of Corollary 16.12, p. 141]) we can transfer this property to our new Fourier
transform Fx and obtain

∫

S
Fx[u](x, y)v(x, y) d(x, y) =

N∑

n=−N

M∑

m=−M

∫ 1

0

(∫ ∞

−∞
F [un](x)vm(x) dx

)
ϕn(y)ϕm(y) dy

=
N∑

n=−N

M∑

m=−M

∫ 1

0

(∫ ∞

−∞
un(x)F [vm](x) dx

)
ϕn(y)ϕm(y) dy

=

∫

S
u(x, y)Fx[v](x, y) d(x, y) for all u, v ∈ D.

(2.21)

Moreover, employing the integral representation of Fx mentioned in Remark 2.3, we cal-
culate

Fx[u](x, y) =
1√
2π

∫ ∞

−∞
u(x, y)e−ixξ dx

=
1√
2π

∫ ∞

−∞
u(x, y)eixξ dx = F−1

x [u](x, y) for all u ∈ D.
(2.22)

Thus, (2.21) together with (2.22) yields

‖Fx[u]‖2L2(S,C) =

∫

S
Fx[u](x, y)Fx[u](x, y) d(x, y)

=

∫

S
Fx[u](x, y)F−1

x [u](x, y) d(x, y)

=

∫

S
u(x, y)Fx

[
F−1
x [u]

]
(x, y) d(x, y)

=

∫

S
u(x, y)u(x, y) d(x, y)

= ‖u‖2L2(S,C) for all u ∈ D,

(2.23)

hence, Fx defines an isometric isomorphism (with respect to the L2(S,C)-norm) from D
into D.

Similar to the usual Fourier transform on S(R,C) the following Lemma provides some
properties concerning derivatives for the new Fourier transform Fx.
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Lemma 2.4. Let j, k ∈ N0. Then, for u ∈ D the following assertions hold true:

(i) Fx
[
∂j+ku
∂xj∂yk

]
(ξ, y) = (iξ)j

(
∂k

∂yk
Fx[u]

)
(ξ, y) for all (ξ, y) ∈ S.

(ii) For v := (−ix)ju we have Fx
[
∂kv
∂yk

]
(ξ, y) =

(
∂j+k

∂ξj∂yk
Fx[u]

)
(ξ, y) for all (ξ, y) ∈ S.

Since the proof of Lemma 2.4 is rather technical it will be postponed to the Appendix (see
Proof of Lemma 2.4 in Appendix A.2).

Next, we are going to extend the definition of the new Fourier transform Fx on the subspace
D (see (2.19)) to the larger space L2(S,C). Therefore, we prove the following density result
first.

Proposition 2.5. D is dense in L2(S,C) (with respect to the L2(S,C)-norm).

Proof. Let u ∈ L2(S,C). Then, for almost every fixed x ∈ R we define

un(x) := 〈u(x, ·), ϕn〉L2((0,1),C) for all n ∈ Z,

and consider the Fourier series representation

u(x, ·) =
∑

n∈Z
un(x)ϕn,

which converges with respect to the L2((0, 1),C)-norm. By Parseval’s theorem we obtain

‖u(x, ·)‖2L2((0,1),C) =
∑

n∈Z
|un(x)|2

for almost every x ∈ R, implying

‖un‖2L2(R,C) =

∫ ∞

−∞
|un(x)|2 dx ≤

∫ ∞

−∞

∑

n∈Z
|un(x)|2 dx

=

∫ ∞

−∞
‖u(x, ·)‖2L2((0,1),C) dx = ‖u‖2L2(S,C) for all n ∈ Z,

hence, un ∈ L2(S,C) for all n ∈ Z. Moreover, applying the monotone convergence theorem
to the (monotone) series (

∑N
n=−N |un|2)N∈N, we get

‖u‖2L2(S,C) =

∫ ∞

−∞

∑

n∈Z
|un(x)|2 dx =

∑

n∈Z

∫ ∞

−∞
|un(x)|2 dx =

∑

n∈Z
‖un‖2L2(R,C) (2.24)

Now, let ε > 0. Since S(R,C) is dense in L2(R,C) and un is square integrable for all
n ∈ Z, we find vn ∈ S(R,C) such that

‖un − vn‖2L2(R,C) ≤
ε

2|n|+2
for all n ∈ Z.

Moreover, due to (2.24)
∑

n∈Z ‖un‖2L2(R,C)
converges, and thus, we can chose N ∈ N such

that
∑

|n|>N
‖un‖2L2(R,C) ≤

ε

4
.
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Then, again Parseval’s theorem and the monotone convergence theorem yield

∥∥∥∥∥u−
N∑

n=−N
vnϕn

∥∥∥∥∥

2

L2(S,C)

=

N∑

n=−N
‖un − vn‖2L2(R,C) +

∑

|n|>N
‖un‖2L2(R,C)

≤
N∑

n=−N

ε

2|n|+2
+
ε

4
=
ε

4
+ 2 · ε

4

(
N∑

n=1

1

2n

)
+
ε

4
≤ ε.

Remark 2.6. (i) Since, by Proposition 2.5 above, D is dense in L2(S,C), Fx can be
extended to an isometric isomorphism Fx : L2(S,C)→ L2(S,C), i.e., the equality in
(2.23) holds true for all u ∈ L2(S,C). Moreover, for all u, v ∈ L2(S,C) we obtain

∫

S
Fx[u](x, y)v(x, y) d(x, y) =

∫

S
u(x, y)Fx[v](x, y) d(x, y) for all u, v ∈ L2(S,C)

and

Fx[u](x, y) = F−1
x [u](x, y)

(cf. (2.21) and (2.22))

(ii) Similar to the usual Fourier transform on R or Rd, the new Fourier transform in
x-direction defined above induces an isometric isomorphism

Fx : L2(S)→
{
v ∈ L2(S,C) : v(−x, y) = v(x, y) for almost every (x, y) ∈ S

}
.

Recall that L2(S) denotes the Lebesgue space of real-valued square integrable func-
tions.

Moreover, in this thesis we will need a distributional version of the Fourier transform Fx
defined above. Therefore, again analogous to the “usual” Fourier transform we consider

Fx : D′ → D′, (Fx[f ])[ϕ] := f [Fx[ϕ]] for all ϕ ∈ D, (2.25)

where D′ denotes the topological dual space of D. Again, we easily see that

F−1
x : D′ → D′, (F−1

x [f ])[ϕ] := f [F−1
x [ϕ]] for all ϕ ∈ D, (2.26)

defines its inverse (cf. Lemma A.8) and thus, Fx : D′ → D′ is bijective as well. For
u ∈ L2(S,C) we use the usual interpretation as linear functionals on D, i.e., we have

fu[ϕ] := u[ϕ] :=

∫

S
u(x, y)ϕ(x, y) d(x, y) for all ϕ ∈ D.

Then, the equality (2.21) implies

(Fx[fu])[ϕ] = fu[Fx[ϕ]] =

∫

S
u(x, y)Fx[ϕ](x, y) d(x, y)

=

∫

S
Fx[u](x, y)ϕ(x, y) d(x, y) = fFx[u][ϕ] for all ϕ ∈ D.

(2.27)
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Moreover, we define derivatives of an element f ∈ D′ in the following sense:

(
∂j+kf

∂xj∂yk

)
[ϕ] := (−1)j+kf

[
∂j+kϕ

∂xj∂yk

]
for all ϕ ∈ D, (2.28)

where j, k ∈ N0. In a similar way, for f ∈ D′ and x ∈ R we set

(xjf)[ϕ] := f [xjϕ] for all ϕ ∈ D. (2.29)

Now, we are in a position to extend Lemma 2.4 to functions on the dual space D′:

Lemma 2.7. Let j, k ∈ N0. Then, for f ∈ D′ the following assertions hold true:

(i) Fx
[
∂j+kf
∂xj∂yk

]
= (ix)j ∂

k

∂yk
Fx[f ] (in D′).

(ii) For g := (−ix)jf we have Fx
[
∂kg
∂yk

]
= ∂j+k

∂ξj∂yk
Fx[f ] (in D′).

Since the distributional Fourier transform is defined using the non-distributional one, the
proof of Lemma 2.7 is just an application of Lemma 2.4 and will be postponed also to the
Appendix (see Proof of Lemma 2.7 in Appendix A.2).

To the end of this Section, we prove a characterization of the (real-valued) Sobolev space
H1(S) via the “new” Fourier transform Fx which will be very useful later on in Sec-
tion 6.2.2. Therefore, as a first step, we show the following representation for the complex
valued case.

Proposition 2.8. The following representation formula holds true:

H1(S,C) =

{
u ∈ L2(S,C) :

∫

S
(1 + |ξ|2) |Fx[u](ξ, y)|2 d(ξ, y) <∞, ∂u

∂y
∈ L2(S,C)

}
.

Proof. First, we notice that

{
u ∈ L2(S,C) :

∫

S
(1 + |ξ|2) |Fx[u](ξ, y)|2 d(ξ, y) <∞, ∂u

∂y
∈ L2(S,C)

}

=

{
u ∈ L2(S,C) :

∫

S
|ξ|2 |Fx[u](ξ, y)|2 d(ξ, y) <∞, ∂u

∂y
∈ L2(S,C)

}
.

Now, let u ∈ L2(S,C) be fixed. Then, by the bijectivity of the distributional Fourier
transform and Lemma 2.7 (i), we obtain

∂u

∂x
∈ L2(S,C) ⇔ ∃v∈L2(S,C) :

∂u

∂x
= v

⇔ ∃v∈L2(S,C) :
∂

∂x
fu = fv

⇔ ∃v∈L2(S,C) : Fx
[
∂

∂x
fu

]
= Fx[fv]

⇔ ∃v∈L2(S,C) : ixFx[fu]= Fx[fv]
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Then, (2.27) and the isometric property of Fx (cf. Remark 2.6 (i)) imply

∃v∈L2(S,C) : ixFx[fu]= Fx[fv] ⇔ ∃v∈L2(S,C) : ixfFx[u] = fFx[v]

⇔ ∃w∈L2(S,C) : xfFx[u] = fw,

where we use the transformation w := −iFx[v] in the last step. Thus, we obtain

∃w∈L2(S,C) : xfFx[u] = fw ⇔ ∃w∈L2(S,C) : xFx[u]= w

⇔ xFx[u]∈ L2(S,C).

Hence, combining all arguments above yields the assertion.

Remark 2.9. Considering only real valued functions, Proposition 2.8 implies the repre-
sentation formula

H1(S) =

{
u ∈ L2(S) :

∫

S
(1 + |ξ|2) |Fx[u](ξ, y)|2 d(ξ, y) <∞, ∂u

∂y
∈ L2(S)

}

for the real valued Sobolev space. Note that the Fourier transform of u appearing in the
integral might be complex-valued.
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3 A Computer-assisted Proof for the
Navier-Stokes Equations

In general, computer-assisted proofs in the field of ordinary or partial differential equations
require a zero-finding formulation of the underlying problem. Therefore, we reformulate
our problem as a zero-finding problem which will be discussed in the next Section. To
guarantee a rigorous (analytical) proof of the existence of an exact solution a fixed-point
argument is applied, for example Schauder’s fixed-point Theorem in the case of bounded
domains or Banach’s fixed-point Theorem for unbounded domains (cf. [85, Section 2]).
We use the current Chapter to describe the crucial steps needed for our computer-assisted
existence proof for the Navier-Stokes equations (1.15).

The computer-assisted methods used are mainly based on techniques introduced by Plum
(cf. [74, Section 6.1] and [85]). Starting from a numerical approximate solution of the
Navier-Stokes equations (for the computation see Chapter 4), we compute a bound for
its defect which will be described in Chapter 5. In addition to that, a norm bound for
the inverse of the linearization at the approximate solution is needed. Therefore, bounds
for the essential spectrum and the eigenvalues “close to” zero are required. The methods
applied, for example the well-known Rayleigh Ritz method and a corollary of the Temple-
Lehmann Theorem to obtain enclosures of the crucial eigenvalues of the linearization below
the essential spectrum, are presented in Chapter 6.

With these data in hand, we use a fixed-point argument (see Theorem 3.4) to prove exis-
tence of an exact solution “nearby” the approximate one. In addition to the pure existence
result, the methods in use also provide an enclosure of the exact solution measured in a
suitable Sobolev norm.

Before reformulating our Navier-Stokes equations (1.15) as a zero-finding problem, we will
use the techniques described in the previous Chapter to identify our problem with an
equation in H(Ω)′. By assumption, we have V ∈ H2(Ω,R2) ∩ C1(Ω,R2) which, together
with the definition of the right-hand side (cf. (1.14)), implies g ∈ L2(Ω,R2). Thus,
definition (2.13) shows that g indeed defines a bounded linear functional on H(Ω) which
will be denoted by g ∈ H(Ω)′ in the further course again. It becomes clear from the
context whether g ∈ L2(Ω,R2) or g ∈ H(Ω)′ is the right identification.

Furthermore, applying (2.13) and the definition of the weak Laplacian (cf. (2.11)) our
weak formulation (1.15) can be identified with an equation in H(Ω)′, i.e., we consider the
following equivalent formulation of the problem:

Find u ∈ H(Ω) such that, −∆u+Re [(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u] = g.

Again, we note that by construction the divergence-free part of our Navier-Stokes equations
is modeled in the space H(Ω) (cf. Section 1.3).
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3.1 Reformulation as a Zero-Finding Problem

To rewrite the weak formulation of the Navier-Stokes equations (1.15) as a zero-finding
problem, we have a closer look at the different terms appearing in our weak formulation
and define some auxiliary operators.

Therefore, we start with the non-linear term in our weak formulation (1.15) which in the
following will be represented by the form

B: H(Ω)×H(Ω)→ H(Ω)′, B(u, v)[ϕ] := Re

∫

Ω
[(u · ∇)v] · ϕd(x, y) for all ϕ ∈ H(Ω).

(3.1)
Since the inner product is bilinear and the integral is linear directly from the definition,
we conclude that B is indeed a bilinear form. Moreover, applying Lemma A.9 (i), we
obtain

‖B(u, v)‖H(Ω)′ ≤ C4
2Re‖u‖H1

0 (Ω,R2)‖v‖H1
0 (Ω,R2) for all u, v ∈ H(Ω)

which shows that B(u, v) is a bounded linear functional on H(Ω) for all u, v ∈ H(Ω),
i.e., B(u, v) ∈ H(Ω)′ for all u, v ∈ H(Ω) implying that B is well-defined a posteriori.
Using matrix vector multiplication (cf. (A.6)), we can reformulate the definition of B and
obtain

B(u, v)[ϕ] = Re

∫

Ω
ϕT (∇v)ud(x, y) for all u, v, ϕ ∈ H(Ω).

Next, we are going to treat the linear part of our weak formulation similarly. Therefore,
we first observe that the Poiseuille flow U (see (1.10)) and therefore Γ (see (1.12)) are
not square integrable on Ω and thus not contained in our solution space H(Ω). Hence, a
suitable space for the Poiseuille flow and Γ have to be found. Since U and V introduced
in Chapter 1 are bounded, the right space is

W (Ω) :=
{
u ∈W 1,∞(Ω,R2) : div u = 0

}

which implies U ∈ W (Ω), as well as Γ ∈ W (Ω). Now, for arbitrary w ∈ W (Ω) we can
define

Bw : H(Ω)→ L2(Ω,R2), Bw u := Re [(u · ∇)w + (w · ∇)u] . (3.2)

Since the norms ‖w‖L∞(Ω,R2) and ‖∇w‖L∞(Ω,R2×2) are finite for any w ∈ W (Ω) we directly
obtain Bw u ∈ L2(Ω,R2) for all u ∈ H(Ω), i.e., Bw is well-defined. Using the linearity
of the derivative and the bilinearity of the inner product we directly obtain that Bw is a
linear operator.

Similar as above, we obtain the following alternative representation of Bw using matrix
vector multiplication:

Bw u = Re [(∇w)u+ (∇u)w] for all u ∈ H(Ω), (3.3)

i.e., (Bw u)[ϕ] = Re
∫

Ω ϕ
T [(∇w)u+ (∇u)w] d(x, y) for all u, ϕ ∈ H(Ω).

We note that by definition (2.13) Bw u ∈ L2(Ω,R2) actually defines a bounded linear
functional on H(Ω) for all u ∈ H(Ω), i.e., as before the “symbol” Bw u can be interpreted
as an element of H(Ω)′. Again, from the context it becomes clear whether Bw u has to be
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read as square integrable function or needs to be understood as a bounded linear functional
on H(Ω). Furthermore, from the theoretical setting in Section 2.2 we get the estimate
‖Bw u‖H(Ω)′ ≤ C2‖Bw u‖L2(Ω,R2) holding true for all u ∈ H(Ω).

Applying Lemma A.10 (ii) we obtain

(Bw u)[ϕ] = Re

∫

Ω

(
−wT (∇ϕ)u+ ϕT (∇u)w

)
d(x, y) for all u, ϕ ∈ H(Ω)

which together with Lemma A.9 (iii) implies the following alternative estimate

‖Bw u‖H(Ω)′ ≤ 2C2Re‖w‖L∞(Ω,R2)‖u‖H1
0 (Ω,R2) (3.4)

for the norm of Bw u for any u ∈ H(Ω).

The linearity of the integral and the bilinearity of the inner product together with direct
calculations show the following rules for transforming terms containing the operator Bw

(see (3.2)) and the bilinear form B (see (3.1)):

Proposition 3.1. The following assertions hold true:

(i) Bv + Bw = Bv+w for all v, w ∈W (Ω).

(ii) B−w = −Bw for all w ∈W (Ω).

(iii) Bw u = B(u,w) + B(w, u) for all w ∈ H(Ω) ∩W (Ω) and u ∈ H(Ω).

Since the proof of Proposition 3.1 consists only of simple calculations we postpone it to
the Appendix (see Proof of Proposition 3.1 in Appendix A.3).

Finally, using the bounded operators B and Bw defined in (3.1) and (3.2) as well as the
functional given by the right-hand side (cf. (1.14) and (2.13)), we are in a position to
reformulate (1.15) as a zero-finding problem using the following operator

F: H(Ω)→ H(Ω)′, Fu := −∆u+ B(u, u) + BΓ u− g. (3.5)

Directly from the definitions (3.1), (3.2) and (1.14) it follows that u ∈ H(Ω) solves our
weak formulation of the Navier-Stokes equations (1.15) if and only if Fu = 0.

Since B is bilinear and Bw is linear for all w ∈W (Ω) the zero-finding operator F is Fréchet
differentiable with derivative

F′ ũ : H(Ω)→ H(Ω)′, (F′ ũ)u = −∆u+ B(u, ũ) + B(ũ, u) + BΓ u

at any point ũ ∈ H(Ω). If we consider this Fréchet derivative evaluated at a point
ũ ∈ H(Ω) ∩W (Ω) (which will be the case in the following Sections), Proposition 3.1 (iii)
and (i) yield the equivalent formulation

(F′ ũ)u = −∆u+ Bũ+Γ u for all u ∈ H(Ω). (3.6)

Remark 3.2. We note that all integrals which are of the form as in the definitions of the
operators B and Bw respectively are well-defined due to Lemma A.9.
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3.2 Existence and Enclosure Theorem

One crucial component for a successful computer-assisted proof is the computation of
an accurate approximate solution to the problem under consideration. To obtain the
approximate solution in principle every numerical algorithm can be used if it provides an
approximation which belongs exactly to the domain of the zero-finding operator F, i.e.,
in our applications we require a numerical algorithm providing an exactly divergence-free
solution in H(Ω). In all our examples we use divergence-free finite element methods to
compute an approximate solution to our problem (1.15), or Fu = 0 respectively. For
details about the computation procedure we refer the reader to Chapter 4.

In the further course of this Chapter, we suppose that we have an approximate solution
ω̃ ∈ H(Ω) ∩W (Ω) to Fu = 0 in hand explicitly. Moreover, we assume that ω̃ is of the
following form

ω̃ =

{
ω̃0, in Ω0,

0, in Ω \ Ω0,
(3.7)

for some suitable (usually bounded) computational domain Ω0 ⊆ Ω (cf. Figure 3.1) and

ω̃0 ∈ H(Ω0) :=
{
u ∈ H1

0 (Ω0,R2) : div u = 0
}
.

At this stage we want to emphasize that the Dirichlet boundary condition implies continu-
ity of the normal component and thus, by construction ω̃ is divergence-free on our entire
domain Ω, i.e., the crucial assumption ω̃ ∈ H(Ω) is satisfied for approximate solutions of
the form (3.7).

Moreover, we note that the structure assumed in (3.7) in most of the applications of
computer-assisted proofs is not a restriction on the numerical algorithm used to compute
the approximate solution, since most of the common methods yield a compactly supported
approximate solution ω̃ ∈ H(Ω)∩W (Ω) anyway. However, the numerical algorithm has to
provide an approximation which needs to be exactly divergence-free. Again, in Chapter 4
we describe one possibility how such an approximation procedure can be realized.

If we have computed some approximate solution ω̃ to problem (1.15),

ω := ω̃ − V (3.8)

is an approximation for the velocity function in problem (1.11) which satisfies non-zero
boundary conditions at the boundary of the obstacle. Furthermore, reversing the first
transformation in Section 1.2 as well yields the approximation U + ω = Γ + ω̃ to the
velocity function in the original Navier-Stokes equations (1.7).

Having an approximate solution ω̃ in hand, we denote the linearization of F at ω̃ by LU+ω.
Since ω̃ ∈ H(Ω) ∩W (Ω), the Fréchet derivative formulated in (3.6) yields

LU+ω : H(Ω)→ H(Ω)′, LU+ω u := F′(ω̃)u = −∆u+ Bω̃+Γ u = −∆u+ BU+ω u, (3.9)

Ω

D

Ω0

Figure 3.1: Example domain with obstacle and computational domain Ω0
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where we used (3.8) and the definition of Γ (see (1.12)) to calculate ω̃+ Γ = U + ω which
justifies the index U + ω for the linearization operator LU+ω a posteriori.

Similar to the definition of the operator Bw for w ∈W (Ω) we extend the definition of the
linearization above (see (3.9)) to an operator Lw for arbitrary functions w ∈ W (Ω), i.e.,
we define the operator

Lw : H(Ω)→ H(Ω)′, Lw u := −∆u+ Bw u (3.10)

which coincides with the linearization of F at the approximate solution ω̃ for w = U+ω.

Beside an accurate approximate solution ω̃ the computer-assisted techniques used in this
thesis require the following crucial assumptions (cf. [74, Section 6.1]):

(A1) Suppose a bound δ ≥ 0 for the defect (residual) of ω̃ has been computed, i.e., the
following estimate holds true

‖F ω̃‖H(Ω)′ ≤ δ.

(A2) Assume a constant K > 0 is in hand such that

‖u‖H1
0 (Ω,R2) ≤ K‖LU+ω u‖H(Ω)′ = K‖Φ−1 LU+ω u‖H1

0 (Ω,R2) for all u ∈ H(Ω)

with LU+ω defined in (3.9). Recall that the last equality is a direct consequence of
the definition of the isometric isomorphism Φ (cf. (2.14)).

We note that K satisfying (A2) is actually a norm bound for the inverse of LU+ω. Moreover,
assumption (A2) directly implies that LU+ω is one-to-one.

In the proof of the Existence Theorem 3.4 we need that LU+ω is not only one-to-one but
additionally onto (see proof of Theorem 3.4 or [85, Section 2]). To prove the surjectivity of
LU+ω the authors of most of the recent works using the same computer-assisted techniques
exploited the fact that the operator Φ−1 LU+ω is symmetric, and hence self-adjoint, which
is not the case in our situation (see beginning of Chapter 6).

Nevertheless, similar as in recent works, we can use (A2) to show that the range of
Φ−1 LU+ω is closed.

To prove this assertion let (un)n∈N be a sequence in H(Ω) and w ∈ H(Ω) such that
Φ−1 LU+ω un → w as n → ∞ in H(Ω). Thus, (Φ−1 LU+ω un)n∈N is a Cauchy sequence in
H(Ω). Applying (A2) and the linearity of Φ−1 LU+ω we obtain

‖un − um‖H1
0 (Ω,R2) ≤ K‖Φ−1 LU+ω un − Φ−1 LU+ω um‖H1

0 (Ω,R2) → 0 as n,m→∞.

Hence, (un)n∈N is a Cauchy sequence in H(Ω) and since H(Ω) is a Hilbert space (see Sec-
tion 2.1) there exists some u ∈ H(Ω) such that un → u as n→∞ in H(Ω). Furthermore,
using the fact that LU+ω is bounded we obtain

‖Φ−1 LU+ω un − Φ−1 LU+ω u‖H1
0 (Ω,R2) ≤ ‖LU+ω‖B‖un − u‖H1

0 (Ω,R2) → 0 as n→∞

and thus (Φ−1 LU+ω un)n∈N converges to Φ−1 LU+ω u as n→∞ in H(Ω). Hence, we showed
w = Φ−1 LU+ω u ∈ rg(Φ−1 LU+ω), i.e., the range of Φ−1 LU+ω is closed.
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Next, since rg(Φ−1 LU+ω) is closed and Φ is bijective, the surjectivity of LU+ω follows if we
can show that the range of Φ−1 LU+ω is dense in H(Ω) (and thus coincides with the entire
space H(Ω)).

Again, we note that the density of the range would be a direct consequence if the operator
Φ−1 LU+ω would be self-adjoint (see for instance [89]). In our considerations we have a
closer look at the adjoint operator (Φ−1 LU+ω)∗ : H(Ω) → H(Ω) to overcome the lack of
self-adjointness (cf. [74, Section 9.4.1.2]). Exploiting the equality

rg(Φ−1 LU+ω)⊥ = ker((Φ−1 LU+ω)∗),

it suffices to prove that ker((Φ−1 LU+ω)∗) = {0}, or since (Φ−1 LU+ω)∗ is linear to guarantee
that (Φ−1 LU+ω)∗ is one-to-one.

Therefore, in addition to (A1) and (A2), we make the following assumption for the adjoint
operator (cf. [74, Section 9.4.1.2]):

(A3) Let a constant K∗ > 0 be in hand such that

‖u‖H1
0 (Ω,R2) ≤ K∗‖(Φ−1 LU+ω)∗u‖H1

0 (Ω,R2) for all u ∈ H(Ω).

Then, if (A3) is satisfied, the same arguments as already mentioned for the operator
Φ−1 LU+ω above imply that the adjoint operator (Φ−1 LU+ω)∗ is one-to-one.

Finally, combining all arguments above, we proved the following Proposition:

Proposition 3.3. Let constants K > 0 and K∗ > 0 be in hand such that the assumptions
(A2) and (A3) are satisfied. Then the linearization LU+ω of F at ω̃ is bijective.

For the computation of the constants K and K∗, a substantial use of computer-assisted
methods is needed. A manner of computing such constants δ, K and K∗ will be addressed
in Chapter 5 as well as in Sections 6.1 and 6.2. For the further course of this Chapter, we
assume that we have already computed the desired constants satisfying assumptions (A1),
(A2) and (A3) respectively. Then, we are in a position to formulate the existence and
enclosure theorem (cf. [85, Theorem 1 (p. 25)]) for our Navier-Stokes equations (1.15).

Theorem 3.4. Let ω̃ ∈ H(Ω) ∩ W (Ω) be an approximate solution of (1.15) and con-
stants δ ≥ 0 and K,K∗ > 0 be computed satisfying the assumptions (A1), (A2) and (A3)
respectively. If

4K2C4
2Re δ < 1, (3.11)

then there exists a locally unique solution u∗ ∈ H(Ω) of (1.15) satisfying the error enclo-
sure

‖u∗ − ω̃‖H1
0 (Ω,R2) ≤

2Kδ

1 +
√

1− 4K2C4
2Re δ

.

Proof. The proof is an application of Banach’s Fixed-point theorem and follows the lines
of Plum presented for instance in [85, Proof of Theorem 1 (p. 25)]. To improve the
readability of the proof in the following, we just write L instead of LU+ω. In a first step,
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we equivalently rewrite the zero finding problem Fu = 0 into a fixed-point equation.
Therefore, introducing the error v := u− ω̃ we obtain

L v = −F ω̃ − (F(ω̃ + v)− F ω̃ − L v)

or, due to the bijectivity of L, which is provided by Proposition 3.3 using our assumptions
(A2) and (A3), we obtain the equivalent fixed-point formulation

v = −L−1(F ω̃ + (F(ω̃ + v)− F ω̃ − L v)) =: T v,

where the right-hand side defines a fixed-point operator T: H(Ω) → H(Ω) which will be
considered in the further course.

Applying the definition of F (see (3.5)) and L (see (3.9)) respectively and using the linearity
of BΓ we obtain

F(ω̃ + v)− F(ω̃ + w)− L(v − w)

= −∆(ω̃ + v) + B(ω̃ + v, ω̃ + v) + BΓ(ω̃ + v)− g
− (−∆(ω̃ + w) + B(ω̃ + w, ω̃ + w) + BΓ(ω̃ + w)− g)

− (−∆(v − w) + BU+ω(v − w))

= B(ω̃ + v, ω̃ + v)− B(ω̃ + w, ω̃ + w) + BΓ(v − w)− BU+ω(v − w)

for all v, w ∈ H(Ω). Moreover, Proposition 3.1 (ii) and (i) imply

BΓ(v − w)− BU+ω(v − w) = −B−Γ(v − w)− BΓ+ω̃(v − w) = −Bω̃(v − w)

for all v, w ∈ H(Ω). Hence, using the mean value theorem, the bilinearity of B as well as
Proposition 3.1 (ii) and (iii), we get

F(ω̃ + v)− F(ω̃ + w)− L(v − w)

= B(ω̃ + v, ω̃ + v)− B(ω̃ + w, ω̃ + w)− Bω̃(v − w)

=

∫ 1

0

d

dt
[B(ω̃ + tv + (1− t)w, ω̃ + tv + (1− t)w)− tBω̃(v − w)] dt

=

∫ 1

0
[B(v − w, ω̃ + tv + (1− t)w) + B(ω̃ + tv + (1− t)w, v − w)− Bω̃(v − w)] dt

=

∫ 1

0
[B(v − w, tv + (1− t)w) + B(tv + (1− t)w, v − w)] dt.
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Taking the dual norm and applying Lemma A.9 (i) we obtain

‖F(ω̃ + v)− F(ω̃ + w)− L(v − w)‖H(Ω)′

=

∥∥∥∥
∫ 1

0
[B(v − w, tv + (1− t)w) + B(tv + (1− t)w, v − w)] dt

∥∥∥∥
H(Ω)′

≤ sup
ϕ∈H(Ω)

‖ϕ‖H1
0 (Ω,R2)=1

∫ 1

0
[|B(v − w, tv + (1− t)w)[ϕ]|+ |B(tv + (1− t)w, v − w)[ϕ]|] dt

≤ 2C4
2Re sup

ϕ∈H(Ω)
‖ϕ‖H1

0 (Ω,R2)=1

∫ 1

0
‖v − w‖H1

0 (Ω,R2)‖tv + (1− t)w‖H1
0 (Ω,R2)‖ϕ‖H1

0 (Ω,R2) dt

≤ 2C4
2Re‖v − w‖H1

0 (Ω,R2)

∫ 1

0

[
t‖v‖H1

0 (Ω,R2) + (1− t)‖w‖H1
0 (Ω,R2)

]
dt

= C4
2Re

(
‖v‖H1

0 (Ω,R2) + ‖w‖H1
0 (Ω,R2)

)
‖v − w‖H1

0 (Ω,R2) for all v, w ∈ H(Ω).
(3.12)

Now, we define

α :=
2Kδ

1 +
√

1− 4K2C4
2Re δ

=
1

2KC4
2Re

(
1−

√
1− 4K2C4

2Re δ

)

and consider
V := {v ∈ H(Ω): ‖v‖H1

0 (Ω,R2) ≤ α}. (3.13)

Assumption (A2) implies

‖T v‖H1
0 (Ω,R2) = ‖−L−1 (F ω̃ + (F(ω̃ + v)− F ω̃ − L v))‖H1

0 (Ω,R2)

≤ K‖F ω̃ + (F(ω̃ + v)− F ω̃ − L v)‖H(Ω)′

≤ K
(
‖F ω̃‖H(Ω)′ + ‖F(ω̃ + v)− F ω̃ − L v‖H(Ω)′

)

for all v ∈ H(Ω). Using (3.12) with w = 0 we obtain

‖T v‖H1
0 (Ω,R2) ≤ K

(
‖F ω̃‖H(Ω)′ + C4

2Re‖v‖2H1
0 (Ω,R2)

)
for all v ∈ H(Ω)

and thus, applying assumptions (A1) and (3.13), as well as the definition of α we compute

‖T v‖H1
0 (Ω,R2) ≤ K

(
δ + C4

2Re‖v‖2H1
0 (Ω,R2)

)
≤ K

(
δ + C4

2Reα2
)

= K

(
δ +

1

4K2C4
2Re

(
1−

√
1− 4K2C4

2Re δ

)2
)

=
1

2KC4
2Re

(
1−

√
1− 4K2C4

2Re δ

)
= α for all v ∈ V.

(3.14)

Thus, T v ∈ V for all v ∈ V, i.e., T maps V into itself.

In almost the same manner (A2), (3.12) and (3.13) imply

‖T v − Tw‖H1
0 (Ω,R2) = ‖−L−1 (F(ω̃ + v)− F(ω̃ + w)− L(v − w))‖H1

0 (Ω,R2)

≤ K‖F(ω̃ + v)− F(ω̃ + w)− L(v − w)‖H(Ω)′

≤ C4
2ReK

(
‖v‖H1

0 (Ω,R2) + ‖w‖H1
0 (Ω,R2)

)
‖v − w‖H1

0 (Ω,R2)

≤ 2C4
2ReK α‖v − w‖H1

0 (Ω,R2)
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for all v, w ∈ V. Moreover, using the definition of α and assumption (3.11) we calculate

2C4
2ReK α = 1−

√
1− 4K2C4

2Re δ < 1

which proves that T is a contraction on V.

Thus, Banach’s Fixed-point theorem yields the existence of a locally unique fixed-point
v∗ ∈ V of T. Hence, by u∗ := v∗+ω̃ we obtain a locally unique solution of Fu = 0 satisfying
the error estimate ‖u∗ − ω̃‖H1

0 (Ω,R2) = ‖v∗‖H1
0 (Ω,R2) ≤ α which finishes the proof.

Corollary 3.5. If Theorem 3.4 is successful and thus, provides the existence of an exact
solution u∗, the embeddings (2.12) directly imply the following enclosure results for the
solution:

‖u∗ − ω̃‖Lp(Ω,R2) ≤ Cp‖u∗ − ω̃‖H1
0 (Ω,R2) ≤

2KδCp

1 +
√

1− 4K2C4
2Re δ

for all p ∈ [2,∞).

Remark 3.6. (i) The constant K∗ has no influence on the value of the defect bound
provided by Theorem 3.4. Hence, in contrast to K we do not require a “moderate”
constant K∗ satisfying assumption (A3), i.e., any constant K∗ > 0 (in hand) is
suitable for the application of Theorem 3.4.

(ii) Having proved the existence of a solution u∗ of the Navier-Stokes equations (1.15)
(together with the results in Chapter 7) and using the transformations in Chapter 1,
we obtain the existence of a solution Γ + u∗ to the original problem (1.7).

(iii) Assumption (3.11) is a direct demand on the accuracy of the approximate solution
used in Theorem 3.4 via the smallness of the defect bound δ, which transfers the
crucial work to the computer.

Extending the Region of Local Uniqueness

In Theorem 3.4 we are interested in an error bound for the exact solution (measured in
the H(Ω)-norm) which is as small as possible. However, this results in a “very small”
region of local uniqueness since the radius of the ball V, on which the fixed-point operator
T is a self-mapping and a contraction, considered in the proof of Theorem 3.4 is chosen
“minimal”.

But if the application of Theorem 3.4 is successful, i.e., if we are able to validate the crucial
inequality 4K2C4

2Re δ < 1, we try to “slightly enlarge” the region of local uniqueness.
Therefore, we have a closer look at the crucial inequality δ ≤ α

K −G(α) appearing in the
abstract setting for computer-assisted proofs (cf. [85, Theorem 1]), where the function G
is defined by G(t) := C4

2Re t2 for all t ∈ [0,∞) in the Navier-Stokes case (cf. proof of
Theorem 3.4). Then, we consider the function

h : [0,∞)→ R, h(t) :=
t

K
−G(t) =

t

K
− C4

2Re t2 (3.15)

and by direct calculations we get the following value for its maximum (cf. Figure 3.2):

δmax := max{h(t) : t ∈ [0,∞)} = h

(
1

2KC4
2Re

)
=

1

4K2C4
2Re

. (3.16)
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αmin αmax

δ

δmax

t
K h(t)

t

Figure 3.2: Possible range for the error bound α

To compute the range of possible values [αmin, αmax] satisfying the crucial abstract in-
equality δ ≤ α

K − G(α), we have to solve the equation h(t) = δ (cf. Figure 3.2). We
note that this equations is solvable since 4K2C4

2Re δ < 1 holds true (since we supposed
that our proof is successful) and thus, δ ≤ δmax is satisfied (cf. (3.16)). Directly from the
definition of h, we obtain

h(t) = δ ⇔ t ∈
{

1

2KC4
2Re

(
1±

√
1− 4K2C4

2Reδ

)}

implying

αmin =
1

2KC4
2Re

(
1−

√
1− 4K2C4

2Reδ

)
=

2Kδ

1 +
√

1− 4K2C4
2Re δ

,

αmax =
1

2KC4
2Re

(
1 +

√
1− 4K2C4

2Reδ

)
=

2Kδ

1−
√

1− 4K2C4
2Re δ

.

Having a closer look at Theorem 3.4 we see that αmin actually coincides with the error
bound therein, i.e., in our proof of Theorem 3.4 for the set V we actually use the minimal
radius of uniqueness with respect to the constants δ and K.

Moreover, since h is concave (note that h′′(t) = −2C4
2Re < 0 for all t ∈ [0,∞)) we

obtain

δ <
α

K
− C4

2Reα2 for all α ∈ (αmin, αmax). (3.17)

In view of the uniqueness result presented in [74, Theorem 6.2] we can prove the following
Theorem for the radius of uniqueness in the context of our Navier-Stokes equations.

Theorem 3.7. Let the assumptions of Theorem 3.4 be satisfied, i.e., Theorem 3.4 provides
the existence of a solution u∗ ∈ H(Ω) of (1.15) with

‖u∗ − ω̃‖H1
0 (Ω,R2) ≤

2Kδ

1 +
√

1− 4K2C4
2Re δ

= αmin.

Then u∗ is a locally unique solution of (1.15) in

{u ∈ H(Ω): ‖u− ω̃‖H1
0 (Ω,R2) ≤ α0} for all α0 ∈ (αmin, αmax).
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Proof. Again, we follow the lines of Plum in [74, Proof of Theorem 6.2]. Therefore, let
α0 ∈ (αmin, αmax) and u0 be a second solution of our Navier-Stokes equations (1.15) with
‖u0 − ω̃‖H1

0 (Ω,R2) ≤ α0. Then, since u0 is a solution, by construction v0 := u0 − ω̃ is a
fixed-point of the operator T introduced in the proof of Theorem 3.4. Analogously to the
first inequality in (3.14) we calculate

‖v0‖H1
0 (Ω,R2) = ‖Tv0‖H1

0 (Ω,R2) ≤ K
(
δ + C4

2Re ‖v0‖2H1
0 (Ω,R2)

)

which directly yields

h(‖v0‖H1
0 (Ω,R2)) =

‖v0‖H1
0 (Ω,R2)

K
− C4

2Re ‖v0‖2H1
0 (Ω,R2) ≤ δ, (3.18)

where h is defined as in (3.15).

Assuming ‖v0‖H1
0 (Ω,R2) > αmin, (3.17) would imply h(‖v0‖H1

0 (Ω,R2)) > δ (recall that
‖v0‖H1

0 (Ω,R2) ≤ α0 < αmax) which is a contradiction to (3.18). Hence, we conclude that
‖v0‖H1

0 (Ω,R2) ≤ αmin which shows v0 ∈ V with V defined in (3.13). Since the fixed-point
v∗ ∈ V provided by Banach’s Fixed-point theorem in the proof of Theorem 3.4 is locally
unique in V we conclude v0 = v∗ which directly implies u0 = v0 + ω̃ = v∗ + ω̃ = u∗ and
the assertion follows.

3.3 Interval Arithmetic

Since we are interested in an analytic proof for the Navier-Stokes equations, our crucial
assumption (3.11) in Theorem 3.4 has to be checked rigorously. Moreover, for the compu-
tation of the constants δ,K and K∗ as well as for the validation of inequalities with the
computer, interval arithmetic calculations are required in order to take rounding errors
into account.

We start this Section with a brief introduction to interval arithmetic on R which is based
on ideas of Moore in [65]. For a more detailed description we refer the reader to the
literature like the book of Alefeld and Herzberger [3].

In the following, we denote the set of real intervals with [R]. For two real intervals
[a, a], [b, b] ∈ [R] we define the four basic arithmetic operations ⊕,	,�,c element wise,
i.e., for ∗ ∈ {+,−, ·,÷} we set

[a, a] ~ [b, b] :=
{
a ∗ b : a ∈ [a, a], b ∈ [b, b]

}
, (3.19)

where we assume 0 /∈ [b, b] if ∗ = ÷. Since ∗ : R× R → R with ∗ ∈ {+,−, ·,÷} defines a
continuous function on the compact set [a, a] × [b, b] ⊆ R2 the resulting enclosure on the
right-hand side of (3.19) is again a real interval, i.e., it is contained in [R]. Moreover, we
get the following computation formulas (cf. [3, p. 2]):

� [a, a]⊕ [b, b] = [a+ b, a+ b],

� [a, a]	 [b, b] = [a− b, a− b],
� [a, a]� [b, b] = [min

{
ab, ab, ab, ab

}
,max

{
ab, ab, ab, ab

}
],

� [a, a]c [b, b] = [a, a]�
[

1
b
, 1
b

]
.
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We note that interval arithmetic computations are very sensitive with respect to effects
of overestimation. Even using simple calculations, for instance multiplications, this effect
is visible. To get an impression of the occurring difficulties we consider the interval X :=
[−1, 1]. Computing the enclosure of X2 =

{
x2 : x ∈ X

}
with the “naive” operation �

defined above yields the resulting enclosure interval X � X = [−1, 1] which is way too
large since the square of two real numbers is non-negative. Taking this fact into account,
the resulting enclosing interval can be reduced significantly and we obtain the sharper
enclosure [0, 1]. This small example shows that even in simple applications of interval
arithmetic, one has to be careful using naive implementations.

In addition to the algebraic operations presented above, interval arithmetic versions of the
standard functions like

√·, exp, sin, cos, tan, . . . are required. Moreover, strategies to solve
linear systems and non-linear equations as well as matrix eigenvalue problems rigorously
are of interest. We do not want to go into further details here and refer the reader to the
literature again.

For our existence theorem we use the computer for the computation of an approximate
solution and constants which are crucial for the success of our analytical proof. Moreover,
the assumption of Theorem 3.4, i.e., the crucial inequality (3.11), has to be validated
on the computer rigorously. Since also today’s computers can only handle finitely many
(exact) floating-point numbers, in each computation rounding errors occur. To capture
these errors, the interval arithmetic ideas above are applied to the set of floating-point
numbers F ⊆ R instead of the entire space R, where in each operation additional rounding
steps have to be performed. Therefore, the upper and lower bounds of the resulting interval
are rounded upwards and downwards respectively to finally obtain a rigorous enclosure
that is representable on the computer. Note that the IEEE 574 standard for floating-point
arithmetic provides all necessary rounding modes which are needed to perform the interval
arithmetic operations mentioned above.

Remark 3.8. Since a computer can represent only finitely many floating-point numbers
exactly, we can validate equalities just for a small amount of reals, i.e., in general we can-
not prove an equality on the computer rigorously. However, inequalities of two floating-
point numbers can easily be checked with the computer. Thus, we can validate the assump-
tions in our existence theorem rigorously with the computer if the occurring constants are
computed with interval arithmetic operations and thus, are rigorously enclosed in intervals
with floating-point bounds.

For interval arithmetic computations on the computer there exist several different libraries.
We want to mention only a few of them like the MATLAB-toolbox INTLAB developed
by Rump (see [90]) which provides several interval arithmetic algorithms of high accuracy
to treat linear systems, matrix eigenvalue problems and other applications.

Since in our applications our programs are written in C++ we use the C-XSC library (see
[53] and [43]) which provides the basic interval arithmetic operations and a various amount
of standard functions for interval arithmetic computations. Moreover, a large package of
sample problems and algorithms are included in C-XSC.

Note that the latest version of C-XSX was released in 2014 and thus only supports the
C++14 standard and cannot be used with newer versions of C++. Nevertheless, in our
applications we could use the library making small adaptions and introducing a wrapper
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class for the interval arithmetic data types (cf. [110]). Moreover, we want to mention the
MPFI library (based on the MPFR library [21]) by Nathalie Revol and Fabrice Rouillier
which supports the latest C++ standard (see [87]).

Using the real interval arithmetic presented above one can introduce complex intervals
which in the following will be denoted by [C] := [R]×[R]. Note that already for the complex
multiplication and division, additional ideas are needed to avoid huge overestimation in
the results. We do not want to go into further details here, nevertheless, we mention
that the library C-XSC introduced above also provides an implementation of complex
interval arithmetic of high accuracy and several complex standard functions which still
is an advantage compared to the MPFI library (although the latest version of C-XSC is
somehow obsolete).
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4 Computation of an Approximate Solution

As mentioned in the previous Section, our computer-assisted proof heavily depends on the
computation of an accurate approximate solution ω̃, or ω respectively. In this Chapter
we present one strategy to obtain such an approximate solution with “sufficiently small”
defect (cf. Chapter 5). Before going into further details about the computation we shortly
recall the structure of the approximate solution (cf. (3.7)). Thus, for our numerical com-
putations we first fix a computational domain Ω0 ⊆ Ω (cf. Figure 4.1) and compute an
approximate solution ω̃0 ∈ H(Ω0) =

{
u ∈ H1

0 (Ω0,R2) : div u = 0
}

using finite element
methods. This approximation procedure using divergence-free finite elements will be dis-
cussed later. Then, we obtain our desired approximate solution ω̃ ∈ H(Ω) simply by
extending ω̃0 by zero outside of computational domain Ω0, i.e., we set

ω̃ =

{
ω̃0, in Ω0,

0, in Ω \ Ω0.

Again, we want to mention that, using the fact div ω̃0 = 0, by construction our approximate
solution ω̃ is divergence-free on the entire domain Ω since the Dirichlet boundary condition
implies continuity of the normal component.

We note that all algorithms presented in this Chapter can be realized with usual numerical
means, i.e., no interval arithmetic computations are needed in the algorithms below. All
rounding and discretization errors occurring during the approximation process are cap-
tured within the fixed-point argument used in Theorem 3.4. Thus, the computational time
is not increased comparing to “usual” numerical approximation processes.

Since we transformed the original version of the Navier-Stokes equations using the function
V ∈ H2(Ω,R2) ∩ C1(Ω,R2) (cf. Chapter 1) we need to fix a concrete function V for the
computation of our desired approximate solution. Thus, in the following we first present
a possible choice for V . Afterwards, we explain how to use divergence-free finite elements
to compute an approximate solution of our Navier-Stokes equations (1.15).

4.1 Computation of V

Recall that V is introduced to model the boundary condition on the boundary of the
obstacle ∂D correctly (cf. Section 1.2) which results in the fact that V needs to coincide

Ω

D

supp(V )Ω0

Figure 4.1: Computational domain Ω0 and supp(V )
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with the Poiseuille flow U on ∂D, whereas on the remaining boundary our function V needs
to vanish. Moreover, by assumption, V has to be divergence-free with compact support
contained within [−d0, d0] × [0, 1] for some suitable width d0 > d1 with the constant d1

introduced in Chapter 1 to describe the obstacle.

Since the function V is chosen somehow “arbitrary”, it is recommended to choose the
computational domain Ω0 large enough such that supp(V ) is contained in Ω0, i.e., such
that [−d0, d0] × [0, 1] ⊆ Ω0, to compensate the effects (in the interior of Ω) originating
from the “arbitrary” function V by our finite element solution part (cf. Figure 4.1).

To construct the desired function V ∈ H2(Ω,R2) ∩ C1(Ω,R2) satisfying the assumptions
above, we first fix a piecewise polynomial function η ∈ C2(R). Therefore, we make the
ansatz

η(z) =





0, z ∈ (−∞, 0),∑5
i=0 αiz

i, z ∈ [0, 1],

1, z ∈ (1,∞),

which leads to the matching conditions

η(0) = 0, η(1) = 1 and η′(0) = η′′(0) = 0 = η′(1) = η′′(1)

at the interfaces to guarantee the desired regularity of V . Using these matching conditions,
our ansatz leads to a linear system for the coefficients α0, . . . , α5 ∈ R which can easily be
solved by direct calculations. Hence, we obtain

η(z) =





0, z ∈ (−∞, 0),

z3(6z2 − 15z + 10), z ∈ [0, 1],

1, z ∈ (1,∞).

Starting from the function η, we are in a position to define a function φ which will limit
the support of V in x-direction to the interval [−d0, d0]. Thus, we set

φ : R→ R, φ(x) :=





η
(
d0+x
d0−d1

)
, x ∈ (−∞,−d1],

1, x ∈ (−d1, d1),

η
(
d0−x
d0−d1

)
, x ∈ [d1,∞).

Here, d1 is the constant introduced in Chapter 1 to describe the expansion of the obstacle
in x-direction.

Since we have φ(−d1) = η(1) = 1 and φ(d1) = η(1) = 1 together with the fact that
η ∈ C2(R), it is easy to see that φ is also of class C2(R). Additionally, due to the fact
that η(z) = 0 for all z ≤ 0 and η(1) = 1, we have

φ(x) = 0 for all x ∈ R \ (−d0, d0) and φ(x) = 1 for all x ∈ [−d1, d1], (4.1)

i.e., the support of φ is contained in [−d0, d0] (cf. Figure 4.2).

In the following, we have to distinguish the different types of obstacles described in Chap-
ter 1. First, we consider the case of obstacles located at the boundary of the strip. Later
on, we discuss the strategy how to deal with obstacles detached from the boundary.
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−d0 −d1 d1 d0

1 φ

x

Figure 4.2: Graph of function φ

Obstacles Located at the Boundary of S

In this setting, we assume that the obstacle D is contained in the (disconnected) set
[−d1, d1] × ([0, d2] ∪ [d3, 1]). We note that in the case of a “single” obstacle at one side
of the boundary (without loss of generality we assume that the obstacle is located at the
bottom of the strip) we (formally) set d3 = 1 in the calculations below. In this case, the
obstacle is actually contained in the single set [−d1, d1]× [0, d2].

First, we are interested in a function ψ which coincides with −U1 on the set [0, d2]∪ [d3, 1]
(cf. (1.9)). Therefore, we use the function η again to define an auxiliary function θ as
follows

θ : [0, 1]→ R, θ(y) := η
( y − d2

d3 − d2

)
. (4.2)

Obviously, due to the regularity of η our auxiliary function θ is of class C2 on the interval
[0, 1]. With θ in hand together with the first component of the Poiseuille flow U1 (see
(1.10)), we define

ψ : [0, 1]→ R, ψ(y) :=−
∫ y

0
U1(t) dt+

(∫ 1

0
U1(t) dt

)
θ(y)

=− y2

(
1

2
− 1

3
y

)
+

1

6
θ(y).

(4.3)

Due to θ ∈ C2([0, 1]), we directly obtain ψ ∈ C2([0, 1]) and, by definition of θ, we calcu-
late

ψ′(y) = −U1(y) +
1

6
θ′(y) for all y ∈ [0, 1]. (4.4)

Moreover, since for all y ∈ [0, d2] we calculate y−d2

d3−d2
≤ 0 and for all y ∈ [d3, 1] we obtain

y−d2

d3−d2
≥ 1 (recall that d2 < d3). Hence, the definition of θ and the properties of η directly

yield θ′(y) = 0 for all y ∈ [0, d2] ∪ [d3, 1] which implies

ψ′(y) = −U1(y) for all y ∈ [0, d2] ∪ [d3, 1] (4.5)

(cf. Figure 4.3).

Having both functions ψ and φ in hand, we are in a position to define the desired func-
tion

V (x, y) :=

(
−φ(x)ψ′(y)

φ′(x)ψ(y)

)
for all (x, y) ∈ S ⊇ Ω. (4.6)

In the further course, we check that V defined above satisfies the required assumptions.
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Since U1 is smooth and η is piecewise polynomial, and thus piecewise smooth as well, by
construction of V , we directly conclude V ∈ H2(Ω,R2) ∩ C1(Ω,R2). Furthermore, we
observe

div V (x, y) =
∂(−φ(x)ψ′(y))

∂x
+
∂(φ′(x)ψ(y))

∂y
= −φ′(x)ψ′(y) + φ′(x)ψ′(y) = 0

for all (x, y) ∈ S ⊇ Ω, i.e., V is divergence-free by construction. Moreover, since we have
d0+x
d0−d1

≤ 0 for all x ∈ (−∞,−d0] and d0−x
d0−d1

≤ 0 for all x ∈ [d0,∞) (recall that d0 > d1),
the definition of φ and η respectively, imply φ′(x) = 0 for all x ∈ R \ (−d0, d0). Together
with (4.1) we obtain supp(V ) ⊆ [−d0, d0]× [0, 1].

In addition to that, (4.1) and (4.5) imply

−φ(x)ψ′(y) = U1(y) for all (x, y) ∈ [−d1, d1]× ([0, d2] ∪ [d3, 1]) (4.7)

and, again by (4.1) together with the definition of φ and the identity η′(1) = 0 we conclude
φ′(x) = 0 for all x ∈ [−d1, d1]. Hence, we obtain

φ′(x)ψ(y) = 0 for all (x, y) ∈ [−d1, d1]× ([0, d2] ∪ [d3, 1]). (4.8)

Combining both identities above and restricting the domains to the parts contained in Ω,
we get V (x, y) = U(x, y) for all (x, y) ∈ ([−d1, d1]× ([0, d2] ∪ [d3, 1])) ∩ Ω.

To show that V satisfies the desired boundary conditions on ∂D, we first recall that we
are in the case where the obstacle D is contained in the set [−d1, d1] × ([0, d2] ∪ [d3, 1])
(which in particular holds for the boundary ∂D). Hence, we obtain

V (x, y) = U(x, y) for all (x, y) ∈ ∂D.

Finally, we have to show that V vanishes on the remaining boundary ∂Ω \ ∂D. Using the
definition of θ (see (4.2)) we conclude θ(0) = 0 and θ(1) = 1 respectively, hence, inserting
this into the definition of V (see (4.3)), we obtain

ψ(0) = −
∫ 0

0
U1(t) dt+

(∫ 1

0
U1(t) dt

)
θ(0) = 0,

ψ(1) = −
∫ 1

0
U1(t) dt+

(∫ 1

0
U1(t) dt

)
θ(1) = 0.

(4.9)

Furthermore, due to (4.5) and the boundary values of the Poiseuille flow we calculate

ψ′(0) = −U1(0) = 0 and ψ′(1) = −U1(1) = 0.

Altogether, using the definition of V we obtain V (x, 0) = V (x, 1) = 0 for all x ∈ R which
finally proves the desired boundary condition for V .

d2 d3 1
0

ψ
y

d2 d3 1
0

−U1

ψ′

y

(a) Obstacle at both sides of the boundary

d2 1
0

ψ
y

d2 1
0

−U1

ψ′

y

(b) Obstacle only at the bottom

Figure 4.3: Graph of functions ψ and ψ′ if D is located at ∂S
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Remark 4.1. In our applications the accuracy of our approximate solution and thus the
success of our proof heavily depends on the difference d3− d2. Hence, it is recommendable
to chose d3 = 1 whenever it is possible. Additionally, it is recommendable to choose the
constant d2 as small as possible as well to obtain more accurate approximate solutions.

Obstacles Detached from the Boundary of S

In this case, we suppose that the obstacle D is contained in the set [−d1, d1] × [d2, d3].
Instead of the auxiliary function θ in this setting we consider the function θ̄ defined by

θ̄ : [0, 1]→ R, θ̄(y) :=





1
2η
( y
d2

)
, y ∈ [0, d2),

1
2 , y ∈ [d2, d3],
1
2 + 1

2η
(y−d3

1−d3

)
, y ∈ (d3, 1].

Furthermore, using definition (4.3) from the previous case (with θ replaced by θ̄) we define
the function ψ : [0, 1] → R. Again, ψ is of class C2(R) and mutatis mutandis to (4.4) we
obtain ψ′(y) = −U1(y) + 1

6 θ̄
′(y) for all y ∈ [0, 1]. Using the identities η′(0) = η′(1) = 0 the

definition of θ̄ implies θ̄(y) = 0 for all y ∈ [d2, d3]. Hence, the definition of ψ yields

ψ′(y) = −U1(y) for all y ∈ [d2, d3]

(cf. Figure 4.4).

Similar to the previous case, defining V via the formula (4.6) (with ψ̄ instead of ψ) again
yields the desired solenoidal function V ∈ H2(Ω,R2) ∩ C1(Ω,R2). The same arguments
as before show that the support of V is indeed contained in [−d1, d1]× [0, 1]. Thus, again
exploiting the structure of φ we conclude

V (x, y) = U(x, y) for all (x, y) ∈ ([−d1, d1]× [d2, d3]) ∩ Ω

(cf. (4.7) and (4.8) respectively). Since we are in the case D ⊆ [−d1, d1] × [d2, d3] this
identity in particular holds true on the boundary of the obstacle ∂D.

Additionally, similar to the previous case we calculate ψ(0) = ψ(1) = 0 (cf. (4.9)) and
due to θ̄′(0) = θ̄′(1) = 0 we conclude ψ′(0) = ψ′(1) = 0 which together with the definition
of V implies V (x, 0) = V (x, 1) = 0 for all x ∈ R.

d3 1
0

ψd2 y

d2 d3 1
0

−U1
ψ′

y

Figure 4.4: Graph of functions ψ and ψ′ if D is detached from ∂S
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4.2 A Finite Element Solution to Fu = 0

A Suitable Divergence-Free Finite Element

With the auxiliary function V defined in the previous Section in hand, in the following
we will have a closer look at the computation of the approximate solution ω̃ ∈ H(Ω) with
F ω̃ ≈ 0. We note that one of the crucial assumptions of Theorem 3.4 is the fact that
the approximate solution ω̃ is an element of our solution space H(Ω), i.e., the numerical
algorithms in use must guarantee an approximate solution which is exactly divergence-free.
As already mentioned, we want to use finite element methods to compute an approximate
solution, however, in this procedure some difficulties appear.

Before presenting details about the divergence-free element in use, we shortly recall the
ideas of finite element methods. Therefore, we suppose that the boundary of the compu-
tational domain Ω0 is polygonal, i.e., piecewise linear. In all our examples, we consider
domains Ω which have a polygonal boundary as well. Nevertheless, also domains Ω with a
“smoother” obstacle can be treated with our approach. Again, we can choose a polygonal
computational domain Ω0 ⊆ Ω and extend the approximate solution by zero as described
in (3.7). However, one has to be careful when calculating the defect bound et cetera since
V is non-zero in ([−d1, d1]× [0, 1])\Ω0 (cf. red parts in Figure 4.5), i.e., it is not sufficient
anymore to compute integrals only on the computational domain.

D

Ω0

Figure 4.5: Computational domain Ω0 and “smooth” obstacle

In the case of a “smooth” obstacle isoparametric finite elements come to mind. Since we
require a divergence-free approximate solution for our computer-assisted proof, we would
require isoparametric finite elements that provide a divergence-free approximate solution
by construction. Since the implementation of such isoparametric elements is challenging
we only consider polygonal computational domains in the further course of this thesis to
avoid this difficulties.

Remark 4.2. In many applications one can choose the computational domain Ω0 such
that there exists a radius R > 0 with Ω0 = SR ∩Ω where SR := (−R,R)×R. However, for
instance in the case of a smooth obstacle this is not possible because in our approximation
procedure the computational domain is “only” polygonal (cf. Figure 4.5).

Since the computational domain is supposed to be polygonal, we can fix a triangulation
of Ω0 into N triangles (cf. [12, Definition 5.1]), i.e., there are (closed) triangles T1, . . . , TN
such that

� Ω0 =
⋃N
i=1 Ti.

� If i, j ∈ {1, . . . , N} are such that Ti ∩ Tj = {z}, then z is a corner of Ti and Tj .
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� If i, j ∈ {1, . . . , N}, i 6= j are such that the intersection Ti ∩ Tj contains more than
a single point, then Ti ∩ Tj is an edge of Ti and Tj .

The collection of the triangles defined above, i.e., the finite element mesh, will be denoted
by M := {Ti : i = 1, . . . , N}.
One of the crucial ideas of finite element methods consists of local shape functions defined
on each cell. To minimize the computational effort, the local shape functions are defined
on a reference cell T̂ first, and then in a second step local basis functions on a cell T
are defined via the transformation ΦT : T̂ → T . Since there exist various finite elements
and since the actual implementation differs from case to case, we only present the ideas
about the construction and implementation of the finite elements used in our examples
to compute a divergence-free approximation for the velocity. Moreover, in Section 9.4 we
shortly describe the implementation of Raviart-Thomas finite elements of higher order for
triangles. For a more general overview about finite element methods and the construction
of local shape functions, especially for the basic Lagrangian finite elements which will also
be needed in Section 6.2.1, we refer the reader to common finite element books for instance
by Brenner and Scott [13], Boffi et al. [10] as well as Braess [12].

Since we are interested in divergence-free approximate solutions, the common mixed fi-
nite elements like Raviart-Thomas or Taylor-Hood elements cannot be applied because
they only yield approximate solutions which are divergence-free with respect to a finite
dimensional space of test functions, i.e., when testing with a finite dimensional subspace
of L2(Ω), but not exactly divergence-free which is not sufficient in our applications (cf.
Theorem 3.4). Therefore, we need other elements that provide an exactly divergence-free
approximation already by construction.

A possible choice that comes in mind is the Scott-Vogelius finite element (cf. [17] and
[37]) which yields divergence-free approximations. Another possibility for our computa-
tions could be the Powell-Sabin finite element presented for instance in [118]. Nevertheless,
we do not use any of the finite elements mentioned above since the implementation of those
elements requires non-standard mesh refinements which are not part of the standard im-
plementation of the finite element software package M++ developed by Wieners et al. (see
[113]). For more details about the software package we refer the reader to Section 9.4.

In this thesis we use another possibility to obtain an exactly divergence-free approximation
using the well-known Argyris element which yields finite element solutions that are globally
C1-functions, i.e., also the first derivatives of the finite element solutions are not only
continuous on each cell, but globally continuous on the entire computational domain Ω0.
Therefore, the finite dimensional subspace VT of local shape functions is spanned by
polynomials up to degree 5, i.e., VT = P5(T ). Since we have dimP5(T ) = 21, to uniquely
determine an element of P5(T ), we need to consider 21 degrees of freedom which are
presented in Figure 4.6. Here • denotes the evaluation at a corner of the triangle, the
inner circle denotes the evaluation of the first derivative at the corresponding corner and
the outer circle denotes the evaluation of the second derivatives at the corner. Moreover, �

denotes the evaluation of the normal derivative at the midpoint of each of the three faces
of T (cf. Example 3.2.10 in [13]).

In the following, we shortly address the construction of the local shape functions corre-
sponding to the Argyris element on a fixed cell T . For a more detailed description we refer
the reader to Section 9.4 where the implementation of the Argyris element is presented.
First, let (x̂0, ŷ0) := (0, 0), (x̂1, ŷ1) := (1, 0), (x̂2, ŷ2) := (0, 1) and define the reference
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(x0, y0)

(x1, y1)

(x2, y2)

T

Figure 4.6: Degrees of freedom for the Argyris element

triangle T̂ := conv{(x̂0, ŷ0), (x̂1, ŷ1), (x̂2, ŷ2)}. Furthermore, by ΦT : T̂ → T we denote the
(bijective) affine linear transformation from the reference cell to T (cf. Figure 4.7).

In the further course, we suppose that we have constructed local shape functions ζ̂1, . . . , ζ̂21

corresponding to the degrees of freedom described above on the reference triangle (cf.
Figure 4.6). In contrast to the definition of local shape function in the Lagrangian case,
for the Argyris element we cannot simply use our transformation ΦT to define the local
shape functions on a cell T one by one. In Section 9.4 we show that we actually need a
linear combination of all 21 transformed shape functions to obtain the correct local basis
functions, i.e., there exists a matrix CT ∈ R21×21 such that the local shape functions

ζTi : T → R, ζTi (x, y) :=
21∑

k=1

CTk,i ζ̂k(Φ
−1
T (x, y)) for all i = 1, . . . , 21 (4.10)

form a dual basis corresponding to the degrees of freedom on T introduced above (cf.
Figure 4.6) and thus, we obtain VT = span

{
ζT1 , . . . , ζ

T
21

}
. Furthermore, we are in a

position to evaluate the local shape functions on T by evaluating the reference shape
functions (and form a suitable linear combination). Using the chain rule, we calculate
similar transformations for the gradients and the Hessian matrices (cf. Section 9.4.1).

Using the local basis functions defined above, we can define new local vector-valued shape
functions

ξTi : T → R2, ξTi (x, y) :=

(
−∂ζTi

∂y (x, y)
∂ζTi
∂x (x, y)

)
for all i = 1, . . . , 21.

Note that the same arguments as above imply that each component of these new basis
functions can be evaluated using the local gradients on the reference element T̂ together
with the corresponding transformation (cf. Section 9.4.1).

Hence, we directly get

div ξTi (x, y) = −∂
2ζTi
∂x∂y

(x, y) +
∂2ζTi
∂x∂y

(x, y) = 0 for all (x, y) ∈ T , i = 1, . . . , 21,

(x̂0, ŷ0) (x̂1, ŷ1)

(x̂2, ŷ2)

T̂

(x0, y0)

(x1, y1)

(x2, y2)

T
ΦT

Figure 4.7: Triangle and reference triangle with corresponding transformation
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i.e., the new local shape functions are exactly divergence-free by construction which was
one of our main goals. For more details about the properties of these new basis functions
we refer the reader to [88, Section 3.1].

Furthermore, since ζT1 , . . . , ζ
T
21 are polynomials up to degree 5, by definition, ξT1 , . . . , ξ

T
21 are

polynomials up to degree 4 which will be important to determine the correct quadrature
rule needed for instance in the computation of the defect bound (cf. Chapter 5).

Having defined local divergence-free shape functions on each T ∈ M and since ζ1, . . . , ζ21

are global C1-functions (implying the continuity of the first derivatives), we are in a
position to introduce the following finite dimensional subspace in H(Ω0):

HM(Ω0) :=
{
v ∈ C(Ω0,R2) : v

∣∣
∂Ω0

= 0, v
∣∣
T ∈ span

{
ξT1 , . . . , ξ

T
21

}
for all T ∈ M

}
.

We want to emphasize that by construction of our mesh M for any fixed (x, y) ∈ Ω0

we find a corresponding triangle T such that (x, y) ∈ T . Hence, using the definition of
HM(Ω0) for any v ∈ HM(Ω0) we obtain v

∣∣
T =

∑21
i=1 v

T
i ξ
T
i . Thus, we compute

div v(x, y) =
21∑

i=1

vTi div ξTi (x, y) = 0

which shows that any function in HM(Ω0) is exactly divergence-free on our complete
computational domain.

We close this Section with a short remark about difficulties might appear in our numerical
approximation procedure caused by the special choice of our polygonal computational
domain Ω0.

Remark 4.3. Since our domain Ω is a perturbed strip we cannot avoid reentrant cor-
ners in our computational domain Ω0 (cf. Figure 4.1 and Figure 4.5). It is well known,
that reentrant corners have negative effects on the numerical approximation process. One
possibility to treat these difficulties are corner singular functions which have been used suc-
cessfully in the context of computer-assisted proofs by Dagmar Rütters in [89]. For general
information about the advantage and usage of corner singular function we refer the reader
to [78]. Nevertheless, we cannot exploit the advantage of corner singular functions to in-
crease the accuracy of our approximate solution since we would have to construct exactly
divergence-free versions of the corner singular functions (Recall that the approximate so-
lution has to be divergence-free exactly). To overcome the difficulty of reentrant corners
anyway, we perform an additional mesh refinement at the reentrant corners which in our
examples still leads to an approximate solution with sufficient accuracy.

Newton’s Method

To obtain a solution to our non-linear equation Fu = 0 we use Newton’s method, i.e., in our
numerical approximation procedure we perform finitely many Newton steps to compute
an approximate solution of high accuracy. To get a better understanding, we shortly
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recall Newton’s method in Banach spaces X and Y applied to a continuously Fréchet-
differentiable operator F: X → Y . Starting from ω̃(0) ∈ X the sequence (w(n))n∈N defined
by w(0) := ω̃(0), w(n+1) := w(n) + v(n), where v(n) ∈ X solves

(F′(w(n)))[v(n)] = −F(w(n)), (4.11)

converges to a solution of Fu = 0 if ‖ω̃(0)‖ is “sufficiently small” (cf. [8]).

Since solving equation (4.11) exactly is a quite difficult task, we only compute a sequence
of approximate solutions ω̃(1), ω̃(2), . . .. Therefore, in each step we solve (4.11) only approx-
imately, i.e., we compute an approximate solution ṽ(n) ∈ X to (4.11) (with w(n) replaced
by ω̃(n)) and set ω̃(n+1) := ω̃(n) + ṽ(n). We stop the iteration process if we have reached the
situation such that the error ‖ω̃(n0) − ω̃(n0−1)‖ = ‖ṽ(n0−1)‖ in step n0 ∈ N is smaller than
some prescribed tolerance. Then, ω̃(n0) is our desired approximate solution of Fu = 0.
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5 Computation of the Defect Bound

The purpose of this Chapter is the computation of the desired defect bound satisfying
(A1), i.e., in the following we present a procedure to compute a constant δ such that

‖F ω̃‖H(Ω)′ = ‖F(ω + V )‖H(Ω)′ ≤ δ.

Rewriting the operator F (see (3.5)) with the definitions of the bilinear operator B (see
(3.1)) as well as of the operator BΓ (see (3.2)), we obtain

F ω̃ = −∆ω̃ + B(ω̃, ω̃) + BΓ ω̃ − g
= −div∇ω̃ +Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g. (5.1)

As suggested in the book by Nakao, Plum and Watanabe (see [74, Section 7.2]), for deriving
the desired defect bound δ, we first compute an approximation ρ̃ ∈ H(div,Ω,R2×2) to the
derivative of the approximate solution ω̃, i.e., we require ρ̃ ≈ ∇ω̃ and div ρ̃ ≈ ∆ω̃ in a
suitable sense which will be clarified in the further course.

At the end of this Section, we present the procedure used in our applications to obtain the
desired approximation ρ̃ ∈ H(div,Ω,R2×2) satisfying the assertions above. Nevertheless,
for the moment, we will suppose that such an approximation ρ̃ is already computed. Thus,
using (5.1) we can rewrite F ω̃ again and obtain

F ω̃ = div ρ̃− div∇ω̃ − div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g
= div(ρ̃−∇ω̃)− div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g. (5.2)

Hence, by the triangle inequality we calculate

‖F ω̃‖H(Ω)′ ≤ ‖div(ρ̃−∇ω̃)‖H(Ω)′

+ ‖−div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g‖H(Ω)′ .
(5.3)

Additionally, by construction of ρ̃ we have ρ̃ − ∇ω̃ ∈ L2(Ω,R2×2) which together with
(2.10) yields

‖div(ρ̃−∇ω̃)‖H(Ω)′ ≤ ‖ρ̃−∇ω̃‖L2(Ω,R2×2).

Moreover, keep in mind that ‖ρ̃−∇ω̃‖L2(Ω,R2×2) becomes “small” since we construct ρ̃ such
that ρ̃ ≈ ∇ω̃ (cf. approximation procedure for ρ̃ at the end of this Section).
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To treat the second norm in (5.3), we apply Cauchy-Schwarz’ inequality and use the fact
ρ̃ ∈ H(div,Ω,R2×2) as well as the embedding result in (2.12) to get

‖−div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g‖H(Ω)′

= sup
ϕ∈H(Ω)

‖ϕ‖H1
0 (Ω,R2)=1

∣∣∣∣
∫

Ω
(−div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g) · ϕd(x, y)

∣∣∣∣

≤ sup
ϕ∈H(Ω)

‖ϕ‖H1
0 (Ω,R2)=1

‖−div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g‖L2(Ω,R2)‖ϕ‖L2(Ω,R2)

≤ C2‖−div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g‖L2(Ω,R2). (5.4)

Thus, similar to [74, Section 7.2] the computation of the desired defect bound δ (which
needs the evaluation of an H(Ω)′-norm) can be reduced to the verified evaluation of the
two L2(Ω,R2)-norms

‖ρ̃−∇ω̃‖L2(Ω,R2×2) and ‖− div ρ̃+Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃]− g‖L2(Ω,R2).

The computation of the two norms above is comparably easy in contrast to the com-
putation of the H(Ω)′-norm since only integrals are involved. Nevertheless, the verified
evaluation of the second integral turned out to be a more challenging task than one might
expect in advance. This difficulty appears because of the relatively high polynomial degree
of the function V contained in the integrand (cf. definition of g in (1.14) and definition of
V in Section 4.1).

To get a better understanding of this difficulty, we have to study the definition of V in detail
(cf. (4.6)). By construction, each component of V is piecewise polynomial with maximal
degree 9 (if we consider a suitable subdomain of Ω). Similarly, we see that the components
of ∇V are polynomial with degree at most 8. Hence, the term (V · ∇)V (appearing in
the definition of g) is polynomial with maximal degree 17. Thus, to rigorously evaluate
a L2(Ω,R2)-norm containing this term, a verified quadrature rule which is exact up to at
least degree 34 is necessary or, alternatively, we could use a quadrature rule of lower order
with verified remainder term bound. Both possibilities turned out to be not efficient in our
examples because on the one hand the computation of quadrature rules of higher order is
very challenging since for that purpose large non-linear systems have to be solved rigorously
(cf. Section 9.3). On the other hand the computational effort for the computation of the
remainder term bounds would become too large. Therefore, in the following, we present
a third alternative to overcome this difficulty and show how to evaluate L2(Ω,R2)-norms
containing the term (V ·∇)V rigorously using a verified quadrature rule of “lower order”.

First, in addition to the approximation ρ̃, we approximate V in the divergence-free space{
u ∈ H1(Ω,R2) : div u = 0

}
by Ṽ (recall that V does not vanish at the boundary of the

obstacle) which has lower maximal polynomial degree. Recall that V is non-zero at the
boundary of the obstacle and hence, an approximation in H(Ω) is not possible. Neverthe-
less, for the approximation procedure we can use the same divergence-free finite element
based on the Argyris element as in the approximation process of ω̃ but now without zero
boundary condition at ∂D. Since the maximal polynomial degree of the divergence-free
finite element basis functions is 4 (cf. Section 4.2) the term (Ṽ ·∇)Ṽ is now of polynomial
degree 7. Thus, a verified quadrature rule which is exact up to polynomial degree 14 is
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sufficient to evaluate L2(Ω,R2)-norms containing this term. The same approach shows
that also L2(Ω,R2)-norms with the terms (ω̃ · ∇)ω̃, (ω̃ · ∇)Ṽ and (Ṽ · ∇)ω̃ can be treated
with such a quadrature rule. Note that all terms containing the Poiseuille flow U are of
lower maximal polynomial degree and thus, a quadrature rule which is exact up to degree
14 suffices to handle L2(Ω,R2)-norms with these terms anyway.

For the moment, we assume that an approximation Ṽ ∈
{
u ∈ H1(Ω,R2) : div u = 0

}
is

in hand and postpone the description of the approximation procedure to the end of this
Section. Together with the approximation ρ̃ and using the definition of g (see (1.14)) we
calculate

F ω̃ = div(ρ̃−∇ω̃)− div ρ̃+ ∆V − f +Re
[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)U + (U · ∇)ω̃

− ((U + ω̃) · ∇)V − (V · ∇)(U + ω̃) + (V · ∇)V
]

= div(ρ̃−∇ω̃)− div ρ̃+ ∆V − f +Re
[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)U + (U · ∇)ω̃

− ((U + ω̃) · ∇)Ṽ − (Ṽ · ∇)(U + ω̃) + (Ṽ · ∇)Ṽ

+ ((U + ω̃) · ∇)(Ṽ − V ) + ((Ṽ − V ) · ∇)(U + ω̃) + (V · ∇)V − (Ṽ · ∇)Ṽ
]
.

Moreover, we have (V ·∇)V − (Ṽ ·∇)Ṽ = ((V − Ṽ ) ·∇)Ṽ + (V ·∇)(V − Ṽ ) which together
with the calculations above yields

F ω̃ = div(ρ̃−∇ω̃)− div ρ̃+ ∆V − f +Re
[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)U + (U · ∇)ω̃

− ((U + ω̃) · ∇)Ṽ − (Ṽ · ∇)(U + ω̃) + (Ṽ · ∇)Ṽ

+ ((U + ω̃ − V ) · ∇)(Ṽ − V ) + ((Ṽ − V ) · ∇)(U + ω̃ − Ṽ )
]
.

Recall that by the definition of Γ (see (1.12)) and ω (see (3.8)), we obtain the equality
U + ω̃ − V = U + ω. If we define

Γ̃ := U − Ṽ and g̃ := f −∆V +Re[(Ṽ · ∇)Γ̃ + (U · ∇)Ṽ ] (5.5)

we can retrieve the original structure (cf. (5.2)) as follows

F ω̃ = div(ρ̃−∇ω̃)− div ρ̃+Re
[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃

]
− g̃

+Re
[
((U + ω) · ∇)(Ṽ − V ) + ((Ṽ − V ) · ∇)(U + ω̃ − Ṽ )

]
,

where the last term is an additional error term which is expected to be “small” if the
approximation Ṽ is sufficiently good.

We note that it is not necessary to replace ∆V (in g̃) since its maximal polynomial degree
is 7 (cf. definition of V ) and thus, small enough to be square-integrated exactly with a
quadrature rule which is exact up to order 14.

Using the triangle inequality, we obtain the following estimate for the H(Ω)′-norm

‖F ω̃‖H(Ω)′ ≤ ‖div(ρ̃−∇ω̃)‖H(Ω)′

+
∥∥∥−div ρ̃+Re

[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃

]
− g̃
∥∥∥
H(Ω)′

+Re
(
‖((U + ω) · ∇)(Ṽ − V )‖H(Ω)′ + ‖((Ṽ − V ) · ∇)(U + ω̃ − Ṽ )‖H(Ω)′

)
.
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The same calculations as above (cf. (5.4)) imply ‖div(ρ̃−∇ω̃)‖H(Ω)′ ≤ ‖ρ̃−∇ω̃‖L2(Ω,R2×2)

and
∥∥∥−div ρ̃+Re

[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃

]
− g̃
∥∥∥
H(Ω)′

≤ C2

∥∥∥−div ρ̃+Re
[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃

]
− g̃
∥∥∥
L2(Ω,R2)

.

The arguments above show that both L2(Ω,R2)-norms can be rigorously evaluated using
a quadrature rule which integrates polynomials exactly at least up to degree 14.

Finally, we are left with the verified computation of the additional H(Ω)′-norms. Applying
Lemma A.9 (iii) (note that Ṽ − V ∈ H1(Ω,R2)) we obtain

∫

Ω

[
((U + ω) · ∇)(Ṽ − V )

]
· ϕd(x, y)

≤ C2‖∇(Ṽ − V )‖L2(Ω0,R
2×2)‖U + ω‖L∞(Ω0,R

2)‖ϕ‖H1
0 (Ω,R2)

for all ϕ ∈ H(Ω) which directly yields

‖((U + ω) · ∇)(Ṽ − V )‖H(Ω)′ ≤ C2‖∇(Ṽ − V )‖L2(Ω0,R
2×2)‖U + ω‖L∞(Ω0,R

2).

In almost the same manner, using Lemma A.9 (ii) we compute

‖((Ṽ − V ) · ∇)(U + ω̃ − Ṽ )‖H(Ω)′ ≤ C2‖Ṽ − V ‖L2(Ω0,R
2)‖∇(U + ω̃ − Ṽ )‖L∞(Ω0,R

2×2).

Hence, to evaluate the norms ‖∇(Ṽ − V )‖L2(Ω0,R
2×2) and ‖Ṽ − V ‖L2(Ω0,R

2), we need a quadra-
ture rule that integrates polynomials exactly up to degree 18 (recall that V has maximal
polynomial degree 9). Furthermore, two uniform norms (or at least upper bounds of
those) have to be computed, i.e., it suffices to compute upper bounds to the L∞-norms
which might result in a slightly larger but computable defect bound δ. Nevertheless, we
expect the defect between V and Ṽ to be “small” if the approximation Ṽ is accurate and
thus, the additional terms (in contrast to the first approach presented at the beginning of
this Chapter) will become “small” too. In the following Section we present one possible
procedure to calculate upper bounds for the uniform norms.

Having computed all norms mentioned above (or at least upper bounds), the previous
calculations yield the following estimate on the defect

‖F ω̃‖H(Ω)′ ≤ ‖ρ̃−∇ω̃‖L2(Ω,R2×2)

+ C2

(∥∥∥−div ρ̃+Re
[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃

]
− g̃
∥∥∥
L2(Ω,R2)

+Re
[
‖∇(Ṽ − V )‖L2(Ω0,R

2×2)‖U + ω‖L∞(Ω0,R
2)

+ ‖Ṽ − V ‖L2(Ω0,R
2)‖∇(U + ω̃ − Ṽ )‖L∞(Ω0,R

2×2)

])

=: δ,

(5.6)

i.e., the right-hand side of (5.6) defines our desired defect bound.

Remark 5.1. We note that in contrast to the computation of the approximations (like
ω̃, ρ̃ and Ṽ ) for the computation of the norms interval arithmetic operations are required.
Especially, for the quadrature rules in use all quadrature points and their corresponding
weights have to be computed rigorously. For more details about the latter fact we refer the
reader to Section 9.3.



5.1 Computation of the L∞-Norms 57

5.1 Computation of the L∞-Norms

In the following, we describe a strategy to obtain upper bounds for the uniform norms
needed in definition (5.6). In contrast to the verified computation of L2-norms (or other
Lp-norms with p <∞) the evaluation of L∞-norms is a quite difficult task. In this situation
we have to calculate (or estimate) the range of a function which in a sense requires the
verified evaluation of a function over a “non-discrete” set.

Since we are interested in estimating the uniform norms on our computational domain Ω0

we can reduce the computation to each of the (triangular) cells of our finite element mesh
M (see Section 4.2), i.e., we exploit the fact

‖w‖L∞(Ω0) = max
T ∈M

‖w‖L∞(T ) = max
T ∈M

max
(x,y)∈T

|w(x, y)| for all w ∈ L∞(Ω0).

Having a closer look a the definition of the defect bound δ (cf. (5.6)) we see that it suffices
to consider only polynomial functions w ∈ L∞(Ω0) in the further course. To estimate the
norm ‖w‖L∞(T ) on a fixed triangle T we use the fact that T is contained in our finite
element mesh M and thus, there exists the corresponding (bijective) transformation ΦT
for the reference triangle first introduced in Section 4.2 (cf. Figure 4.7). Hence, we obtain
the identity

‖w‖L∞(T ) = max
(x,y)∈T

|w(x, y)| = max
(x̂,ŷ)∈T̂

|w(ΦT (x̂, ŷ))| = ‖w ◦ ΦT ‖L∞(T̂ )

which allows us to compute the uniform norm of w on a cell T (contained in our finite
element mesh) by computing the uniform norm of the transformed function w ◦ΦT on the
reference cell T̂ .

Finally, to compute the desired norm of w ◦ΦT on the reference cell T̂ we actually enclose
the range of w◦ΦT , i.e., we compute an enclosure interval RTw such that w(ΦT (x̂, ŷ)) ∈ RTw
for all (x̂, ŷ) ∈ T̂ . With such an enclosure interval in hand, together with the identity
above, we calculate

‖w‖L∞(T ) = ‖w ◦ ΦT ‖L∞(T̂ ) = max
(x̂,ŷ)∈T̂

|w(ΦT (x̂, ŷ))| ≤ max
{
|minRTw |, |maxRTw |

}
.

Before going into further details about the estimate on the norms needed in (5.6), we
shortly present a strategy to compute the desired enclosing intervalRTw on an abstract level.
Therefore, we are going to exploit the expansion of w ◦ ΦT using Bernstein polynomials.
In [45] and [46], Hungerbühler and Garloff describe techniques to enclose the range of
polynomials on a triangle using a basis of Bernstein polynomials of appropriate degree.

We do not want to go into the details about the theory of Bernstein polynomials, however,
we shortly recall the definition of such polynomials on the reference triangle T̂ . Therefore,
let k ∈ N and I(k) := {(i, j) : i, j = 0, . . . , k, i+ j ≤ k}. Then for (i, j) ∈ I(k) the Bernstein
polynomials of degree k are defined as

p
(k)
i,j (x̂, ŷ) :=

(
k

i

)(
k − i
j

)
x̂iŷj(1− x̂− ŷ)k−i−j for all (x̂, ŷ) ∈ T̂ .
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For the reader’s convenience we sort the Bernstein polynomials defined above in a list with

one index instead of the multi-indices “i, j” which results in the set
{
p

(k)
1 , . . . , p

(k)

M(k)

}
of

Bernstein polynomials with M (k) denoting the number of polynomials.

Now, let p be an arbitrary polynomial of degree k on T̂ given in Bernstein expansion,
i.e.,

p(x̂, ŷ) =
M(k)∑

j=1

b
(k)
j p

(k)
j (x̂, ŷ) for all (x̂, ŷ) ∈ T̂

with Bernstein coefficients b
(k)
j ∈ R. Then, [45, Theorem 1] (after resorting as above)

yields

min
j=1,...,M(k)

b
(k)
j ≤ p(x̂, ŷ) ≤ max

j=1,...,M(k)
b
(k)
j for all (x̂, ŷ) ∈ T̂ (5.7)

which provides the desired enclosing interval for the polynomial p. To exploit the enclosing
result (5.7), in the further course, we are going to rewrite our function w ◦ΦT in terms of
Bernstein polynomials.

Bernstein Coefficients of a Finite Element Solution on T

First, we describe a strategy to compute the desired Bernstein coefficients in the case
where our function w is actually a finite element solution computed with our divergence-
free finite elements based on the Argyris element (cf. Section 4.2), i.e., w is of the form
w
∣∣
T =

∑21
i=1w

T
i ξ
T
i for suitable coefficients wT1 , . . . , w

T
21 ∈ R. Recall that the local finite

element basis functions ξT1 , . . . , ξ
T
21 are defined using the gradients of the Argyris shape

functions ζT1 , . . . , ζ
T
21. Since we are interested in enclosing the range of the components of

w
∣∣
T , we exemplary show how to enclose the second component w2

∣∣
T =

∑21
i=1w

T
i
∂ζTi
∂x , i.e.,

we want to compute an interval RTw,2 such that w2

∣∣
T (x, y) ∈ RTw,2 for all (x, y) ∈ T . An

interval RTw,1 for the first component can be computed mutatis mutandis.

Using the definition of the local basis functions (see (4.10)) together with the chain rule we

exploit the fact that the derivatives
∂ζT1
∂x , . . . ,

∂ζT21
∂x can be written in terms of the derivatives

of the reference functions ∂ζ̂k
∂x̂ and ∂ζ̂k

∂ŷ for k = 1, . . . , 21 (cf. (9.4)). Since the Argyris

functions are of maximal polynomial degree 5 we directly obtain that ∂ζ̂k
∂x̂ and ∂ζ̂k

∂ŷ have
polynomial degree at most 4 for all i = 1, . . . , 21 and thus, we can expand them in the

Bernstein basis
{
p

(4)
1 , . . . , p

(4)
15

}
on T̂ presented above (note that dimP4(T̂ ) = 15). Then,

using the representation formula presented in (9.4) together with the bijectivity of the
transformation ΦT , we obtain

w2(ΦT (x̂, ŷ)) =

21∑

i=1

wTi
∂ζTi
∂x

(ΦT (x̂, ŷ)) =
15∑

j=1

b̂
(4,w2)
j p

(4)
j (x̂, ŷ) for all (x̂, ŷ) ∈ T̂ (5.8)

(cf. Appendix A.5) with coefficients b̂
(4,w2)
1 , . . . , b̂

(4,w2)
15 ∈ R (depending on wT1 , . . . , w

T
21).

We do not want to compute the coefficients at this stage and refer the reader to the
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calculations in Appendix A.5. Hence, if we are interested in computing the uniform norm
of a finite element solution (restricted to the triangle T ), (5.7) implies that

RTw :=

[
min

j=1,...,15
b̂
(4,w2)
j , max

j=1,...,15
b̂
(4,w2)
j

]

is an appropriate enclosure interval. Finally, the coefficients b̂
(4,w1)
1 , . . . , b̂

(4,w1)
15 ∈ R for the

first component of w can be computed using the same strategy.

Furthermore, applying the same techniques to the Hessian matrices of the Argyris shape
functions (cf. (9.5)), we obtain Bernstein coefficients for the components of the derivative
∇w (cf. Appendix A.5). We note that in this case it suffices to use Bernstein polynomials of

degree at most 3 since only derivatives of the shape functions ∂ζ̂k
∂x̂ and ∂ζ̂k

∂ŷ for k = 1, . . . , 21
are involved.

Enclosing the Range of U + ω on T

In the enclosing procedure for U + ω = Γ + ω̃ we exploit the structure of Γ on suitable
subregions of our finite element mesh. Therefore, depending on the different obstacle
types introduced in Chapter 1 and Section 4.1 respectively, we divide our computational
domain into subregions (R1) to (R4) presented in Figure 5.1. Since we consider each of
the subregions in details later, we postpone a concrete definition of them for a while.
Furthermore, we make additional assumptions on the cells contained in our finite element
mesh, i.e., we assume that

([−d1, d1]× {d2, d3}) ∩
( ⋃

T ∈M
int(T )

)
= ∅ (5.9)

and

{(x, y) : x ∈ {±d0,±d1} , y ∈ [0, 1]} ∩
( ⋃

T ∈M
int(T )

)
= ∅ (5.10)

hold true for M. In all our applications it turned out that those additional assumptions
are not a strong restriction when choosing a mesh for the computation of the approximate
solution. In the following, we consider each of the subregions (R1) to (R4) separately, state
an explicit definition of them depending on the problem type and show how to enclose the
range of U + ω therein.

1. If the cell T under investigation is contained in the subregion (R1), i.e., it holds
T ⊆ Ω0 \ ((−d0, d0) × [0, 1]), we exploit the fact that supp(V ) ⊆ [−d0, d0] × [0, 1]
(cf. Section 4.1) which directly implies Γ = U in (R1) and thus, U + ω = U + ω̃.

Hence, we compute the Bernstein coefficients b̂
(4,U1)
1 , . . . , b̂

(4,U1)
15 ∈ R (corresponding

to the Bernstein basis with degree at most 4) of U1 ◦ΦT by purely analytical means.
Combining those coefficients with the coefficients of the finite element solution ω̃ (cf.
(5.8)) we obtain the identity

((U + ω̃)(ΦT (x̂, ŷ)))1 =
15∑

j=1

(
b̂
(4,ω̃1)
j + b̂

(4,U1)
j

)
p

(4)
j (x̂, ŷ) for all (x̂, ŷ) ∈ T̂
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Figure 5.1: Different subregions for computing the L∞-norm

for the first component. Hence, using the enclosure result mentioned above (cf.
(5.7)) in subregion (R1), for the first component we obtain the enclosure interval

RT(U+ω)1
:=

[
min

j=1,...,15

(
b̂
(4,ω̃1)
j + b̂

(4,U1)
j

)
, max
j=1,...,15

(
b̂
(4,ω̃1)
j + b̂

(4,U1)
j

)]
.

Since the second component of U vanishes, the enclosing interval for the finite ele-
ment solution ω̃ is already the desired one, i.e., we define

RT(U+ω)2
:=

[
min

j=1,...,15
b̂
(4,ω̃2)
j , max

j=1,...,15
b̂
(4,ω̃2)
j

]
.

2. Subregion (R2) is supposed to be containing all parts of the obstacle. Hence, in the
case of an obstacle detached from the boundary ∂S, (R2) is given by the single part
[−d1, d1] × [d2, d3]. If the obstacle is located at both sides of the boundary of the
strip we define the subregion to be the set [−d1, d1] × ([0, d2] ∪ [d3, 1]). Moreover,
considering an obstacle located only at one side of the boundary (R2) reduces to the
single part [−d1, d1] × [0, d2]. Using the definition of V (see Section 4.1) we obtain
V = U (cf. (4.7)) and thus, Γ = 0 on (R2) which directly leads to the enclosure
intervals

RT(U+ω)i
:=

[
min

j=1,...,15
b̂
(4,ω̃i)
j , max

j=1,...,15
b̂
(4,ω̃i)
j

]
for i = 1, 2

for cells contained in subregion (R2).

3. Considering subregion (R3) (which consists of the complement of the interior of
subregion (R2) with respect to [−d1, d1]× [0, 1], cf. Figure 5.1) we use the results of
Section 4.1, especially the definition of V as well as the fact that φ ≡ 1 and φ′ ≡ 0
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on (R3) to compute

Γ(x, y) =

(
U1(y) + ψ′(y)

0

)
for all (x, y) ∈ [−d0, d0]× [d2, 1],

which directly implies

RT(U+ω)2
:=

[
min

j=1,...,15
b̂
(4,ω̃2)
j , max

j=1,...,15
b̂
(4,ω̃2)
j

]
.

It remains to compute an enclosure interval for the first component of U+ω. There-
fore, using the definition of ψ (cf. (4.3) and (4.4)) we calculate Γ(x, y) = 1

6θ
′(y) for

all (x, y) ∈ T (in the case of obstacle located at the boundary), or Γ(x, y) = 1
6 θ̄
′(y)

for all (x, y) ∈ T (in the case of obstacles detached from the boundary) respectively.
Since both cases coincide in the further course, we restrict our explanations to the
(first) case where the obstacle is located at the boundary.

Now, since θ′ (cf. (4.2)) has polynomial degree of at most 4 we compute corre-

sponding Bernstein coefficients b̂
(4,θ′)
1 , . . . , b̂

(4,θ′)
15 ∈ R by analytical means. Hence,

the enclosure result (5.7) yields the enclosing interval

RT(U+ω)1
:=

[
min

j=1,...,15

(
b̂
(4,ω̃1)
j +

1

6
b̂
(4,θ′)
j

)
, max
j=1,...,15

(
b̂
(4,ω̃1)
j +

1

6
b̂
(4,θ′)
j

)]
.

4. Finally, in subregion (R4), which is given by the set ([−d0,−d1] ∪ [d1, d0]) × [0, 1],
we have to consider the complete definition of Γ (cf. (4.6)):

Γ(x, y) =

(
U1(y) + φ(x)ψ′(y)

−φ′(x)ψ(y)

)
for all (x, y) ∈ ([−d0,−d1] ∪ [d1, d0])× [0, 1].

We note that by construction of Γ each component consists of polynomial functions
of degree 9. Therefore, it is no longer sufficient to consider Bernstein polynomials of

degree at most 4. For subregion (R4) we consider the Bernstein basis
{
p

(9)
1 , . . . , p

(9)
55

}

on T̂ .

A similar computation as before yields the Bernstein coefficients b̂
(9,ω̃i)
1 , . . . , b̂

(9,ω̃i)
55

for i = 1, 2 corresponding to our finite element solution ω̃. Moreover, by analytic

calculations we obtain the Bernstein coefficients b̂
(9,Γ1)
1 , . . . , b̂

(9,Γi)
55 for the components

of Γi (where i = 1, 2) which finally results in the enclosure intervals

RT(U+ω)i
:=

[
min

j=1,...,55

(
b̂
(9,ω̃i)
j + b̂

(9,Γi)
j

)
, max
j=1,...,55

(
b̂
(9,ω̃i)
j + b̂

(9,Γi)
j

)]
for i = 1, 2

for cells contained in subregion (R4).

Remark 5.2. To enclose the range of the function U +ω one can think of a naive imple-
mentation via dividing the complete domain into small squares and use interval arithmetic
evaluation of U + ω on each square. However, since in this approach the structure of the
contained functions cannot be exploited, the computational effort (and thus the computa-
tion time) heavily increases compared to the strategy presented above.
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Enclosing the Range of ∇(U + ω̃ − Ṽ ) on T

Finally, we are left with the computation of the uniform norm of ∇(U + ω̃− Ṽ ) on a given
(triangular) cell T . Since ω̃ − Ṽ is an Argyris finite element function we
apply the techniques mentioned before to calculate the corresponding Bernstein coeffi-

cients b̂
(3,(∇(ω̃−Ṽ ))i,j)
1 , . . . , b̂

(3,(∇(ω̃−Ṽ ))i,j)
15 ∈ R for i, j = 1, 2. Again, the Bernstein coeffi-

cients b̂
(3,(∇U)1,2)
1 , . . . , b̂

(3,(∇U)1,2)i,j)
15 ∈ R for the derivative of the Poiseuille flow (∇U)1,2 can

be obtained by purely analytical calculations. Finally, we obtain the enclosing intervals

RT
(∇(U+ω̃−Ṽ ))i,j

:=





[
min

k=1,...,10

(
b̂
(3,(∇(ω̃−Ṽ ))1,2)
k + b̂

(3,(∇U)1,2)
k

)
,

max
k=1,...,10

(
b̂
(3,(∇(ω̃−Ṽ ))1,2)
k + b̂

(3,(∇U)1,2)
k

)]
, (i, j) = (1, 2),

[
min

k=1,...,10
b̂
(3,(∇(ω̃−Ṽ ))i,j)
k , max

k=1,...,10
b̂
(3,(∇(ω̃−Ṽ ))i,j)
k

]
, otherwise

independent of the different subregions introduced in the previous Subsection.

Remark 5.3. Since all functions appearing within the norm are (exactly) divergence-
free, we actually do not need to to compute both of the intervals RT

(∇(U+ω̃−Ṽ ))1,1
and

RT
(∇(U+ω̃−Ṽ ))2,2

(nor the corresponding Bernstein coefficients). In our applications we

exploit the solenoidal structure, i.e., ∂(U+ω̃−Ṽ )1

∂x = −∂(U+ω̃−Ṽ )2

∂y holds true on our compu-
tational domain Ω0, and use the formula

‖∇(U + ω̃ − Ṽ )‖2L∞(Ω0,R
2×2) = 2‖(∇(U + ω̃ − Ṽ ))1,1‖2L∞(Ω0) + ‖(∇(U + ω̃ − Ṽ ))1,2‖2L∞(Ω0)

+ ‖(∇(U + ω̃ − Ṽ ))2,1‖2L∞(Ω0)

to compute the desired norm on the entire computational domain.

5.2 Approximations for the Computation of the Defect Bound

We are left with the computation of the approximations ρ̃ and Ṽ needed in the definition
of our defect bound δ. Since the computation of Ṽ is independent of ρ̃ but not the other
way around it makes sense to compute Ṽ in advance.

Computation of Ṽ

As already mentioned in the beginning of this Chapter for the approximation procedure we
can use the same divergence-free finite element as for the computation of the approximation
ω̃ (without zero-boundary condition at the obstacle). Since we are interested in a “small”
defect bound δ it is advisable to approximate V using a minimization method. Having a
closer look at the definition of δ (cf. (5.6)) we see that it makes sense to minimize the
following expression

‖∇(Ṽ − V )‖L2(Ω0,R
2×2)‖U + ω‖L∞(Ω0,R

2) + ‖Ṽ − V ‖L2(Ω0,R
2)‖∇(U + ω̃ − Ṽ )‖L∞(Ω0,R

2×2).
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We are interested in a preferably simple approximation procedure for Ṽ which simultane-
ously results in a small additional error term in the formula for the defect bound δ.

First, to define the functional for the minimization process we replace Ṽ by the origi-
nal function V in the second uniform norm, i.e., instead of ‖∇(U + ω̃ − Ṽ )‖L∞(Ω0,R

2) we
consider ‖∇(U + ω̃ − V )‖L∞(Ω0,R

2) = ‖∇(U + ω)‖L∞(Ω0,R
2) (which is now independent of

Ṽ ). We might expect that this change does not have a large effect on the accuracy of Ṽ
since for a “good” approximation Ṽ to V we have Ṽ ≈ V . We note that in the evalua-
tion of the right-hand side of definition (5.6) we cannot make this replacement, i.e., for
the computation of the defect bound δ we have to consider the norms initially stated in
(5.6).

Hence, we consider the functional J :
{
u ∈ H1(Ω,R2) : div u = 0

}
→ R given by

J(Ṽ ) :=
1

2
‖∇(Ṽ − V )‖2L2(Ω0,R

2×2)‖U + ω‖2L∞(Ω0,R
2)

+
1

2
‖Ṽ − V ‖2L2(Ω0,R

2)‖∇(U + ω)‖2L∞(Ω0,R
2×2),

which leads to a “simple” linear algebraic system which only needs to be solved approxi-
mately, i.e., the computational effort for the minimization process is relatively small.

Again, we note that both uniform norms in the definition of J are now independent of
Ṽ and thus, can be computed in advance. During the approximation process, i.e., during
the minimization of the functional J , the norms only play the role of additional weights
in front of the two terms ‖∇(Ṽ − V )‖L2(Ω0,R

2×2) and ‖Ṽ − V ‖L2(Ω0,R
2).

Computation of ρ̃

Having computed the approximation Ṽ , we are in a position to start the approximation
procedure for ρ̃. Recall that in the beginning of the Chapter we defined Γ̃ = U − Ṽ .

To compute the desired approximation ρ̃, we follow the lines in [74, Section 7.2] and
minimize the functional J : H(div,Ω,R2×2)→ R defined by

J(ρ̃) :=
1

2
‖ρ̃−∇ω̃‖2L2(Ω,R2×2)

+
1

2
C2

2
∥∥∥−div ρ̃+Re

[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃

]
− g̃
∥∥∥

2

L2(Ω,R2)

.

Again, we apply finite element methods to compute the desired approximation ρ̃. Since
we have the additional assumption ρ̃ ∈ H(div,Ω,R2×2) we have to use finite elements
that provide solutions in H(div,Ω,R2×2) exactly. Therefore, we could use vector-valued
Lagrangian elements which yield solutions in H1(Ω,R2×2) but in our applications it turned
out that these elements are not suitable for the approximation procedure since in this
situation a finite element space using Lagrangian finite elements requires a relatively large
number of finite element basis functions which increases the computational effort for this
ansatz space. An alternative is given by the Raviart Thomas elements which provide
a solution in H(div,Ω,R2×2) a priori. Since the lowest order Raviart Thomas element
results in a relatively rough error bound, we have to use higher order versions which were
not part of the finite element software package M++ before. In Section 9.4.2 we describe
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a procedure how to implement higher order Raviart Thomas elements on triangles which
are now integrated in the software package M++.

In particular, in our applications we solve the (finite dimensional) discrete problem

Find ρ̃h ∈ RT2 such that

C2
2〈−div ρ̃h +Re

[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃

]
− g̃,divϕh〉L2(Ω,R2)

= 〈ρ̃h −∇ω̃, ϕh〉L2(Ω,R2×2) for all ϕh ∈ RT2

to obtain the desired approximation in H(div,Ω,R2×2).

Remark 5.4. Due to the definition of the involved norms it is easy to see that the compu-
tation of the two rows of ρ̃ are independent of each other, i.e., each row can be computed
separately. In our applications we exploit this fact to reduce the computational effort which
shows up in a lower computational time on the one hand and also in a significant reduction
of memory allocation on the other hand.
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6 Computation of the Norm Bounds

We present two approaches to compute the desired norm bounds K, and K∗ respectively,
needed in assumptions (A2), and (A3) respectively. In Section 6.1 we describe an approach
based on ideas of Wieners (cf. [112]), where the success of this approach is directly linked
to the Reynolds number, i.e., the approach is expected to fail if the Reynolds number is
chosen too “large”.

The second approach presented in Section 6.2 uses bounds for the essential spectrum and
enclosures for the eigenvalues of (Φ−1 LU+ω)∗Φ−1 LU+ω and Φ−1 LU+ω(Φ−1 LU+ω)∗ “close”
to zero to obtain the desired norm bounds K, and K∗ respectively. For the latter, the
Rayleigh-Ritz Method, the Temple-Lehmann Method together with its Goerisch extension
and a homotopy method introduced by Plum (cf. e.g. [14, Section 4.2]) play crucial roles.
More detailed explanations about the abstract eigenvalue methods to obtain the desired
norm bounds and its application in our examples will be given in Section 6.2.1.

Before describing both approaches in detail, we will have a closer look at the adjoint
operator (Φ−1 LU+ω)∗ which appears in assumption (A3).

Using the properties of the isometric isomorphism Φ and applying Lemma A.10 (ii) we
calculate

〈(Φ−1 LU+ω)∗u, ϕ〉H1
0 (Ω,R2)

= 〈Φ−1 LU+ω ϕ, u〉H1
0 (Ω,R2) = (LU+ω ϕ)[u] = (−∆ϕ+ BU+ω ϕ)[u]

=

∫

Ω
(∇ϕ • ∇u+Re [(ϕ · ∇)(U + ω) + ((U + ω) · ∇)ϕ] · u) d(x, y)

=

∫

Ω

(
∇ϕ • ∇u+Re

[
uT (∇(U + ω))ϕ+ uT (∇ϕ)(U + ω)

])
d(x, y)

=

∫

Ω

(
∇ϕ • ∇u+Re

[
uT (∇(U + ω))ϕ− ϕT (∇u)(U + ω)

])
d(x, y)

=

∫

Ω

(
∇u • ∇ϕ+ReϕT

[
(∇(U + ω))Tu− (∇u)(U + ω)

])
d(x, y)

(6.1)

for all u, ϕ ∈ H(Ω). Thus, analogously to the definition of the operator Bw for w ∈W (Ω)
(see (3.3)) we define

B̂w : H(Ω)→ L2(Ω,R2), B̂w u := Re
[
(∇w)Tu− (∇u)w

]
(6.2)

for w ∈ W (Ω), i.e., (B̂w u)[ϕ] = Re
∫

Ω ϕ
T
[
(∇w)Tu− (∇u)w

]
d(x, y) for all u, ϕ ∈ H(Ω).

Similar as in Section 3.1 we see that for any w ∈ W (Ω) the expression B̂w u ∈ L2(Ω,R2)
defines an element in H(Ω)′ satisfying ‖B̂w u‖H(Ω)′ ≤ C2‖B̂w u‖L2(Ω,R2) for all u ∈ H(Ω).
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Additionally, using the definition of B̂w above we set

L̂w : H(Ω)→ H(Ω)′, L̂w u = −∆u+ B̂w u (6.3)

for w ∈ W (Ω). If we chose w = U + ω the operator L̂U+ω is the counter part of the
linearization LU+ω in the dual formulation (cf. (3.9)).

Applying the definitions of the operators L̂U+ω and B̂U+ω as well as the calculations in
(6.1) we obtain

〈(Φ−1 LU+ω)∗u, ϕ〉H1
0 (Ω,R2) = (L̂U+ω u)[ϕ] = 〈Φ−1 L̂U+ω u, ϕ〉H1

0 (Ω,R2) for all u, ϕ ∈ H(Ω),

i.e., the following equality of operators holds true:

(Φ−1 LU+ω)∗ = Φ−1 L̂U+ω . (6.4)

Hence, assumption (A3) now reads as

‖u‖H1
0 (Ω,R2) ≤ K∗‖(Φ−1 LU+ω)∗u‖H1

0 (Ω,R2) = K∗‖Φ−1 L̂U+ω u‖H1
0 (Ω,R2) for all u ∈ H(Ω).

Remark 6.1. Comparing the definitions of LU+ω (see (3.9)) and L̂U+ω (see (6.3)) we
see that Φ−1 LU+ω is not symmetric and thus, not self-adjoint which finally justifies the
strategy introduced in Chapter 3.

In analogy to Proposition 3.1 in Section 3.1 we obtain the following Proposition for B̂w

(with w ∈ W (Ω)). Again, its proof is postponed to the Appendix (see Proof of Proposi-
tion 6.2 in Appendix A.3).

Proposition 6.2. The following assertions hold true:

(i) B̂v + B̂w = B̂v+w for all v, w ∈W (Ω).

(ii) B̂−w = − B̂w for all w ∈W (Ω).

In the following we describe both approaches for the computation of the norm bounds in
detail.

6.1 First Approach

The approach to compute the desired norm bounds presented in this Section, first, was
suggested by Wieners in [112]. Therefore, we set the constant σ used in the inner product
on H(Ω) (see (2.5)) to zero. Note that the choice σ = 0 is possible since Poincaré’s
inequality holds for the strip S and, hence, for our domain Ω ⊆ S (see Lemma A.4 and
Remark A.5).

Since we fixed σ = 0 the definition of the isometric isomorphism Φ (see (2.14) and (2.15))
together with the definition of the linearization LU+ω (see (3.9)) yields

‖u‖2H1
0 (Ω,R2) = (−∆u)[u] = (LU+ω u)[u]− (BU+ω u)[u] for all u ∈ H(Ω).
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Thus, applying Lemma A.10 (ii) and Lemma A.9 (iii) (cf. (3.4)) we conclude

‖u‖2H1
0 (Ω,R2) ≤ ‖LU+ω u‖H(Ω)′‖u‖H1

0 (Ω,R2) + ‖BU+ω u‖H(Ω)′‖u‖H1
0 (Ω,R2)

≤ ‖LU+ω u‖H(Ω)′‖u‖H1
0 (Ω,R2) + 2C2Re‖U + ω‖L∞(Ω,R2)‖u‖2H1

0 (Ω,R2)

for all u ∈ H(Ω). Rearranging the terms in the inequality directly implies

(1− 2C2Re‖U + ω‖L∞(Ω,R2)) ‖u‖H1
0 (Ω,R2) ≤ ‖LU+ω u‖H(Ω)′ for all u ∈ H(Ω).

Recall that assumption (A2) requires a constant K ≥ 0 with ‖u‖H1
0 (Ω,R2) ≤ K‖LU+ω u‖H(Ω)′

for all u ∈ H(Ω). Hence, if 2C2Re‖U + ω‖L∞(Ω,R2) < 1 is satisfied, assumption (A2) holds
for all

K ≥ 1

1− 2C2Re‖U + ω‖L∞(Ω,R2)

. (6.5)

Since we are interested in a “small” norm bound K our desired bound can be chosen as
the constant (or at least a “slightly increased” upper bound) given by the right-hand side
of (6.5).

In almost the same manner, using the alternative representation of assumption (A3) with
the operator L̂U+ω (see (6.3)), together with Lemma A.9 (ii) and (iii) we obtain that
assumption (A3) is satisfied for all

K∗ ≥ 1

1− 2C2Re‖U + ω‖L∞(Ω,R2)

if 2C2Re‖U + ω‖L∞(Ω,R2) < 1 holds true again. Thus, in both cases we can chose the same
constant for K on the one hand and for K∗ on the other hand (cf. Remark 6.5 and [74,
bottom of p. 335]).

Note that for the validation of the crucial inequality 2C2Re‖U + ω‖L∞(Ω) < 1 as well as
for the definition of our norm bounds an upper bound for the norm ‖U + ω‖L∞(Ω,R2) is
sufficient. A possible procedure for the computation of such an upper bound is described
in Section 5.1.

In contrast to the calculation in Section 5.1 we have to evaluate the supremum over the
entire domain Ω but not only over the computational domain. However, these methods
are applicable since only the Poiseuille flow U has support outside of our computational
domain Ω0 (see Chapter 4), i.e., the unbounded part can be treated by purely analytical
calculations. Hence, we can split the norm as follows and use the techniques presented in
Section 5.1:

‖U + ω‖L∞(Ω,R2) = max
{
‖U + ω‖L∞(Ω0,R

2), ‖U‖L∞(Ω\Ω0,R
2)

}
.

Note that ‖U‖L∞(Ω\Ω0,R
2) = 1

4 can easily be computed analytically and thus, we obtain
directly

‖U + ω‖L∞(Ω,R2) ≥ ‖U‖L∞(Ω\Ω0,R
2) =

1

4
. (6.6)

Remark 6.3. (i) Using the lower bound for ‖U + ω‖L∞(Ω,R2) in (6.6) we see that the
crucial inequality 2C2Re‖U + ω‖L∞(Ω,R2) < 1 can only be satisfied if the Reynolds
number is “sufficiently small”. Hence, our first approach will fail in cases where the
Reynolds number becomes “too large” (cf. [112]).

(ii) Due to the unboundedness of our domain Ω, in contrast to the paper by Wieners (cf.
[112]), we have to deal with the L∞-norm whereas in the original work a L4-norm
is used (recall that U + ω /∈ L4(Ω,R2) in our considerations).
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6.2 Second Approach

The second approach uses spectral bounds to obtain the desired constants K satisfying
(A2) and K∗ with (A3) respectively. The crucial steps are based on ideas of Plum de-
scribed for instance in [85, Section 4.3] and [74, Section 9.4]. To the best of the author’s
knowledge all former applications of the same computer-assisted techniques used for un-
bounded domains up to the present day (see e.g. [14], [63], [86], [117], . . .) strongly exploit
the self-adjointness of the operator Φ−1 LU+ω and use a spectral decomposition argument
to compute K. Note that in the self-adjoint case the computation of a constant K∗ is not
needed since the self-adjointness directly yields the surjectivity of Φ−1 LU+ω which, in the
end, was a crucial assumption for a successful proof of Theorem 3.4 (cf. Section 3.2 and
proof of Theorem 1 in [14]).

At this stage we want to mention that in contrast to our approach, Nakao’s method (cf. e.g.
[68], [70], [72], [75], [76], . . .) does not require the self-adjointness. However, this method
is only applicable to bounded domains which is not the case in our considerations.

Due to the lack of self-adjointness in our application (cf. Remark 6.1), we need to find
another approach to compute constants the K and K∗ satisfying (A2) and (A3) respec-
tively. The strategy presented in the further course first was introduced on an abstract
level by Plum in [74, Section 9.4]. In this thesis we present the first application of this
approach.

As suggested in [74, Section 9.4.1.2], we rewrite assumption (A2) as follows

〈u, u〉H1
0 (Ω,R2) ≤ K2〈Φ−1 LU+ω u,Φ

−1 LU+ω u〉H1
0 (Ω,R2) for all u ∈ H(Ω). (6.7)

Hence, to obtain the desired constant K we have to determine a (positive) lower bound
for

inf
u∈H(Ω)
u6=0

〈Φ−1 LU+ω u,Φ
−1 LU+ω u〉H1

0 (Ω,R2)

〈u, u〉H1
0 (Ω,R2)

,

which leads to the computation of a (positive) lower bound σ for the spectral points of
the following eigenvalue problem in weak formulation:

u ∈ H(Ω), 〈Φ−1 LU+ω u,Φ
−1 LU+ω ϕ〉H1

0 (Ω,R2) = λ〈u, ϕ〉H1
0 (Ω,R2) for all ϕ ∈ H(Ω). (6.8)

For the computation of σ two separate tasks have to be considered. On the one hand we
have to compute a (positive) lower for the essential spectrum of (6.8) (see Section 6.2.2)
and on the other hand a (positive) lower bound for the isolated eigenvalues of (6.8) has
to be found (see Section 6.2.1). For both of these tasks we make enormous use of the
computer which will be described in the corresponding Sections.

Remark 6.4. Note that the essential spectrum of (6.8) is defined via the associated self-
adjoint operator (Φ−1 LU+ω)∗Φ−1 LU+ω. For more detailed information we refer the reader
to Section 6.2.2 and [74, Section 10.2.1].
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For the moment we suppose that we have such a lower bound σ > 0 in hand. Then, by
(6.7), assumption (A2) is satisfied for all K such that

K ≥ 1√
σ
,

i.e., it makes sense to chose K equal to 1√
σ or at least as a tight upper bound which in

general will be the case in applications since we have to take all rounding errors in the
calculation into account (cf. description of interval arithmetic in Section 3.3).

In almost the same manner, we have to compute a lower bound σ∗ > 0 for the spectral
points of the eigenvalue problem

u ∈ H(Ω), 〈(Φ−1 LU+ω)∗u, (Φ−1 LU+ω)∗ϕ〉H1
0 (Ω,R2) = λ〈u, ϕ〉H1

0 (Ω,R2) for all ϕ ∈ H(Ω),
(6.9)

and hence, the similar arguments as above show that (A3) holds true for all K∗ satisfy-
ing

K∗ ≥ 1√
σ∗
.

Using the alternative representation of the adjoint operator (see (6.4)), we can equivalently
rewrite the second eigenvalue problem (6.9) and obtain the eigenvalue problem

u ∈ H(Ω), 〈Φ−1 L̂U+ω u,Φ
−1 L̂U+ω ϕ〉H1

0 (Ω,R2) = λ〈u, ϕ〉H1
0 (Ω,R2) for all ϕ ∈ H(Ω), (6.10)

which is of the same form as the first eigenvalue problem (6.8).

Remark 6.5. We note that the positive eigenvalues of the eigenvalue problems (6.8) and
(6.9) coincide (cf. [74, bottom of p. 335]). However, one of these problems might have an
eigenvalue 0. Thus, it is not sufficient to consider only one of these eigenvalue problems,
but we have to compute a lower bound for the smallest eigenvalue for both problems. In
the case when both smallest eigenvalues are proven to be positive we a posteriori conclude
that K and K∗ coincide.

In the following we postpone the computation of the lower bound for the essential spectrum
to Section 6.2.2 and describe the procedure to compute the lower bounds for the isolated
eigenvalues of the eigenvalue problems (6.8) and (6.9) below the essential spectrum (if
such eigenvalues exist) in detail beforehand.

Since we have the alternative representation of the second eigenvalue problem (see (6.10))
at several stages in the further course we can treat both problems simultaneously concern-
ing the description of the method. Therefore, most of the following formulations contain
two parts (which sometimes are very similar) corresponding either to eigenvalue problem
(6.8) or to problem (6.9) (and (6.10) respectively). Note that, if the arguments in both
parts are quite similar, we only describe the steps of the first part in detail and add some
remarks for the second.

Before providing the details concerning the lower bounds for the isolated eigenvalues and
the essential spectrum we shortly present a strategy which allows us to compute the
defect bound δ and the norm bounds K and K∗ respectively using different approximate
solutions.
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Transfer Norm Bounds for Different Approximate Solutions

In this short Subsection we assume that a constant Kc is already computed using the
approximate solution ωc = ω̃c − V ∈ H(Ω), i.e., we consider the eigenvalue problem (6.8)
with ω replaced by the new approximate solution ωc. Hence, we suppose that we have a
constant Kc in hand such that

‖u‖H1
0 (Ω,R2) ≤ Kc‖LU+ωc u‖H(Ω)′ for all u ∈ H(Ω).

Here, the index c indicates that in our applications ωc is an approximation computed on a
coarse finite element mesh whereas the approximate solution ω (used for the computation
of the defect bound δ) is still computed on a fine finite element mesh (which in general
results in a more accurate approximate solution compared to that one on the coarse mesh)
to obtain a small defect bound δ.

Since assumptions (A1) - (A3) needed in our existence and enclosure theorem have to be
computed using the same approximate solution (cf. proof of Theorem 3.4), in the further
course we present a strategy to compute the desired norm bound K using the “coarse”
norm bound Kc.

Therefore, we first calculate

‖u‖H1
0 (Ω,R2) ≤ Kc(‖(LU+ωc −LU+ω)u‖H(Ω)′ + ‖LU+ω u‖H(Ω)′)

≤ Kc(‖LU+ωc −LU+ω‖B‖u‖H1
0 (Ω,R2) + ‖LU+ω u‖H(Ω)′) for all u ∈ H(Ω).

Now, using the definitions of LU+ωc and LU+ω respectively (cf. (3.10)) together with
Proposition 3.1 (i) and (ii) we obtain

(LU+ωc −LU+ω)u = −∆u+ BU+ωc u+ ∆u− BU+ω u = Bω̃c−ω̃ u for all u ∈ H(Ω).

Thus, the definition of Bω̃c−ω̃ (cf. (3.2)) and Lemma A.9 (i) yield

|(Bω̃c−ω̃ u)[ϕ]| = Re

∣∣∣∣
∫

Ω
([(u · ∇)(ω̃c − ω̃)] · ϕ+ [((ω̃c − ω̃) · ∇)u] · ϕ) d(x, y)

∣∣∣∣

= Re

∣∣∣∣
∫

Ω
(−[(u · ∇)ϕ] · (ω̃c − ω̃)− [((ω̃c − ω̃) · ∇)ϕ] · u) d(x, y)

∣∣∣∣
≤ 2Re‖u‖L4(Ω,R2)‖∇ϕ‖L2(Ω,R2×2)‖ω̃c − ω̃‖L4(Ω,R2)

≤ 2ReC4‖u‖H1
0 (Ω,R2)‖ϕ‖H1

0 (Ω,R2)‖ω̃c − ω̃‖L4(Ω,R2)

for all ϕ ∈ H(Ω) which, together with the first estimate, implies

‖u‖H1
0 (Ω,R2) ≤ Kc(2ReC4‖ω̃c − ω̃‖L4(Ω,R2)‖u‖H1

0 (Ω,R2) + ‖LU+ω u‖H(Ω)′) for all u ∈ H(Ω),

i.e., if 2ReC4Kc‖ω̃c − ω̃‖L4(Ω,R2) < 1 we obtain the norm bound

K :=
Kc

1− 2ReC4Kc‖ω̃c − ω̃‖L4(Ω,R2)

(6.11)

satisfying (A2).
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Remark 6.6. If both functions ω̃ and ω̃c are approximate solutions to the same (and
by numerical evidence hopefully existing) exact solution we might expect the difference
‖ω̃c − ω̃‖L4(Ω,R2) to be “small”, i.e., the new norm bound K is not much “larger” than Kc

(cf. (6.11)).

In the further course, for the reader’s convenience we omit the index c again and present
the computation of the desired lower eigenvalue bounds.

6.2.1 Bound for the Isolated Eigenvalues

Before having a closer look at our procedure to obtain the desired lower eigenvalue bounds
for our Navier-Stokes equations, we first investigate the computation of eigenvalue bounds
in an abstract setting. Therefore, let H denote a separable (complex) Hilbert space en-
dowed with the inner product 〈 · , · 〉. Moreover, we suppose that M : H ×H → C denotes
a bounded, positive definite hermitian sesquilinear form on H and consider the following
abstract eigenvalue problem in weak formulation

u ∈ H, M(u, ϕ) = λ〈u, ϕ〉 for all ϕ ∈ H. (6.12)

The methods described in the further course follow the lines in [74, Section 10.2]. Note
that the form of the eigenvalue problem (6.12) considered in this thesis slightly differs from
the eigenvalue problem in [74, (10.45)]. Nevertheless, since we suppose M to be positive
definite and hermitian, we can use M as an inner product on H to obtain an eigenvalue
problem fitting into the setting considered in [74, Section 10.2] (see also [74, Remark 10.20
(a)]).

Furthermore, recall that problem (6.12) is equivalent to an eigenvalue problem for a self-
adjoint operator R : H → H. Using this equivalence, we define the essential spectrum of
(6.12) via the essential spectrum of the operator R (cf. [74, Section 10.2.1]). In the further
course, let σ0 ∈ R ∪ {∞} denote the infimum of the essential spectrum of problem (6.12)
or R respectively. Additionally, in the following we assume for the moment that σ0 > 0.

Note that, in general applications the infimum of the essential spectrum might not be
computable explicitly. In this case, we might replace σ0 by a “slightly decreased”, but
computable, lower bound for the essential spectrum.

Now, to obtain upper bounds for the eigenvalues of problem (6.12) below the essential
spectrum, the well known Rayleigh-Ritz method comes in mind (see e.g. [108, Theorem 7.2]
or [109, Chapter 2]).

Theorem 6.7 (Rayleigh-Ritz). Let n ∈ N and v1, . . . , vn ∈ H denote linearly independent
trial functions. Moreover, define the matrices

A0 := (M(vi, vj))i,j=1,...,n and A1 := (〈vi, vj〉)i,j=1,...,n (6.13)

and let λ̂1 ≤ λ̂2 ≤ · · · ≤ λ̂n denote the eigenvalues of the matrix eigenvalue problem

A0x = λ̂A1x. (6.14)
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Then, if λ̂n < σ0, there are at least n eigenvalues of problem (6.12) below σ0 and, for the
n smallest of these, denoted by λ1 ≤ · · · ≤ λn and counted by multiplicity,

λi ≤ λ̂i for all i = 1, . . . , n

holds true.

Note that the accuracy of the upper bounds provided by Theorem 6.7 strongly depends
on the choice of the trial functions v1, . . . , vn. To obtain “good” upper bounds it makes
sense to use approximate eigenfunctions corresponding to the first n eigenvalues of problem
(6.12) as trial functions. To compute such approximate eigenfunctions, the Rayleigh-Ritz
method, as an approximation method, can be applied to a much higher number of (simple)
trial functions, for instance finite element basis functions (see Section 9.5).

At a first glance this procedure seems to be inefficient, since we have to perform two
separate eigenvalue computations. However, in our applications we need verified eigenvalue
bounds which requires interval arithmetic calculations to enclose the eigenvalues of the
matrix eigenvalue problem (6.14) (cf. Section 9.5.1). Since those interval arithmetic
eigenvalue enclosures are connected to a large computational effort, we are interested in a
small number of trial functions in the subsequent verification step. In contrast to that, the
computation of approximate eigenfunctions starting with a huge number of trial functions
needs no interval arithmetic computations at all. In our applications we use an LOBPCG
method which is an iterative eigensolver implemented in the Finite Element Software M++
(cf. Section 9.5).

The next step is about the computation of lower eigenvalue bounds which in contrast to
the previous explanations is a quite difficult task. To obtain the desired lower eigenvalue
bounds we apply a method first introduced by Lehmann (see [58]) and Maehly (see [61])
which later was improved by Goerisch (see [9]). We want to use the following (real valued)
version which can be proved using [119, Theorem 2.4] and [14, Theorem 3].

Theorem 6.8. Let X denote a vector space, b(·, ·) some positive semi-definite symmetric
bilinear form and T : H → X a linear operator satisfying

b(Tψ, Tϕ) = M(ψ,ϕ) for all ψ,ϕ ∈ H. (6.15)

Moreover, let v1, . . . , vn ∈ H be linearly independent and w1, . . . , wn satisfy

b(wj , Tϕ) = 〈vj , ϕ〉 for all ϕ ∈ H, j = 1, . . . , n. (6.16)

In addition to A0 and A1 (defined in (6.13)), set the matrix

A2 := (b(wi, wj))i,j=1,...,n .

Furthermore, let some ρ ∈ (0, σ0] be chosen such that there are at most finitely many
eigenvalues of (6.12) below ρ, and such that

[v ∈ span{v1, . . . , vn} and M(v, ϕ) = ρ〈v, ϕ〉 for all ϕ ∈ H] ⇒ v = 0. (6.17)

Let τ1 ≤ · · · ≤ τk < 0 denote the negative eigenvalues (counted by multiplicity) of the
matrix eigenvalue problem

(A0 − ρA1)x = τ(A0 − 2ρA1 + ρ2A2)x (6.18)
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(here, the matrix on the right-hand side is positive definite). Then, there are at least k
eigenvalues of problem (6.12) below ρ, and for the k largest of these, denoted by
κρk ≤ κ

ρ
k−1 ≤ · · · ≤ κ

ρ
1(< ρ) and counted by multiplicity, satisfy

κρj ≥ ρ−
ρ

1− τj
for all j = 1, . . . , k.

Similar to the Rayleigh-Ritz method, for Theorem 6.8 we use approximate eigenfunctions
v1, . . . , vn ∈ H as trial functions again. Moreover, let λ̂1 ≤ · · · ≤ λ̂n denote the corre-
sponding Rayleigh-Ritz bounds for the n smallest eigenvalues of problem (6.12) provided
by Theorem 6.7 using v1, . . . , vn as trial functions. Here, the number of trial functions n
is chosen such that λ̂n is less than σ0. If we can chose n ≥ 1, the Rayleigh-Ritz method
implies that there are at least n eigenvalues below σ0 satisfying λj ≤ λ̂j for all j = 1, . . . , n.
Moreover, we assume that we have some constant ρ ∈ (0, σ0) in hand such that there are
at most finitely many eigenvalues of (6.12) below ρ and such that ρ satisfies

λ̂n < ρ ≤ λn+1 < σ0 (6.19)

if an (n + 1)st eigenvalue of (6.12) below the essential spectrum exists. Otherwise, if no
such eigenvalue exists, ρ needs to satisfy λ̂n < ρ < σ0.

Note that, by the choice of v1, . . . , vn, the left inequality λ̂n < ρ from above implies assump-
tion (6.17) in Theorem 6.8. To prove this assertion let v =

∑n
i=1 βivi ∈ span{v1, . . . , vn}

with some β ∈ Rn, β 6= 0 and M(v, ϕ) = ρ〈v, ϕ〉H for all ϕ ∈ H. Hence, we get

(A0β)j =
n∑

i=1

βiM(vj , vi) = M(vj , v) = ρ〈vj , v〉H = ρ
n∑

i=1

βi〈vj , vi〉H = ρ(A1β)j

for all j = 1, . . . , n, i.e., A0β = ρA1β, implying ρ ∈ {λ̂1, . . . , λ̂n} (cf. Theorem 6.7) which
contradicts λ̂n < ρ (recall λ̂1 ≤ · · · ≤ λ̂n).

Furthermore, using the assumptions above we see that the matrix A0 − ρA1 in (6.18)
is negative definite (cf. [14, p. 75]) which implies that all n eigenvalues of (6.18) are
strictly negative and thus, Theorem 6.8 yields lower bounds for the n largest eigenvalues
of (6.12) below ρ. However, by ρ ≤ λn+1 these are also the n smallest eigenvalues of (6.12).
Thus, combining these lower bounds with the upper bounds provided by the Rayleigh-
Ritz method we obtain two-sided eigenvalue enclosures for the n smallest eigenvalues of
(6.12).

Therefore, the successful computation of the desired two-sided eigenvalue enclosures, or
especially the lower bounds, to the n smallest eigenvalues of problem (6.12) strongly
depends on the a-priori information (6.19) which requires an explicit lower bound ρ for
the (n + 1)st eigenvalue of problem (6.12) to be in hand. Thus, at first glance these
methods for the computation of lower eigenvalue bounds seem to be inapplicable in a
general setting. Fortunately, the a-priori lower bound ρ for the (n+ 1)st eigenvalue does
not necessarily need to be a very accurate bound since Theorem 6.8, applied with a rather
rough bound ρ, yields very precise lower bounds anyway.

In the further course, we describe a procedure to obtain the desired a-priori information,
i.e., the rough lower bound ρ, using a homotopy method (cf. [14]). Therefore, we primarily
apply Theorem 6.8 with n = 1 which yields the following Corollary:
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Corollary 6.9. Let X, b, T as in Theorem 6.8. Moreover, let v ∈ H \ {0} and w ∈ X
such that (6.16) holds (with v, w instead of vj , wj). Moreover, let ρ ∈ (0, σ0] be chosen
such that there are at most finitely many eigenvalues of (6.12) below ρ, and

M(v, v)

〈v, v〉 < ρ. (6.20)

Then, there is an eigenvalue λ of problem (6.12) satisfying

ρ〈v, v〉 −M(v, v)

ρb(w,w)− 〈v, v〉 ≤ λ < ρ. (6.21)

Note that assumption (6.20) coincides with the first inequality in (6.19) for n = 1. Thus,
the same arguments as before show that condition (6.20) implies assumption (6.17) from
Theorem 6.8.

Finally, we are left with the computation of a rough lower bound ρ for the (n + 1)st
eigenvalue. In many applications, such a lower can be obtained using a homotopy method
together with a base problem for which the first eigenvalues are explicitly known or at
least can be enclosed “easily”. In the following, we describe the application of a homotopy
method first introduced by Plum in [14] (see also [74, Section 10.2.4]) which reduces the
computational effort compared to older homotopy versions since in each homotopy step
only matrix eigenvalue problems of very small “size” (in our applications 1 or 2) need to
be solved using interval arithmetic computations.

Starting from a “base problem” (cf. [74, Section 10.2.4]), we first of all assume that a
bounded, positive definite hermitian sesquilinear form M0 : H0 ×H0 → C defined on a
second separable (complex) Hilbert space (H0, 〈 · , · 〉0) is at hand such that

H0 ⊇ H and
M0(u, u)

〈u, u〉0
≤ M(u, u)

〈u, u〉 for all u ∈ H \ {0} . (6.22)

Moreover, we suppose that a constant ρ0 ∈ R is known such that the following base
problem

u ∈ H0, M0(u, ϕ) = λ(0)〈u, ϕ〉0 for all ϕ ∈ H0 (6.23)

has exactly n0 eigenvalues λ
(0)
1 ≤ · · · ≤ λ(0)

n0 counted by multiplicity in (0, ρ0) and ρ0 ≤ σ(0)
0 ,

where σ
(0)
0 denotes the infimum of the essential spectrum of (6.23) (which is again defined

via the essential spectrum of the corresponding self-adjoint operator R(0)).

In the sense of [74, Section 10.2.4] we additionally assume that the base problem (6.23) and
problem (6.12) are homotopically connected, i.e., there exists a family (Ht, 〈 · , · 〉t)t∈[0,1] of
separable (complex) Hilbert spaces and a family (Mt)t∈[0,1] of bounded, positive definite
hermitian sesquilinear forms Mt : Ht ×Ht → C such that (H1, 〈 · , · 〉1) = (H, 〈 · , · 〉) and
M1 = M , as well as for all 0 ≤ s ≤ t ≤ 1 we assume

Hs ⊇ Ht and
Ms(u, u)

〈u, u〉s
≤ Mt(u, u)

〈u, u〉t
for all u ∈ Ht \ {0} . (6.24)

Then, for t ∈ [0, 1] we consider the family of eigenvalue problems

u ∈ Ht, Mt(u, ϕ) = λ(t)〈u, ϕ〉t for all ϕ ∈ Ht. (6.25)
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Now, (for fixed t ∈ [0, 1]) let λ
(t)
1 ≤ λ

(t)
2 · · · denote the eigenvalues of problem (6.25) below

σ
(t)
0 (with σ

(t)
0 defined again as the infimum of the essential spectrum of the associated self-

adjoint operator). Then, by assumptions (6.24) Poincaré’s min-max-principle (see [109,
Chapter 2] and [74, Theorem 10.33]) implies for 1 ≤ s ≤ t ≤ 1:

λ
(s)
j ≤ λ

(t)
j for all j ∈ N such that λ

(t)
j < σ

(t)
0 exists. (6.26)

Note that in the affirmative case the existence of λ
(t)
j < σ

(t)
0 directly implies the existence

of λ
(s)
j below the essential spectrum.

To start the homotopy (if n0 ≥ 1 holds true) we suppose that the gap between λ
(0)
n0 and

ρ0 is not “too small”. For some t1 > 0, by standard (i.e., non-verified) numerical means,

we compute approximate eigenpairs (λ̃
(t1)
j , ũ

(t1)
j ) for j = 1, . . . , n0 of problem (6.25) (with

t = t1) such that λ̃
(t1)
1 , . . . , λ̃

(t1)
n0 are ordered by magnitude. If t1 was chosen not “too

large”, we might expect to find all n0 eigenvalues below ρ0 and we might assume that the

Rayleigh quotient computed with ũ
(t1)
n0 satisfies

Mt1(ũ
(t1)
n0 , ũ

(t1)
n0 )

〈ũ(t1)
n0 , ũ

(t1)
n0 〉t1

< ρ0. (6.27)

Additionally, we are interested in choosing t1 “almost” maximal satisfying property (6.27),
i.e., such that the inequality in (6.27) is almost an equality, or t1 = 1 (where the argu-
mentation further below finishes the homotopy already). In the case t1 < 1 we use the

approximate eigenvalues λ̃
(t1)
1 , . . . , λ̃

(t1)
n0 to guess if the exact eigenvalue λ(t1) belongs to

a cluster of eigenvalues (or is a multiple eigenvalue respectively) or is a well-separated
(single) eigenvalue.

In the latter case, we apply Corollary 6.9 to problem (6.25) with t = t1 and with

(H, 〈 · , · 〉) = (Ht1 , 〈 · , · 〉t1), v = ũ
(t1)
n0 as well as ρ = ρ0 (provided an appropriate

Goerisch setting X, b, T and w
(t1)
n0 is at hand for this problem as required in Corollary 6.9)

and obtain that there exists an eigenvalue λ(t1) of the given problem (for t = t1) with

ρ1 :=
ρ0〈ũ(t1)

n0 , ũ
(t1)
n0 〉t1 −Mt1(ũ

(t1)
n0 , ũ

(t1)
n0 )

ρ0b(w
(t1)
n0 , w

(t1)
n0 )− 〈ũ(t1)

n0 , ũ
(t1)
n0 〉t1

≤ λ(t1) < ρ0 (6.28)

(cf. (6.21)), where w
(t1)
n0 satisfies b(Tϕ,w

(t1)
n0 ) = 〈ϕ, ũ(t1)

n0 〉H for all ϕ ∈ H (cf. assumptions
of Corollary 6.9). Moreover, since we know by assumption that the base problem has
precisely n0 eigenvalues in the interval (0, ρ0), the monotonicity of the eigenvalues (cf.
(6.26)) implies that problem (6.25) with t = t1 has at most n0 eigenvalues in (0, ρ0), which
together with the enclosure in (6.28) yields:

problem (6.25) with t = t1 has at most n0 − 1 eigenvalues in (0, ρ1).

If the approximate eigenfunction ũ
(t1)
n0 is computed with sufficient accuracy, the structure

of ρ1 implies that ρ1 is not “far below” ρ0. Hence, if the gap between λ
(t1)
n0 and λ

(t1)
n0−1 is not

too small (which is assumed in the current case), we expect λ
(t1)
n0 to be the only eigenvalue

in [ρ1, ρ0), and thus, that problem (6.25) with t = t1 has exactly n0 − 1 eigenvalues in
(0, ρ1).
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In the case where λ
(t1)
n0 seems to be part of an eigenvalue cluster or appears to be an

eigenvalue with higher multiplicity, instead of Corollary 6.9 we apply Theorem 6.8 directly
with n = nc ≥ 2 being the expected size of the cluster. Then, we get lower bounds for the

eigenvalues λ
(t1)
n0−nc+1, . . . , λ

(t1)
n0 and by ρ1 we denote the (lower) bound for the smallest of

these, i.e., ρ1 ≤ λ
(t1)
n0−nc+1. Again, since the base problem has exactly n0 eigenvalues in

(0, ρ0), the monotonicity of the eigenvalues (see (6.26)) implies that problem (6.25) with

t = t1 has at most n0 − nc eigenvalues in (0, ρ1). If furthermore λ
(t1)
n0−nc and λ

(t1)
n0−nc+1

are well separated (we expect this to be the case since the cluster size was assumed to

be nc) and ρ1 is not too far below λ
(t1)
n0−nc+1, we might expect that the only eigenvalues

in [ρ1, ρ0) are λ
(t1)
n0−nc+1, . . . , λ

(t1)
n0 and thus, that problem (6.25) with t = t1 has exactly

n0 − nc eigenvalues in (0, ρ1).

Hence, with

n1 :=

{
1, if λ

(t1)
n0 and λ

(t1)
n0−1 are well separated,

nc, otherwise,

we obtain that problem (6.25) with t = t1 has at most n0 − n1 eigenvalues in (0, ρ1),
and we expect that it has exactly n0 − n1 eigenvalues in (0, ρ1). Already at this stage
we could check if this expectation is true using a Rayleigh-Ritz computation, but this
is not necessary. We simply continue on the basis of this expectation, and perform a
final Rayleigh-Ritz computation at the end of the homotopy method which proves the
expectations a posteriori or shows that the homotopy was not successful (cf. [74, Section
10.2.4]).

Remark 6.10. To the best of our knowledge there exists no analytical theory for the
computation of an “optimal” new homotopy parameter t1. Nevertheless, in Section 9.5.3
we present an algorithm to obtain the desired homotopy parameter using approximate
eigenvalues.

In the second homotopy step (taking place if n0 − n1 ≥ 1 and t1 < 1), we repeat the
procedure above with 0 replaced by t1 and ρ0 replaced by ρ1: For some t2 > t1 we again

t0 = 0

λ(0)
n0

λ
(0)
n0−1

λ
(0)
n0−2

λ
(0)
n0−3

λ
(0)
n0−4

ρ0

t1

λ(t1)
n0

ρ1

t2

λ
(t2)
n0−1 ρ2

t3

λ
(t3)
n0−2

λ
(t3)
n0−3

ρ3

Figure 6.1: Possible course of the first homotopy steps
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compute approximate eigenpairs (λ̃
(t2)
j , ũ

(t2)
j ) for j = 1, . . . , n0−n1 of problem (6.25) (with

t = t2) such that

Mt2(ũ
(t2)
n0−n1

, ũ
(t2)
n0−n1

)

〈ũ(t2)
n0−n1

, ũ
(t2)
n0−n1

〉t2
< ρ1,

and such that t2 is “almost” maximal in the sense described above. The same arguments
as in the previous step imply the existence of a constant

n2 :=

{
n1 + 1, if λ

(t2)
n0−n1

and λ
(t2)
n0−n1−1 are well separated,

n1 + nc, otherwise,

where nc denotes the size of an eigenvalue cluster which λ
(t2)
n0−n1

possibly belongs to. Then
either Corollary 6.9 or Theorem 6.8 respectively, yields a lower bound ρ2 (cf. (6.28)) such
that there are at least n2 − n1 eigenvalues of problem (6.25) with t = t2 in [ρ2, ρ1), and
hence, we conclude

problem (6.25) with t = t2 has at most n0 − n2 eigenvalues in (0, ρ2).

As in the first step, we expect that problem (6.25) with t = t2 has exactly n0 − n2

eigenvalues in (0, ρ2).

We go on with this algorithm until for some r ∈ N0 either tr = 1 and nr ≤ n0 or tr < 1
and nr = 0 (in which case the homotopy cannot be continued). For the case tr = 1 the
same procedure as above yields that

problem (6.25) with t = tr = 1 has at most n := n0 − nr eigenvalues in (0, ρr). (6.29)

Hence ρ := ρr is a lower bound for the (n + 1)st eigenvalue of (6.12), but, if n ≥ 1, it is
possibly smaller than the n-th eigenvalue.

Thus, if tr = 1 and n ≥ 1, we start a (final) Rayleigh-Ritz computation for problem (6.12)
and check, if λ̂n < ρ (cf. (6.19)) holds true (it will be satisfied if all our expectations
during the homotopy steps are correct). If this check is successful, we obtain that problem
(6.12) has at least n eigenvalues in (0, ρ) implying, together with (6.29), that problem
(6.12) has precisely n eigenvalues in (0, ρ). Finally, having ρ in hand, by Theorem 6.8 we
can compute the desired lower bounds for the n smallest eigenvalues of (6.12).

Finally, if tr < 1 and n = 0 the homotopy needs to be restarted with larger values of n0

and ρ0.

Remark 6.11. (i) Introductory examples to the homotopy method presented above can
be found for instance in [74, Section 10.2.5]. For more examples we refer the reader
to several computer-assisted works (like [14], [82], [117], . . .) where the homotopy
method was applied successfully.

(ii) As mentioned earlier, at several stages the homotopy method heavily relies on the
possibility of computing verified eigenvalue enclosures of matrix eigenvalue problems
(cf. Theorem 6.7, Theorem 6.8 and Corollary 6.9). For more details about the
computation of these verified enclosures we refer the reader to Section 9.5.1.
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(iii) If the base problem (6.23) is not “too far away” from our problem (6.12) it can
directly be used as a comparison problem, i.e., our homotopy then consists of one
single step (cf. [74, beginning of Section 10.2.4]), i.e., if

λ̂n0 < λ
(0)
n0+1 ≤ λn0+1

(with λ̂n0 denoting the upper bound for the nth eigenvalue of problem (6.12) provided

by the Rayleigh-Ritz method) holds true we can directly use ρ := λ
(0)
n0+1 as the desired

“rough” lower bound for the (n + 1)st eigenvalue (of problem (6.12)) required in
Theorem 6.8.

In the further course, we apply the methods presented above to our Navier-Stokes equa-
tions to obtain the desired eigenvalue enclosures which then, together with the information
about the essential spectrum (cf. Section 6.2.2), results in the required norm bounds K
and K∗ respectively.

6.2.1.1 Eigenvalue Bounds

Now, we apply the eigenvalue methods presented in the beginning of this Section to treat
the eigenvalue problems (6.8) and (6.10) respectively. To be able to apply the algorithms
we first introduce shift parameters ν > 0 and ν̂ > 0 respectively which results in the
following shifted eigenvalue problems

u ∈ H(Ω), 〈Φ−1 LU+ω u,Φ
−1 LU+ω ϕ〉H1

0 (Ω,R2)

+ ν〈u, ϕ〉H1
0 (Ω,R2) = λν〈u, ϕ〉H1

0 (Ω,R2) for all ϕ ∈ H(Ω)
(6.30)

and

u ∈ H(Ω), 〈Φ−1 L̂U+ω u,Φ
−1 L̂U+ω ϕ〉H1

0 (Ω,R2)

+ ν̂〈u, ϕ〉H1
0 (Ω,R2) = λν̂〈u, ϕ〉H1

0 (Ω,R2) for all ϕ ∈ H(Ω)
(6.31)

with λν := λ+ ν and λν̂ := λ+ ν̂ denoting the new (shifted) eigenvalue parameters.

Obviously, due to ν > 0 and ν̂ > 0 respectively the left-hand side of the eigenvalue
problems (6.30) and (6.31) respectively defines a bounded, positive definite and symmetric
bilinear form on H(Ω), i.e., an inner product on H(Ω), which is a crucial assumption for
the eigenvalue methods introduced above.

In the sense of the abstract setting presented at the beginning of this Section we define
the left-hand side of (6.30) by

M : H(Ω)×H(Ω)→ R, M(u, ϕ) := 〈Φ−1 LU+ω u,Φ
−1 LU+ω ϕ〉H1

0 (Ω,R2) + ν〈u, ϕ〉H1
0 (Ω,R2),

i.e., our (shifted) eigenvalue problem (6.30) is now of the form (6.12) considered in the
abstract setting. Analogously, with the definition

M̂ : H(Ω)×H(Ω)→ R, M̂(u, ϕ) := 〈Φ−1 L̂U+ω u,Φ
−1 L̂U+ω ϕ〉H1

0 (Ω,R2) + ν̂〈u, ϕ〉H1
0 (Ω,R2)

the second eigenvalue problem is of the form (6.12) as well.

Since both problems (6.30) and (6.31) are of the same form, in the following we restrict our
explanations mainly to the first eigenvalue problem (6.30), whereas the second problem
can be treated mutatis mutandis. Only, at some stages we point out some fundamental
differences between both cases.
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Upper Eigenvalue Bounds

At first glance, the computation of upper eigenvalue bounds seems redundant since all
eigenvalues of our problems (6.8) and (6.9) are positive and we are interested to bound the
eigenvalues away from zero (cf. beginning of this Section). Nevertheless, to ensure that the
Lehmann-Goerisch method indeed encloses the lowest (starting from the first) eigenvalues
we need index information which is provided by the Rayleigh-Ritz Theorem 6.7.

Now, let ũ1, . . . , ũn ∈ H(Ω) denote approximate eigenfunctions to the first n eigenvalues
of the shifted problem (6.30) (which are also eigenfunctions to the first n eigenvalues
of problem (6.8)). Thus, applying Theorem 6.7 we obtain upper bounds for the first
n eigenvalues of problem (6.30) if they exist below the essential spectrum (or below σ0

respectively). Having a closer look at Theorem 6.7 we see that the matrices

A0 = (M(ũi, ũj))i,j=1,...,n

=
(
〈Φ−1 LU+ω ũi,Φ

−1 LU+ω ũj〉H1
0 (Ω,R2) + ν〈ũi, ũj〉H1

0 (Ω,R2)

)
i,j=1,...,n

(6.32)

and A1 :=
(
〈ũi, ũj〉H1

0 (Ω,R2)

)
i,j=1,...,n

have to be computed with the approximate eigenfunc-

tions used as (linearly independent) trial functions. Obviously, since Φ−1 LU+ω ũi is not
explicitly known for all i = 1, . . . , n the computation of the matrix A0 (in contrast to the
computation of A1) is not possible directly. Thus, Rayleigh-Ritz’ Theorem 6.7 cannot be
applied in our situation without further effort.

To overcome these difficulties and to obtain upper eigenvalue bounds for our eigenvalue
problem (6.30) anyway, we follow the lines by Plum in [74, Section 9.4.1.2]. As described in
[74], replacing the matrix A0 in Theorem 6.7 by any hermitian matrix Ã0 such that Ã0−A0

is positive semi-definite, the Rayleigh-Ritz Theorem 6.7 still provides upper bounds for
the eigenvalues of the shifted problem (6.30). Taking a look at the proof of the Rayleigh-
Ritz method we see that the new bounds are not much worse than the original ones if
the difference Ã0 − A0 is “small” (cf. [74, Section 9.4.1.2]). Hence, in the further course
we present one possibility to replace A0 by a suitable hermitian matrix Ã0 for which its
entries are computable explicitly.

Following the lines in [74, Section 9.4.1.2] we use the definition of LU+ω (see (3.9)) and Φ
(see (2.14)) to rewrite the entries of A0 defined in (6.32) as follows:

(A0)i,j = 〈Φ−1((−∆ + σ)ũi + (BU+ω−σ)ũi),Φ
−1((−∆ + σ)ũj + (BU+ω−σ)ũj)〉H1

0 (Ω,R2)

+ ν〈ũi, ũj〉H1
0 (Ω,R2)

= (1 + ν)〈ũi, ũj〉H1
0 (Ω,R2) + 〈Φ−1(BU+ω−σ)ũi,Φ

−1(BU+ω−σ)ũj〉H1
0 (Ω,R2)

+ 〈ũi,Φ−1(BU+ω−σ)ũj〉H1
0 (Ω,R2) + 〈Φ−1(BU+ω−σ)ũi, ũj〉H1

0 (Ω,R2)

for all i, j = 1, . . . , n.

Applying (2.16) and inserting the definition of BU+ω (see (3.2)) the terms containing Φ



80 6 Computation of the Norm Bounds

only on one side of the inner product can equivalently be written as

〈ũi,Φ−1(BU+ω−σ)ũj〉H1
0 (Ω,R2) + 〈Φ−1(BU+ω−σ)ũi, ũj〉H1

0 (Ω,R2)

= ((BU+ω−σ)ũj)[ũi] + ((BU+ω−σ)ũi)[ũj ]

=

∫

Ω
(Re[(ũj · ∇)(U + ω) + ((U + ω) · ∇)ũj ]− σũj) · ũi d(x, y)

+

∫

Ω
(Re[(ũi · ∇)(U + ω) + ((U + ω) · ∇)ũi]− σũi) · ũj d(x, y).

Moreover, using Lemma A.10 (i) we calculate
∫

Ω
[((U + ω) · ∇)ũj ] · ũi d(x, y) = −

∫

Ω
[((U + ω) · ∇)ũi] · ũj d(x, y),

which together with the formulations above implies

〈ũi,Φ−1(BU+ω−σ)ũj〉H1
0 (Ω,R2) + 〈Φ−1(BU+ω−σ)ũi, ũj〉H1

0 (Ω,R2) =

∫

Ω
ũTi GU+ω ũj d(x, y).

where we use the abbreviation

GU+ω := Re[∇(U + ω) + (∇(U + ω))T ]− 2σ id . (6.33)

Altogether, we obtain the following representation for the entries of A0:

(A0)i,j = M(ũi, ũj) = (1 + ν)〈ũi, ũj〉H1
0 (Ω,R2) +

∫

Ω
ũTi GU+ω ũj d(x, y)

+ 〈Φ−1(BU+ω−σ)ũi,Φ
−1(BU+ω−σ)ũj〉H1

0 (Ω,R2)

(6.34)

for all i, j = 1, . . . , n.

With the matrix

D :=
(
〈Φ−1(BU+ω−σ)ũi,Φ

−1(BU+ω−σ)ũj〉H1
0 (Ω,R2)

)
i,j=1,...,n

introduced in [74, Section 9.4.1.2] as well, [74, Lemma 9.22] reads as follows:

Lemma 6.12. For i = 1, . . . , n let ρ
(x)
i , ρ

(y)
i ∈ L2(Ω,R2) with

∂ρ
(x)
i
∂x +

∂ρ
(y)
i
∂y ∈ L2(Ω,R2)

and define the matrix

D̃ : =

(
〈ρ(x)
i , ρ

(x)
j 〉L2(Ω,R2) + 〈ρ(y)

i , ρ
(y)
j 〉L2(Ω,R2)

+
1

σ

〈
∂ρ

(x)
i

∂x
+
∂ρ

(y)
i

∂y
+ (BU+ω−σ)ũi,

∂ρ
(x)
j

∂x
+
∂ρ

(y)
j

∂y
+ (BU+ω−σ)ũj

〉

L2(Ω,R2)

)

i,j=1,...,n

.

Then the following assertions hold true:

(i) D̃ −D is positive semi-definite.

(ii) D̃ = D if ρ
(z)
i := ∂

∂zΦ−1(BU+ω−σ)ũi ∈ L2(Ω,R2) for all i = 1, . . . , n and z ∈ {x, y}.
Note that for this choice we have

∂ρ
(x)
i

∂x
+
∂ρ

(y)
i

∂y
= σΦ−1(BU+ω−σ)ũi − (BU+ω−σ)ũi ∈ L2(Ω,R2) for all i = 1, . . . , n.
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Proof. (i) The proof is similar to [74, Proof of Lemma 9.22].

(ii) Let ρ
(z)
i := ∂

∂zΦ−1(BU+ω−σ)ũi ∈ L2(Ω,R2) for all i = 1, . . . , n and z ∈ {x, y}. Then,
using the definition of Φ (see (2.14)) we calculate

∂ρ
(x)
i

∂x
+
∂ρ

(y)
i

∂y
=

∂2

∂x2
Φ−1(BU+ω−σ)ũi +

∂2

∂y2
Φ−1(BU+ω−σ)ũi

= (σ − (−∆ + σ))Φ−1(BU+ω−σ)ũi

= σΦ−1(BU+ω−σ)ũi − (BU+ω−σ)ũi

for all i = 1, . . . , n. Moreover, using this equality and the definition of the inner
product on H(Ω) (see (2.5)) we obtain

(D̃)i,j =

〈
∂

∂x
Φ−1(BU+ω−σ)ũi,

∂

∂x
Φ−1(BU+ω−σ)ũj

〉

L2(Ω,R2)

+

〈
∂

∂y
Φ−1(BU+ω−σ)ũi,

∂

∂y
Φ−1(BU+ω−σ)ũj

〉

L2(Ω,R2)

+
1

σ
〈σΦ−1(BU+ω−σ)ũi, σΦ−1(BU+ω−σ)ũj〉L2(Ω,R2)

= 〈Φ−1(BU+ω−σ)ũi,Φ
−1(BU+ω−σ)ũj〉H1

0 (Ω,R2) = Di,j

for all i, j = 1, . . . , n which proves the assertion.

Thus, Lemma 6.12 together with definition (6.34) implies that for

(Ã0)i,j := (1 + ν)〈ũi, ũj〉H1
0 (Ω,R2) +

∫

Ω
ũTi GU+ω ũj d(x, y) + D̃i,j

for all i, j = 1, . . . , n (with D̃ defined as in Lemma 6.12) the difference Ã0−A0 is positive

semi-definite for arbitrary ρ
(x)
i , ρ

(y)
i ∈ L2(Ω,R2) such that

∂ρ
(x)
i
∂x +

∂ρ
(y)
i
∂y ∈ L2(Ω,R2). Hence,

as mentioned above performing a Rayleigh-Ritz computation with A0 replaced by Ã0 we
obtain larger but computable upper eigenvalue bounds for our eigenvalue problem (6.30).

To get only “slightly” larger bounds we have to chose Ã0, i.e., ρ
(x)
i , ρ

(y)
i ∈ L2(Ω,R2), such

that the difference Ã0 −A0 is “small”. Therefore, we use the strategy presented by Plum
in [74, p. 338], i.e., we approximately minimize the diagonal entries D̃i,i for all i = 1, . . . , n

over all admissible ρ
(x)
i , ρ

(y)
i ∈ L2(Ω,R2) such that

∂ρ
(x)
i
∂x +

∂ρ
(y)
i
∂y ∈ L2(Ω,R2). However, in

our minimization process the space of admissible ρ
(x)
i , ρ

(y)
i ∈ L2(Ω,R2) is restricted to a

suitable subspace, i.e., we minimize the functionals Ji : H(div,Ω,R2×2)→ R defined by

Ji

[
(ρ

(x)
i , ρ

(y)
i )
]

:=
∥∥∥ρ(x)

i

∥∥∥
2

L2(Ω,R2)

+
∥∥∥ρ(y)

i

∥∥∥
2

L2(Ω,R2)

+
1

σ

∥∥∥∥∥
∂ρ

(x)
i

∂x
+
∂ρ

(y)
i

∂y
+ (BU+ω−σ)ũi

∥∥∥∥∥

2

L2(Ω,R2)

for all i = 1, . . . , n. We note that with the choice H(div,Ω,R2×2) as domain for the

functionals Ji the assumption
∂ρ

(x)
i
∂x +

∂ρ
(y)
i
∂y ∈ L2(Ω,R2) required for Lemma 6.12 is satisfied
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by construction. In practice, in our computations we actually choose an appropriate (finite-
dimensional) finite element subspace of H(div,Ω,R2×2), for instance, we can use Raviart
Thomas finite elements in our approximation procedure.

We close this paragraph with some remarks on our second (shifted) eigenvalue problem
(6.31). Similar calculations as above but now using the definition of B̂U+ω (see (6.2))
yield

〈ũi,Φ−1(B̂U+ω−σ)ũj〉H1
0 (Ω,R2) + 〈Φ−1(B̂U+ω−σ)ũi, ũj〉H1

0 (Ω,R2) =

∫

Ω
ũTi GU+ω ũj d(x, y).

Thus, in the adjoint case the matrix A0 defined in (6.34) is replaced by the following
definition:

(A0)i,j = (1 + ν)〈ũi, ũj〉H1
0 (Ω,R2) +

∫

Ω
ũTi GU+ω ũj d(x, y)

+ 〈Φ−1(B̂U+ω−σ)ũi,Φ
−1(B̂U+ω−σ)ũj〉H1

0 (Ω,R2).

(6.35)

Finally, we can adapt Lemma 6.12 suitably to treat our second problem (6.31) similarly
to the first one (see (6.30)).

Remark 6.13. Having computed upper bounds (λν)1, . . . , (λν)n for the shifted problem
(6.30) (with eigenvalues (λν)1, . . . , (λν)n) the retransformation λ = λν − ν yields asso-
ciated upper bounds λ1, . . . , λn for the original problem (6.8), i.e., λi = (λν)i − ν for all
i = 1, . . . , n. Similarly, we obtain upper bounds for the eigenvalues of the second eigenvalue
problem (6.9) provided upper bounds for the shifted problem (6.31) are computed already.

Lower Eigenvalue Bounds

To obtain the desired lower eigenvalue bounds for both problems (6.30) and (6.31) respec-
tively using the methods presented at the beginning of this Subsection we have to find
an appropriate Goerisch setting for Theorem 6.8 (cf. “XbT-setting” introduced in [74,
Lemma 10.25]).

First of all, we use similar computations as above (cf. (6.34) with ũi, ũj replaced by
arbitrary u, ϕ ∈ H(Ω)) to obtain an equivalent formulation for the left-hand side of our
shifted eigenvalue problem (6.30):

M(u, ϕ) = (1 + ν)〈u, ϕ〉H1
0 (Ω,R2) +

∫

Ω
uT GU+ω ϕd(x, y)

+ 〈Φ−1(BU+ω−σ)u,Φ−1(BU+ω−σ)ϕ〉H1
0 (Ω,R2) for all u, ϕ ∈ H(Ω),

(6.36)

where we use the same abbreviation as in the previous Section (cf. (6.33)).

Thus, in the sense of the Goerisch extension of Temple-Lehmann’s method (cf. Theo-
rem 6.8) we choose X := L2(Ω,R2×2) × L2(Ω,R2) × H(Ω) × L2(Ω,R2). Moreover, the
equality (6.36) suggests to define the bilinear form b : X ×X → R needed in Theorem 6.8
as follows

b(w, ŵ) := (1 + ν)〈w1, ŵ1〉L2(Ω,R2×2) + νσ〈w2, ŵ2〉L2(Ω,R2)

+

∫

Ω
wT2 GU+ω ŵ2 d(x, y) + 〈w3, ŵ3〉H1

0 (Ω,R2) + σ〈w4, ŵ4〉L2(Ω,R2).
(6.37)
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Since GU+ω is symmetric we directly obtain that b defines a symmetric bilinear form on
X. Having a closer look at the definition of b we see that b is positive semi-definite if we
have

νσ〈v, v〉L2(Ω,R2) +

∫

Ω
vT GU+ω v d(x, y) ≥ 0 for all v ∈ L2(Ω,R2). (6.38)

At this stage, we note that we have to choose σ > 0 because otherwise (if the first term
vanishes) the inequality above might be wrong. Therefore, in the further course we assume
σ > 0. Then, using the definition of GU+ω (see (6.33)) and Lemma A.9 (ii) we calculate

∫

Ω
vT GU+ω v d(x, y) = 2

(
Re

∫

Ω
vT (∇(U + ω))v d(x, y)− σ〈v, v〉L2(Ω,R2)

)

≥ −2 (Re‖∇(U + ω)‖L∞(Ω,R2×2) + σ) 〈v, v〉L2(Ω,R2)

(6.39)

for all v ∈ L2(Ω,R2). Hence, (6.38) is satisfied and thus b is positive semi-definite on X if
we fix our shift parameter ν such that

ν ≥ 2

(
Re

σ
‖∇(U + ω)‖L∞(Ω,R2×2) + 1

)
> 0.

Finally, the operator

T : H(Ω)→ X, Tu := (∇u, u,Φ−1(BU+ω−σ)u, u)T (6.40)

completes our Goerisch setting for the computation of lower eigenvalue bounds for problem
(6.30). Moreover, using (6.36) we calculate

b(Tu, Tϕ) = (1 + ν)〈∇u,∇ϕ〉L2(Ω,R2×2) + νσ〈u, ϕ〉L2(Ω,R2) +

∫

Ω
uT GU+ω ϕd(x, y)

+ 〈Φ−1(BU+ω−σ)u,Φ−1(BU+ω−σ)ϕ〉H1
0 (Ω,R2) + σ〈u, ϕ〉L2(Ω,R2)

= M(u, ϕ) for all u, ϕ ∈ H(Ω),

hence, condition (6.15) in Theorem 6.8 is satisfied.

The remaining task required to apply Theorem 6.8 to our eigenvalue problem is the com-
putation of functions wi = ((wi)1, (wi)2, (wi)3, (wi)4)T ∈ X for each i = 1, . . . , n such that
b(wi, Tϕ) = 〈ũi, ϕ〉H1

0 (Ω,R2) for all ϕ ∈ H(Ω) (cf. (6.16)). Thus, in the following we fix
i ∈ {1, . . . , n} and omit the index i in the further course, i.e., condition (6.16) now reads
as

(1 + ν)〈w1,∇ϕ〉L2(Ω,R2×2) + νσ〈w2, ϕ〉L2(Ω,R2) +

∫

Ω
wT2 GU+ω ϕd(x, y) (6.41)

+ 〈w3,Φ
−1(BU+ω−σ)ϕ〉H1

0 (Ω,R2) + σ〈w4, ϕ〉L2(Ω,R2) = 〈ũ, ϕ〉H1
0 (Ω,R2) for all ϕ ∈ H(Ω).

Before we can solve the equation above for one of the components, using (2.16), the
definition of BU+ω (see (3.2)), Lemma A.10 (ii) and the definition of B̂U+ω (see (6.2)) we
calculate (cf. (6.1))

〈w3,Φ
−1(BU+ω−σ)ϕ〉H1

0 (Ω,R2)

= ((BU+ω−σ)ϕ)[w3] = 〈(BU+ω−σ)ϕ,w3〉L2(Ω,R2)

=

∫

Ω
(Re[(ϕ · ∇)(U + ω) + ((U + ω) · ∇)ϕ]− σϕ) · w3 d(x, y)

=

∫

Ω
ϕT
(
Re[(∇(U + ω))Tw3 − (∇w3)(U + ω)]− σw3

)
d(x, y)

= 〈(B̂U+ω−σ)w3, ϕ〉L2(Ω,R2) for all ϕ ∈ H(Ω).

(6.42)
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Inserting this result into (6.41) and using the symmetry of GU+ω we obtain the following
condition for w:

0 = 〈(1 + ν)w1 −∇ũ,∇ϕ〉L2(Ω,R2×2) (6.43)

+ 〈νσw2 + GU+ω w2 + (B̂U+ω−σ)w3 + σw4 − σũ, ϕ〉L2(Ω,R2) for all ϕ ∈ H(Ω)

In the further course we consider the new variable w5 ∈ H(div,Ω,R2×2), i.e.,
w5 ∈ L2(Ω,R2×2) such that the “row-wise” divergence is an element of L2(Ω,R2) (c.f.
(2.8)) . In turn, we fix

w1 :=
1

1 + ν
(w5 +∇ũ) (6.44)

and thus, using integration by parts we obtain

〈(1 + ν)w1 −∇ũ,∇ϕ〉L2(Ω,R2×2) = 〈w5,∇ϕ〉L2(Ω,R2×2)

=

∫

Ω
(w5)1 · ∇ϕ1 d(x, y) +

∫

Ω
(w5)2 · ∇ϕ2 d(x, y)

= −
∫

Ω
div(w5)1ϕ1 d(x, y)−

∫

Ω
div(w5)2ϕ2 d(x, y)

= −〈divw5, ϕ〉L2(Ω,R2)

(6.45)

for all ϕ ∈ H(Ω) where (w5)j denotes the j-th row of w5 (cf. Section 2.1). This equality
together with condition (6.43) implies

0 = 〈−divw5 + νσw2 + GU+ω w2 + (B̂U+ω−σ)w3 + σw4 − σũ, ϕ〉L2(Ω,R2)

for all ϕ ∈ H(Ω) which can be “solved” for the fourth component, i.e., we choose

w4 :=
1

σ

(
divw5 − νσw2 −GU+ω w2 − (B̂U+ω−σ)w3 + σũ

)
. (6.46)

Finally, for arbitrary components w2 ∈ L2(Ω,R2), w3 ∈ H(Ω) and w5 ∈ L2(Ω,R2) such

that ∂(w5)1

∂x + ∂(w5)2

∂y ∈ L2(Ω,R2) Theorem 6.8 provides lower bounds for our eigenvalue
problem (6.30). However, to obtain “good” bounds we follow the lines in [74, Remark
10.26 (c)], i.e., we approximately minimize b(w,w) over w2, w3 and w5 in a suitable finite
element subspace. Here, b is defined by (6.37) where the choices for w1 (see (6.44)) and
w4 (see (6.46)) are used to obtain a functional only in the variables w2, w3 and w5. This
minimization strategy will be discussed in the further course.

Therefore, inserting the definitions of w1 and w4 into the bilinear form b (cf. (6.37)) we
obtain

b(w,w) =
1

1 + ν
‖w5 +∇ũ‖2L2(Ω,R2×2) + νσ‖w2‖2L2(Ω,R2)

+

∫

Ω
wT2 GU+ω w2 d(x, y) + ‖w3‖2H1

0 (Ω,R2)

+
1

σ
‖divw5 − νσw2 −GU+ω w2 − (B̂U+ω−σ)w3 + σũ‖2L2(Ω,R2),

i.e., we have to minimize the functional J : H(div,Ω,R2×2)× L2(Ω,R2)×H(Ω) → R
defined by the right-hand side of the previous identity (with the variables ordered as
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(w5, w2, w3)). Again, the additional assumption on w5 is satisfied by construction. More-
over, similar as in the minimization procedure for the Rayleigh-Ritz method we choose a
suitable finite element subspace of H(div,Ω,R2×2)×L2(Ω,R2)×H(Ω) to run our numeri-
cal algorithm. In our applications we actually choose quadratic Lagrangian finite elements
for each component which yields a solution in the desired spaces by construction.

Remark 6.14. We note that minimizing b over all variables (w5, w2, w3) results in a
relatively high computational effort for the computation of w (corresponding to ũ). To
slightly reduce the computational effort we might use the strategy presented for example in
[14, middle of p. 77]. Therefore, let λ̃ denote the approximate eigenvalue corresponding
to the approximate eigenfunction ũ of the shifted eigenvalue problem (6.30). Then, we can
choose w2 = 1

λ̃
ũ ∈ L2(Ω,R2) and minimize b only over the remaining variables (w5, w3)

which in our applications results in “slightly worse” lower bounds in the Goerisch method.

To the end of this paragraph we shortly present the strategy for the second eigenvalue
problem (6.31). Analogously to (6.36) (cf. (6.35)) we obtain

M̂(u, ϕ) = (1 + ν)〈u, ϕ〉H1
0 (Ω,R2) +

∫

Ω
uT GU+ω ϕd(x, y)

+ 〈Φ−1(B̂U+ω−σ)u,Φ−1(B̂U+ω−σ)ϕ〉H1
0 (Ω,R2) for all u, ϕ ∈ H(Ω),

(6.47)

where we again use the abbreviation GU+ω defined in (6.33).

Therefore, we can use the Goerisch setting presented above (cf. (6.37) and (6.40)) with the
third component of Tu replaced by Φ−1(B̂U+ω−σ)u. The same arguments as in (6.42) yield
〈Φ−1(B̂U+ω−σ)w3, ϕ〉H1

0 (Ω,R2) = 〈(BU+ω−σ)ϕ,w3〉L2(Ω,R2) for all ϕ ∈ H(Ω) which directly
implies that condition (6.16) of Theorem 6.8 now reads as

0 = 〈(1 + ν)w1 −∇ũ,∇ϕ〉L2(Ω,R2×2)

+ 〈νσw2 + GU+ω w2 + (BU+ω−σ)w3 + σw4 − σũ, ϕ〉L2(Ω,R2) for all ϕ ∈ H(Ω),

i.e., for our second problem we obtain the required condition by replacing (B̂U+ω−σ)w3 by
(BU+ω−σ)w3 in (6.43). The same replacement in (6.46) yields the formula for w4 whereas
the formula for w1 remains the same as in the previous case. Finally, we are left with a
minimization procedure for b(w,w) over w5, w2 and w3 on a suitable finite dimensional
subspace of H1(Ω,R2×2)×L2(Ω,R2)×H(Ω) again to obtain “good” lower bounds for our
eigenvalue problem (6.31).

Having a closer look at the remarks presented after Theorem 6.8 we see that we finally have
to compute a “rough” lower bound ρ for the (n+1)st eigenvalue if such an eigenvalue exists
below the essential spectrum. Thus, in the following paragraph we describe the appliance
of the homotopy method presented at the beginning of this Subsection to obtain the desired
bound ρ for both eigenvalue problems (6.30) and (6.31) respectively.

6.2.1.2 A Collection of Homotopy Methods

In the further course we present a procedure to compute the desired “rough” lower bound
ρ for the (n + 1)st eigenvalue (needed to apply Theorem 6.8) for the eigenvalue prob-
lems (6.30) and (6.31) respectively by a homotopy method. Actually, we perform several
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different homotopy methods successively starting with a coefficient homotopy followed
by a domain deformation homotopy and finally, we perform a homotopy to fade out the
solenoidal condition in the space (Note that this is the order of constructing the different
homotopy methods and not the order of application).

Although the abstract description of the homotopy method presented above requires the
base problem in advance, in this Section we start our explanations with the homotopy
of the bilinear forms (cf. (6.24)) since the appropriate base problem is somehow a direct
consequence of choosing appropriate bilinear forms for the homotopy methods.

At this stage, we briefly recall the structure of the approximate solution

ω̃ =

{
ω̃0, in Ω0,

0, in Ω \ Ω0,

introduced in Section 3.2 (cf. (3.7)). Hence, there exists some radius R > 0 such that
Ω0 ⊆ SR ∩ Ω =: ΩR with SR := (−R,R) × (0, 1) (see also Remark 4.2). Moreover, from
the construction of the auxiliary function V (cf. Section 4.1) and the definition of ω (see
(3.8)) we conclude that supp(ω) is contained in the bounded part ΩR. Since during our
homotopy we are going to enlarge our domain to the entire strip S we also extend our
approximation ω by zero on S \ Ω. We note that in the further course also the extended
approximation will be denoted by ω where it becomes clear from the context whether the
approximation on Ω or on the entire strip S is meant.

In the following, we present two possibilities to perform a homotopy for our eigenvalue
problems (6.8) and (6.9). Both versions of our homotopy result in a base problem of the
same structure which will be discussed in the next Section.

A Straightforward Coefficient Homotopy (First Approach)

For our first approach we use the same strategy as in the computation of the upper and
lower eigenvalue bounds (cf. Section 6.2.1.1), i.e., we use the representation

M(u, ϕ) = (1 + ν)〈u, ϕ〉H1
0 (Ω,R2) +

∫

Ω
uT GU+ω ϕd(x, y)

+ 〈Φ−1(BU+ω−σ)u,Φ−1(BU+ω−σ)ϕ〉H1
0 (Ω,R2) for all u, ϕ ∈ H(Ω),

of the bilinear form M again (cf. (6.36)).

In the further course we are going to estimate the term
∫

Ω u
T GU+ω ud(x, y) from below.

Therefore, introducing the abbreviation G̃U+ω := GU+ω +2σ id and using the fact that ω
vanishes outside of ΩR (cf. (6.33)) we obtain

G̃U+ω = Re[∇U + (∇U)T ] =

(
0 Re(1− 2y)

Re(1− 2y) 0

)
in Ω \ ΩR.

Hence, for fixed (x, y) ∈ Ω\ΩR we get the representation λmin(G̃U+ω(x, y)) = −Re |1− 2y|
for the minimal eigenvalue of G̃U+ω(x, y) which directly implies

inf
(x,y)∈Ω\ΩR

λmin(G̃U+ω(x, y)) = −Re.
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Thus, together with the definition of G̃U+ω and GU+ω respectively (cf. (6.33)) we con-
clude ∫

Ω\ΩR
uT GU+ω u d(x, y) ≥ −(2σ +Re)

∫

Ω\ΩR
|u|2 d(x, y). (6.48)

For the remaining region ΩR we calculate

G̃U+ω = Re[∇(U + ω) + (∇(U + ω))T ]

=


 2Re∂ω1

∂x Re
(

1− 2y + ∂ω1
∂y + ∂ω2

∂x

)

Re
(

1− 2y + ∂ω1
∂y + ∂ω2

∂x

)
−2Re∂ω1

∂x


 in ΩR,

where we used the fact that ω is a solenoidal function, i.e., 0 = div(ω) = ∂ω1
∂x + ∂ω2

∂y holds
true.

Similar as above we compute the minimal eigenvalue

λmin(G̃U+ω(x, y)) = −Re
√

4

(
∂ω1

∂x

)2

+

(
1− 2y +

∂ω1

∂y
+
∂ω2

∂x

)2

for all (x, y) ∈ ΩR

and define

−τ :=
1

Re
inf

(x,y)∈ΩR
λmin(G̃U+ω(x, y)) ≤ 0.

The same arguments as above imply
∫

ΩR

uT GU+ω ud(x, y) ≥ −(2σ +Re τ)

∫

ΩR

|u|2 d(x, y). (6.49)

Remark 6.15. To obtain the desired lower bound −τ we compute enclosures of the ranges
of ∂ω1

∂x , ∂ω1
∂y and ∂ω2

∂x respectively by the techniques presented in Section 5.1. Therefore, we
again use the Bernstein expansion for the (polynomial) terms and apply the enclosure
result in (5.7).

Combining both estimates (6.48) and (6.49) we obtain the following estimate on the entire
domain Ω:

∫

Ω
uT GU+ω ud(x, y) ≥ −(2σ +Re)

∫

Ω
u2 d(x, y)−Re(τ − 1)

∫

ΩR

|u|2 d(x, y).

Hence, using Sobolev’s embedding constant C2 (see (2.12)) we are in a position to estimate
our bilinear form M from below by

M(u, u) ≥ (1 + ν − C2
2(2σ +Re))〈u, u〉H1

0 (Ω,R2) −Re(τ − 1)

∫

ΩR

|u|2 d(x, y) (6.50)

for all u ∈ H(Ω). Introducing the constants γ1 := 1− C2
2(2σ +Re) and γ2 := Re(τ − 1)

inspired by the right-hand side we define the bilinear form M0 : H(Ω)×H(Ω) → R for
the base problem of our first (coefficient) homotopy by

M0(u, ϕ) := (γ1 + ν)〈u, ϕ〉H1
0 (Ω,R2) − γ2

∫

ΩR

u · ϕd(x, y) for all u, ϕ ∈ H(Ω) (6.51)
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which now (by (6.50)) satisfies the crucial inequality (6.22) needed for the homotopy
method. Note that in this case the spaces H0 = H(Ω) and H = H(Ω) (and thus the inner
products) coincide.

In the context of our base problem (cf. Section 6.2.1.3) we require the constant γ1 to be
positive. Therefore, in the further course we assume that γ1 > 0. Having a closer look at
the definition of γ1 again, we realize that γ1 > 0 obviously cannot hold true for arbitrarily
large Reynolds numbers, i.e., our homotopy approach only applies to the case of “small”
Reynolds numbers. To overcome this difficulty we introduce a more complex version in
the subsequent Section.

Moreover, if γ2 ≤ 0 we can estimate the second term from below by 0 as well which will
result in the bilinear form M0(u, ϕ) := (γ1 +ν)〈u, ϕ〉H1

0 (Ω,R2). In the affirmative case, γ1 +ν
is a lower bound for the spectral points of the shifted eigenvalue problem (6.30). Since
we assumed γ1 > 0 it is the desired lower bound for the spectral points of the original
eigenvalue problem (6.8). However, since in all our applications the case γ2 ≤ 0 is not
appearing we do not go into further details and assume the “difficult” case γ2 > 0 in the
following.

In the case γ2 > 0 we actually have to perform a (coefficient) homotopy to obtain the
desired lower bound for the eigenvalues of our original problem (6.8). Therefore, in
view of the abstract setting for the homotopy (see (6.24)) we define the family of spaces
(Ht, 〈 · , · 〉t) := (H(Ω), 〈 · , · 〉H1

0 (Ω,R2)) for all t ∈ [0, 1] and the family (Mt)t∈[0,1] of bilinear
forms by

Mt(u, ϕ) := tM(u, ϕ) + (1− t)M0(u, ϕ) for all u, ϕ ∈ Ht = H(Ω). (6.52)

Hence, applying the inequality above again for fixed u ∈ H(Ω) we calculate

Mt(u, u)−Ms(u, u) = (t− s)(M(u, u)−M0(u, u)) ≥ 0 for all 0 ≤ s ≤ t ≤ 1

which implies the desired inequalities for the quotients Mt(u,u)
〈u,u〉H1

0 (Ω,R2)
(cf. (6.24)).

Thus, to apply the homotopy method with the setting presented above we need information
about the eigenvalues of the base problem

u ∈ H(Ω),

(γ1 + ν)〈u, ϕ〉H1
0 (Ω,R2) − γ2

∫

ΩR

u · ϕd(x, y) = λν〈u, ϕ〉H1
0 (Ω,R2) for all ϕ ∈ H(Ω).

(6.53)

However, due to the “complicated” domain Ω we cannot compute (or enclose) the eigenval-
ues of this (first) base problem directly. Thus, we perform a (second) domain deformation
homotopy (see corresponding Section afterwards) to obtain the desired information about
the eigenvalues of problem (6.53).

Finally, we shortly present the Goerisch setting (cf. Theorem 6.8 and Corollary 6.9 respec-
tively) which is needed to obtain the lower bounds in each homotopy step (cf. description
of the homotopy method presented in the beginning of Section 6.2.1). Therefore, we first
fix the vector space X := L2(Ω,R2×2)× L2(Ω,R2)×H(Ω)× L2(Ω,R2) and

T : H(Ω)→ X, Tu := (∇u, u,Φ−1(BU+ω−σ)u, u)T
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which coincide with the definitions for the Goerisch setting for the shifted eigenvalue
problem (6.30) presented in Section 6.2.1.1. Moreover, for any t ∈ [0, 1] we consider the
bilinear form bt : X ×X → R given by

bt(w, ŵ) := (t+ (1− t)γ1 + ν)〈w1, ŵ1〉L2(Ω,R2×2) + σ(t+ (1− t)γ1 + ν − 1)〈w2, ŵ2〉L2(Ω,R2)

+ t

∫

Ω
wT2 GU+ω ŵ2 d(x, y)− (1− t)γ2

∫

ΩR

w2 · ŵ2 d(x, y)

+ t〈w3, ŵ3〉H1
0 (Ω,R2) + σ〈w4, ŵ4〉L2(Ω,R2).

Then, for fixed t ∈ [0, 1] from the definition of bt we conclude that bt is positive semi-
definite if

0 ≤ σ(t+ (1− t)γ1 + ν − 1)〈v, v〉L2(Ω,R2) + t

∫

Ω
vT GU+ω v d(x, y)

− (1− t)γ2

∫

ΩR

v · v d(x, y)

holds true for all v ∈ L2(Ω,R2) (recall that γ1, γ2 > 0 in our considerations). Using
inequality (6.39) from the previous Section again we obtain

σ(t+ (1− t)γ1 + ν − 1)〈v, v〉L2(Ω,R2) + t

∫

Ω
vT GU+ω v d(x, y)

− (1− t)γ2

∫

ΩR

v · v d(x, y)

≥ (σ(ν − 1)− 2(Re‖∇(U + ω)‖L∞(Ω,R2×2) + σ)− γ2) 〈v, v〉L2(Ω,R2)

for all v ∈ L2(Ω,R2). We note that this estimate could be sightly improved, but in all
our examples it turned out that our “rough” estimate is sufficient. Hence, fixing the shift
parameter ν such that

ν ≥ 2Re‖∇(U + ω)‖L∞(Ω,R2×2) + γ2

σ
+ 3 > 0

directly implies that bt is positive semi-definite.

Furthermore, using the definition of Mt (see (6.52)) as well as of its components M (see
(6.36)) and M0 (see (6.51)) we calculate

bt(Tu, Tϕ) = (t+ (1− t)γ1 + ν)〈∇u,∇ϕ〉L2(Ω,R2×2) + σ(t+ (1− t)γ1 + ν − 1)〈u, ϕ〉L2(Ω,R2)

+ t

∫

Ω
uT GU+ω ϕd(x, y)− (1− t)γ2

∫

ΩR

u · ϕd(x, y)

+ t〈Φ−1(BU+ω−σ)u,Φ−1(BU+ω−σ)ϕ〉H1
0 (Ω,R2) + σ〈u, ϕ〉L2(Ω,R2)

= tM(u, ϕ) + (1− t)M0(u, ϕ) = Mt(u, ϕ) for all u, ϕ ∈ H(Ω)

proving that condition (6.15) from Theorem 6.8 is satisfied for our bilinear form bt, i.e.,
we have defined a suitable “XbT-setting” for our homotopy method. We note that b1
indeed coincides with the bilinear form b (cf. (6.37)) introduced in the Goerisch setting
for computing lower eigenvalue bounds of the shifted eigenvalue problem (6.30).

Next, for some v ∈ H(Ω) we shortly present a possible choice for a function w ∈ X
(corresponding to v) satisfying (6.16) in Theorem 6.8. Again, we omit the index j in the
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further course and thus, we have to consider assumption (6.16) with vj replaced by v and
wj replaced by w, i.e., our condition for the desired function w = (w1, w2, w3, w4)T ∈ X
now reads as

(t+ (1− t)γ1 + ν)〈w1,∇ϕ〉L2(Ω,R2×2) + σ(t+ (1− t)γ1 + ν − 1)〈w2, ϕ〉L2(Ω,R2)

+ t

∫

Ω
wT2 GU+ω ϕd(x, y)− (1− t)γ2

∫

ΩR

w2 · ϕd(x, y)

+ t〈w3,Φ
−1(BU+ω−σ)ϕ〉H1

0 (Ω,R2) + σ〈w4, ϕ〉L2(Ω,R2) = 〈v, ϕ〉H1
0 (Ω,R2)

for all ϕ ∈ H(Ω).

To solve for one of the components of w we follow the lines already described in the previ-
ous Section about the computation of lower eigenvalue bounds for the shifted eigenvalue
problem (6.30). Using the identity (6.42) together with the symmetry of GU+ω again we
get the following condition for w:

0 = 〈(t+ (1− t)γ1 + ν)w1 −∇v,∇ϕ〉L2(Ω,R2×2)

+ 〈(σ(t+ (1− t)γ1 + ν − 1)− (1− t)γ2χΩR)w2 + tGU+ω w2, ϕ〉L2(Ω,R2)

+ 〈t(B̂U+ω−σ)w3 + σw4 − σv, ϕ〉L2(Ω,R2) for all ϕ ∈ H(Ω).

Similar as in the previous considerations we introduce the new variable w5 ∈ H(div,Ω,R2×2)
and set

w1 :=
1

t+ (1− t)γ1 + ν
(w5 +∇v) .

Hence, inserting this identity into the condition for w from above integration by parts (cf.
(6.45)) yields

0 =
〈
− divw5 + (σ(t+ (1− t)γ1 + ν − 1)− (1− t)γ2χΩR)w2

+ tGU+ω w2 + t(B̂U+ω−σ)w3 + σw4 − σv, ϕ
〉
L2(Ω,R2)

for all ϕ ∈ H(Ω)

which can be solved for the fourth component again, i.e., we fix

w4 :=
1

σ

(
divw5 − (σ(t+ (1− t)γ1 + ν − 1)− (1− t)γ2χΩR)w2

− tGU+ω w2 − t(B̂U+ω−σ)w3 + σv
)
.

Finally, the components w2 ∈ L2(Ω,R2), w3 ∈ H(Ω) and w5 ∈ H(div,Ω,R2×2) can be
chosen arbitrary in each homotopy step. However, to obtain “tight” lower bounds during
our homotopy we follow the lines in [74, Remark 10.26 (c)] again, i.e., we approximately
minimize

bt(w,w) =
1

t+ (1− t)γ1 + ν
‖w5 +∇v‖2L2(Ω,R2×2) + σ(t+ (1− t)γ1 + ν − 1)‖w2‖2L2(Ω,R2)

+ t

∫

Ω
wT2 GU+ω w2 d(x, y)− (1− t)γ2

∫

ΩR

|w2|2 d(x, y) + t‖w3‖2H1
0 (Ω,R2)

+
1

σ

∥∥divw5 − (σ(t+ (1− t)γ1 + ν − 1)− (1− t)γ2χΩR)w2

− tGU+ω w2 − t(B̂U+ω−σ)w3 + σv
∥∥2

L2(Ω,R2)
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over the free variables w2, w3 and w5 in a suitable finite element subspace (cf. previous
Section).

To the end of this Subsection, we will have a closer look at the “adjoint” eigenvalue
problem (6.31) with its bilinear form M̂ given in (6.47). Comparing the definitions of M
and M̂ carefully we see that the same arguments as above imply

M̂(u, u) ≥ (1 + ν − C2
2(2σ +Re))〈u, u〉H1

0 (Ω,R2) −Re(τ − 1)

∫

ΩR

|u|2 d(x, y)

for all u ∈ H(Ω), i.e., after estimating the bilinear form of the “adjoint” problem we are in
the same situation already considered for problem (6.30). Hence, the methods described
previously (starting subsequent to (6.50)) are applicable in the setting of the “adjoint”
problem which results in the same base problem (6.53), i.e., the same constants γ1 and
γ2. Therefore, the required information about the eigenvalues of the base problem in the
“adjoint” case coincides with the information needed in the “original” case. The Goerisch
setting needed for the homotopy method in the “adjoint” case can be formulated mutatis
mutandis to the setting for the shifted problem (6.30) presented above.

A More Complex Coefficient Homotopy (Second Approach)

Before coming to the domain deformation homotopy mentioned above we first present a
second approach for the coefficient homotopy which will result in a similar base problem
compared to the first approach (cf. (6.53)). For a comparison of both approaches we refer
the reader to Section 8.1. As a first step for this extended coefficient homotopy we prove
some technical preliminaries needed to formulate the homotopy setting.

Lemma 6.16. The following equalities hold true for all u ∈ H(Ω):

(i) 〈Φ−1 LU+ω u,Φ
−1 LU+ω u〉H1

0 (Ω,R2)

= 〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2) + 〈Φ−1 Bω u,Φ
−1(Bω +2 BU −2σ)u〉H1

0 (Ω,R2)

+Re

∫

ΩR

uT ((∇ω) + (∇ω)T )ud(x, y)

(ii) 〈Φ−1 L̂U+ω u,Φ
−1 L̂U+ω u〉H1

0 (Ω,R2)

= 〈Φ−1 L̂U u,Φ
−1 L̂U u〉H1

0 (Ω,R2) + 〈Φ−1 B̂ω u,Φ
−1(B̂ω +2 B̂U −2σ)u〉H1

0 (Ω,R2)

+Re

∫

ΩR

uT ((∇ω) + (∇ω)T )ud(x, y)

Proof. First, we can treat both cases simultaneously. Therefore, for some w ∈ W (Ω) let
(Lw, Bw) either be (Lw, Bw) or (L̂w, B̂w). Then, for all u ∈ H(Ω) we get:

〈Φ−1LU+ωu,Φ
−1LU+ωu〉H1

0 (Ω,R2) − 〈Φ−1LUu,Φ−1LUu〉H1
0 (Ω,R2)

= 〈Φ−1((−∆ + σ)u+ (BU+ω − σ)u),Φ−1((−∆ + σ)u+ (BU+ω − σ)u)〉H1
0 (Ω,R2)

− 〈Φ−1((−∆ + σ)u+ (BU − σ)u),Φ−1((−∆ + σ)u+ (BU − σ)u)〉H1
0 (Ω,R2)

= 〈u+ Φ−1(BU+ω − σ)u, u+ Φ−1(BU+ω − σ)u〉H1
0 (Ω,R2)

− 〈u+ Φ−1(BU − σ)u, u+ Φ−1(BU − σ)u〉H1
0 (Ω,R2)



92 6 Computation of the Norm Bounds

= 2〈Φ−1(BU+ω − σ)u, u〉H1
0 (Ω,R2) + 〈Φ−1(BU+ω − σ)u,Φ−1(BU+ω − σ)u〉H1

0 (Ω,R2)

− 2〈Φ−1(BU − σ)u, u〉H1
0 (Ω,R2) − 〈Φ−1(BU − σ)u,Φ−1(BU − σ)u〉H1

0 (Ω,R2)

= 2((BU+ω − BU)u)[u]

+ 〈Φ−1((BU+ω − σ)− (BU − σ))u,Φ−1((BU+ω − σ) + (BU − σ))u〉H1
0 (Ω,R2)

= 2(Bωu)[u] + 〈Φ−1Bωu,Φ−1(Bω + 2BU − 2σ)u〉H1
0 (Ω,R2).

Next, we treat both cases separately.

(i) In the first case, i.e., (Lw, Bw) = (Lw, Bw) holds true, we obtain

(Bωu)[u] = (Bω u)[u] = Re

∫

Ω
[(u · ∇)ω] · ud(x, y) +Re

∫

Ω
[(ω · ∇)u] · ud(x, y).

Using the compact support of ω, we can replace the integration domain Ω by the
computational domain ΩR ⊇ supp(ω). Moreover, Lemma A.10 (iii) directly yields∫

Ω[(ω · ∇)u] · u d(x, y) = 0. Thus, we obtain

(Bω u)[u] = Re

∫

ΩR

[(u · ∇)ω] · ud(x, y) = Re

∫

ΩR

uT (∇ω)ud(x, y)

=
1

2
Re

∫

ΩR

uT ((∇ω) + (∇ω)T )ud(x, y).

(ii) For (Lw, Bw) = (L̂w, B̂w) we get

(Bω)[u] = (B̂ω u)[u] = Re

∫

Ω
uT (∇ω)ud(x, y)−Re

∫

Ω
[(ω · ∇)u] · u d(x, y).

The same arguments as in part (i) yield

(B̂ω u)[u] = Re

∫

ΩR

uT (∇ω)ud(x, y) =
1

2
Re

∫

ΩR

uT ((∇ω) + (∇ω)T )ud(x, y).

Finally, in both cases the assertion follows.

Additionally, we need the following Lemma for the estimation of the bilinear form M .

Lemma 6.17. Let τ1, τ2 ∈ (0,∞) such that 1
τ1

+ σ
τ2
≥ 1. Then, the following inequalities

hold true for all u ∈ H(Ω):

(i) 〈Φ−1 Bω u,Φ
−1(Bω +2 BU −2σ)u〉H1

0 (Ω,R2)

≥
(

1− 1

τ1
− σ

τ2

)
4Re2‖ω‖2L∞(ΩR,R

2)‖u‖2L2(ΩR,R
2) −

(τ1

4
Re2 + τ2σC2

2
)
‖u‖2L2(Ω,R2)

(ii) 〈Φ−1 B̂ω u,Φ
−1(B̂ω +2 B̂U −2σ)u〉H1

0 (Ω,R2)

≥
(

1− 1

τ1
− σ

τ2

)
Re2

(
‖ω‖L∞(ΩR,R

2) + C2‖∇ω‖L∞(ΩR,R
2×2)

)2 ‖u‖2L2(ΩR,R
2)

−
(
τ1Re

2

(
C2 +

1

4

)2

+ τ2σC2
2

)
‖u‖2L2(Ω,R2)
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Proof. Again, in the beginning we can treat both cases simultaneously. Therefore, for
some w ∈ W (Ω) let Bw either be Bw or B̂w. Applying Cauchy-Schwarz’ inequality we
obtain

2
∣∣〈Φ−1Bωu,Φ−1BUu〉H1

0 (Ω,R2)

∣∣ ≤ 2‖Φ−1Bωu‖H1
0 (Ω,R2)‖Φ−1BUu‖H1

0 (Ω,R2).

Hence, Young’s inequality implies

2
∣∣〈Φ−1Bωu,Φ−1BUu〉H1

0 (Ω,R2)

∣∣ ≤ 1

τ1
‖Φ−1Bωu‖2H1

0 (Ω,R2) + τ1‖Φ−1BUu‖2H1
0 (Ω,R2)

for arbitrary τ1 > 0. In almost the same manner we estimate

2
∣∣〈Φ−1Bωu,Φ−1u〉H1

0 (Ω,R2)

∣∣ ≤ 1

τ2
‖Φ−1Bωu‖2H1

0 (Ω,R2) + τ2‖Φ−1u‖2H1
0 (Ω,R2)

for arbitrary τ2 > 0. Using the isometric property of Φ and the estimate introduced in
Section 2.2 (directly following equation (2.13)) we obtain

‖Φ−1u‖H1
0 (Ω,R2) = ‖u‖H(Ω)′ ≤ C2‖u‖L2(Ω,R2) for all u ∈ L2(Ω,R2)

which then implies

2
∣∣〈Φ−1Bωu,Φ−1u〉H1

0 (Ω,R2)

∣∣ ≤ 1

τ2
‖Φ−1Bωu‖2H1

0 (Ω,R2) + τ2C2
2‖u‖2L2(Ω,R2).

Putting everything together, we obtain

〈Φ−1Bωu,Φ−1(Bω + 2BU − 2σ)u〉H1
0 (Ω,R2)

= ‖Φ−1Bωu‖2H1
0 (Ω,R2) + 2〈Φ−1Bωu,Φ−1BUu〉H1

0 (Ω,R2) − 2σ〈Φ−1Bωu,Φ−1u〉H1
0 (Ω,R2)

≥
(

1− 1

τ1
− σ

τ2

)
‖Φ−1Bωu‖2H1

0 (Ω,R2) − τ1‖Φ−1BUu‖2H1
0 (Ω,R2) − στ2C2

2‖u‖2L2(Ω,R2).

In the following we distinguish the two cases again and treat them separately.

(i) In the first case we have Bw = Bw. Hence, Lemma A.11 (i) yields

〈Φ−1 Bω u,Φ
−1(Bω +2 BU −2σ)u〉H1

0 (Ω,R2)

≥
(

1− 1

τ1
− σ

τ2

)
4Re2‖ω‖2L∞(ΩR,R

2)‖u‖2L2(ΩR,R
2)

− τ14Re2‖U‖2L∞(Ω,R2)‖u‖2L2(Ω,R2) − στ2C2
2‖u‖2L2(Ω,R2)

Directly from the definition of U (cf. (1.10)) we obtain

‖U‖L∞(Ω,R2) ≤ ‖U‖L∞(S,R2) =
1

4

and thus, the first assertion follows.

(ii) In the second case let Bw = B̂w. Thus, Lemma A.11 (ii) implies

〈Φ−1 B̂ω u,Φ
−1(B̂ω +2 B̂U −2σ)u〉H1

0 (Ω,R2)

≥
(

1− 1

τ1
− σ

τ2

)
Re2

(
‖ω‖L∞(ΩR,R

2) + C2‖∇ω‖L∞(ΩR,R
2×2)

)2 ‖u‖2L2(ΩR,R
2)

− τ1 (‖U‖L∞(Ω,R2) + C2‖∇U‖L∞(Ω,R2×2))
2 ‖u‖2L2(ΩR,R

2) − στ2C2
2‖u‖2L2(Ω,R2)
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Again, by (1.10), we get ‖U‖L∞(Ω,R2) ≤ 1
4 and

‖∇U‖L∞(Ω,R2×2) =

∥∥∥∥
∂U1

∂y

∥∥∥∥
L∞(Ω)

= ‖1− 2y‖L∞(Ω) ≤ ‖1− 2y‖L∞(S) = 1,

yielding the second assertion.

Now, we consider the shifted eigenvalue problem (6.30) and present an appropriate homo-
topy setting. Similar as in the previous approach (cf. computation of τ and Remark 6.15)
we compute the lower bound

γ0 := inf
(x,y)∈ΩR

λmin((∇ω)(x, y) + ((∇ω)(x, y))T ).

Having computed such a lower bound, Lemma 6.16 (i) and Lemma 6.17 (i) imply

〈Φ−1 LU+ω u,Φ
−1 LU+ω u〉H1

0 (Ω,R2)

≥ 〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2) −
(τ1

4
Re2 + τ2σC2

2
)
〈u, u〉L2(Ω,R2)

+

(
1− 1

τ1
− σ

τ2

)
4Re2‖ω‖2L∞(ΩR,R

2)〈u, u〉L2(ΩR,R
2)

+Re

∫

ΩR

uT ((∇ω) + (∇ω)T )ud(x, y)

≥ 〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2) − C2
2
(τ1

4
Re2 + τ2σC2

2
)
〈u, u〉H1

0 (Ω,R2)

+

[
Reγ0 +

(
1− 1

τ1
− σ

τ2

)
4Re2‖ω‖2L∞(ΩR,R

2)

]
〈u, u〉L2(ΩR,R

2)

for all τ1, τ2 ∈ (0,∞) such that 1
τ1

+ σ
τ2
≥ 1.

In the further course we suppose that a constant κ > 0 with

〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2) ≥ κ〈u, u〉H1
0 (Ω,R2) for all u ∈ H(Ω)

is in hand explicitly. For more details about the computation of the desired lower bound
κ we refer the reader to Section 6.2.1.4. Then, we calculate

〈Φ−1 LU+ω u,Φ
−1 LU+ω u〉H1

0 (Ω,R2) + ν〈u, u〉H1
0 (Ω,R2)

≥
[
ν + κ− C2

2
(τ1

4
Re2 + τ2σC2

2
)]
〈u, u〉H1

0 (Ω,R2)

+

[
Reγ0 +

(
1− 1

τ1
− σ

τ2

)
4Re2‖ω‖2L∞(ΩR,R

2)

]
〈u, u〉L2(ΩR,R

2).

Hence, we can fix the constants τ1, τ2 ∈ (0,∞) with 1
τ1

+ σ
τ2
≥ 1 such that

γ1 := κ− C2
2
(τ1

4
Re2 + τ2σC2

2
)
> 0 (6.54)

is not much smaller than κ, i.e., γ1 ≈ κ. Again, if the constant

−γ2 := Reγ0 +

(
1− 1

τ1
− σ

τ2

)
4Re2‖ω‖2L∞(ΩR,R

2) (6.55)
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is non-negative, γ1 +ν is the desired bound for the spectral points of the shifted eigenvalue
problem (6.30), i.e., for the original eigenvalue problem (6.8) we obtain the lower bound
γ1. Otherwise, (for γ2 > 0) the corresponding base problem is again of the form (6.53).

Remark 6.18. Since we have to subtract the shift parameter at the end of our calculations
and γ1 characterizes the essential spectrum of the base problem (cf. Section 6.2.1.3) it
makes sense to define γ1 (and thus γ2) independent of the shift parameter ν.

In the following, we present a strategy how to choose the parameters τ1 and τ2 respectively
needed for the definition of the constants γ1 and γ2. Therefore, we first fix some constant
0 < γ1 < κ “sufficiently close” to κ. Since σ > 0 we can rearrange the terms in equation

(6.54) and obtain τ2 =
κ−γ1− 1

4
C2

2Re2τ1

σC2
4 . Assumption τ2 > 0 from Lemma 6.17 now implies

a condition on τ1 which reads as

τ1 <
κ− γ1

1
4C2

2Re2
. (6.56)

Finally, using the defining equation for γ2 (see (6.55)) we are left with minimizing

γ2 = γ2(τ1) = −Reγ0 −
(

1− 1

τ1
− σ2C2

4

κ− γ1 − 1
4C2

2Re2τ1

)
4Re2‖ω‖2L∞(ΩR,R

2)

together with the constraints τ1 > 0, (6.56) as well as

1

τ1
+

σ2C2
4

κ− γ1 − 1
4C2

2Re2τ1
≥ 1 (6.57)

(cf. Lemma 6.17). Performing the minimization procedure described in Appendix A.6 in
Lemma A.12 (with a = σ2C2

4, b = κ − γ1 and c = 1
4C2

2Re2; cf. (6.56)) we obtain the
desired constant τ1 = κ−γ1

1
2
C2

2Re( 1
2
Re+σC2)

and the side condition (6.57) requires the lower

bound

γ1 ≥ κ− C2
2

(
1

2
Re+ σC2

)2

(6.58)

which finally yields an “a posteriori” constraint on γ1, i.e., we have to fix γ1 < κ “suf-
ficiently close” to κ such that this inequality is satisfied. Inserting the results in the
definition of γ2 we get

γ2 = −Reγ0 −
(

1− C2
2(1

2Re+ σC2)2

κ− γ1

)
4Re2‖ω‖2L∞(ΩR,R

2).

Remark 6.19. In some of our applications it turned out to be more efficient to choose
a slightly smaller constant γ1 (but still satisfying condition (6.58)) which then results in
a larger constant γ2 (cf. computation of γ1 and γ2 from above). Hence, by the structure
of the base problem (6.53) we see that this strategy reduces the number of eigenvalues
which have to be considered in the homotopy method. Thus, in our applications this effect
massively reduces the computational effort for the homotopy.
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We close this Subsection with some final remarks on the “adjoint” problem (6.31). There-
fore, we first assume that we have computed a constant κ̂ > 0 explicitly such that

〈Φ−1 L̂U u,Φ
−1 L̂U u〉H1

0 (Ω,R2) ≥ κ̂〈u, u〉H1
0 (Ω,R2) for all u ∈ H(Ω).

Again, for more details about the computation procedure we refer the reader to Sec-
tion 6.2.1.4.

Next, we can apply Lemma 6.16 (ii) and Lemma 6.17 (ii) to obtain

〈Φ−1 L̂U+ω u,Φ
−1 L̂U+ω u〉H1

0 (Ω,R2) + ν̂〈u, u〉H1
0 (Ω,R2)

≥
[
ν̂ + κ̂− C2

2

(
τ1Re

2

(
C2 +

1

4

)2

+ τ2σC2
2

)]
〈u, u〉H1

0 (Ω,R2)

+

[
Reγ0 +

(
1− 1

τ̂1
− σ

τ̂2

)
Re2

(
‖ω‖L∞(ΩR,R

2) + C2‖∇ω‖L∞(ΩR,R
2×2)

)2
]
〈u, u〉L2(ΩR,R

2)

for all τ̂1, τ̂2 ∈ (0,∞) such that 1
τ̂1

+ σ
τ̂2
≥ 1.

Similar as above, we choose τ̂1, τ̂2 ∈ (0,∞) (with 1
τ̂1

+ σ
τ̂2
≥ 1) such that

γ̂1 := κ̂− C2
2

(
τ1Re

2

(
C2 +

1

4

)2

+ τ2σC2
2

)
> 0 (6.59)

and γ̂1 ≈ κ̂. Additionally, we define

−γ̂2 := Reγ0 +

(
1− 1

τ̂1
− σ

τ̂2

)
Re2

(
‖ω‖L∞(ΩR,R

2) + C2‖∇ω‖L∞(ΩR,R
2×2)

)2
. (6.60)

Again, if γ̂2 ≤ 0 we obtain the desired lower bound γ̂1 + ν̂ for the spectral points of the
shifted eigenvalue problem (6.31) which results in the lower bound γ̂1 for the eigenvalue
problem (6.9). Otherwise, we consider the base problem (6.53) again but now with γ1

replaced by γ̂1 and γ2 replaced by γ̂2.

To compute the constants τ̂1, τ̂2 needed in the definition of γ̂1 and γ̂2 respectively we
proceed in the same way as mentioned above for the original problem (6.30), i.e., we
fix some 0 < γ̂1 < κ̂ “sufficiently close” to κ̂ as mentioned previously. Finally, a similar
minimization procedure (cf. Lemma A.12 with a = σ2C2

4, b = κ̂−γ̂1, c = C2
2(C2+ 1

4)2Re2)
yields

γ̂2 = −Reγ0 −
(

1− C2
2((C2 + 1

4)Re+ σC2)2

κ̂− γ̂1

)
Re2

(
‖ω‖L∞(ΩR,R

2) + C2‖∇ω‖L∞(ΩR,R
2×2)

)2

with the “a posteriori” constraint on γ̂1 given by

γ̂1 ≥ κ̂− C2
2

((
C2 +

1

4

)
Re+ σC2

)2

.
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Domain Deformation Homotopy

To compute the indispensable information about the eigenvalues of the (first) base problem
(6.53) (formulated on our domain Ω) we perform a domain deformation homotopy (cf. [74,
Section 10.2.5.2] which will result in a (second) base problem on the entire strip S.

Therefore, we choose a family of domains (Ω(t))t∈[0,1] such that Ω(0) = S and Ω(1) = Ω

as well as Ω(s) ⊇ Ω(t) for all 0 ≤ s ≤ t ≤ 1. As mentioned in [74] for the computation of
the homotopy steps we actually do not need the entire family of domains but only finitely
many of them (starting with S and ending with Ω) are sufficient.

Now, we choose the required families (Ht, 〈 · , · 〉t)t∈[0,1] and (Mt)t∈[0,1] as follows:

Ht :=
{
u ∈ H(S) : u = 0 on S \ Ω(t)

}
,

〈u, ϕ〉t := 〈u, ϕ〉
H1

0 (Ω(t),R2)
for all u, ϕ ∈ Ht,

Mt(u, ϕ) := (γ1 + ν)〈u, ϕ〉
H1

0 (Ω(t),R2)
− γ2

∫

SR∩Ω(t)

u · ϕd(x, y) for all u, ϕ ∈ Ht

for all 0 ≤ t ≤ 1.

Then, due to Ω(s) ⊇ Ω(t) we directly see that Hs ⊇ Ht for all 0 ≤ s ≤ t ≤ 1. Moreover,
for all 0 ≤ s ≤ t ≤ 1 we have 〈u, ϕ〉s = 〈u, ϕ〉t and Ms(u, u) = Mt(u, u) for all u ∈ Ht.

Hence, condition (6.24) holds for the homotopy setting introduced above and (before
performing this domain deformation homotopy) we are left with finding appropriate in-
formation about the eigenvalues of the following (second) base problem on the strip S:

u ∈ H(S),

(γ1 + ν)〈u, ϕ〉H1
0 (S,R2) − γ2

∫

SR

u · ϕd(x, y) = λν〈u, ϕ〉H1
0 (S,R2) for all ϕ ∈ H(S).

(6.61)

Again, we are not in a position to obtain the desired information about the eigenvalues
of this base problem. Hence, we perform a third homotopy which fades in the solenoidal
property of the space H(S).

Prior to that we shortly introduce the Goerisch setting needed in the domain deforma-
tion homotopy. Therefore, for any homotopy parameter t ∈ [0, 1] we consider the space
Xt := L2(Ω(t),R2×2) × L2(Ω(t),R2) × L2(Ω(t),R2). Moreover, we define the bilinear form
bt : Xt ×Xt → R by

bt(w, ŵ) := (γ1 + ν)〈w1, ŵ1〉L2(Ω(t),R2×2)
+ σ(γ1 + ν − 1)〈w2, ŵ2〉L2(Ω(t),R2)

− γ2

∫

SR∩Ω(t)

w2 · ŵ2 d(x, y) + σ〈w3, ŵ3〉L2(Ω(t),R2)

(6.62)

and the Goerisch operator Tt : Ht → Xt, Ttu := (∇u, u, u)T . Then, obviously bt defines
a symmetric bilinear form on Xt. Additionally, we need to fix the shift parameter ν > 0
such that bt is positive semi-definite, i.e., such that

0 ≤ σ(γ1 + ν − 1)〈v, v〉
L2(Ω(t),R2)

− γ2

∫

SR∩Ω(t)

|v|2 d(x, y) for all v ∈ L2(Ω(t),R2),
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which can be achieved by choosing

ν ≥ γ2

σ
− γ1 + 1.

In addition to that, we calculate

bt(Tu, Tϕ) = (γ1 + ν)〈∇u,∇ϕ〉
L2(Ω(t),R2×2)

+ σ(γ1 + ν − 1)〈u, ϕ〉
L2(Ω(t),R2)

− γ2

∫

SR∩Ω(t)

u · ϕd(x, y) + σ〈u, ϕ〉
L2(Ω(t),R2)

= Mt(u, ϕ) for all u, ϕ ∈ Ht,

i.e., condition (6.15) in Theorem 6.8 is satisfied as well.

In view of Corollary 6.9 (or Theorem 6.8 respectively in the case of clustering eigenvalues)
in the following we fix v ∈ Ht and present a strategy to compute a corresponding function
w = (w1, w2, w3)T ∈ Xt such that bt(w, Tϕ) = 〈v, ϕ〉

H1
0 (Ω(t),R2)

for all ϕ ∈ Ht (cf. (6.16)).
Using the definition of bt (see (6.62)) and the Goerisch operator Tt, condition (6.16) reads
as

(γ1 + ν)〈w1,∇ϕ〉L2(Ω(t),R2×2)
+ σ(γ1 + ν − 1)〈w2, ϕ〉L2(Ω(t),R2)

− γ2

∫

SR∩Ω(t)

w2 · ϕd(x, y) + σ〈w3, ϕ〉L2(Ω(t),R2)
= 〈v, ϕ〉

H1
0 (Ω(t),R2)

for all ϕ ∈ Ht.

which implies the equivalent condition for w:

0 = 〈(γ1 + ν)w1 −∇v,∇ϕ〉L2(Ω(t),R2×2)
(6.63)

+
〈
(σ(γ1 + ν − 1)− γ2χSR∩Ω(t))w2 + σw3 − σv, ϕ

〉
L2(Ω(t),R2)

for all ϕ ∈ Ht.

Analogously as before, to be able to solve for one of the components of w we introduce a
new variable w4 ∈ H(div,Ω(t),R2×2) and define

w1 :=
1

γ1 + ν
(w4 +∇v) . (6.64)

Then, integration by parts yields

〈(γ1 + ν)w1 −∇ũ,∇ϕ〉L2(Ω(t),R2×2)
= 〈w4,∇ϕ〉L2(Ω(t),R2×2)

= −〈divw4, ϕ〉L2(Ω(t),R2)

for all ϕ ∈ Ht. Using this identity together with (6.63) we obtain the following constraint
to the components w2, w3 and w4

0 = 〈−divw4 + (σ(γ1 + ν − 1)− γ2χSR∩Ω(t))w2 + σw3 − σv, ϕ〉L2(Ω(t),R2)

for all ϕ ∈ H1
0 (Ω(t),R2) which can be solved for the third component, i.e., we fix

w3 :=
1

σ

(
divw4 − (σ(γ1 + ν − 1)− γ2χSR∩Ω(t))w2 + σv

)
. (6.65)

Now, we are left with the computation of the remaining components w2 ∈ L2(Ω(t),R2) and
w4 ∈ H(div,Ω(t),R2×2) such that Theorem 6.8 provides “good” lower bounds. Therefore,
we follow the lines in [74, Remark 10.26 (c)] again and approximately minimize bt(w,w)



6.2 Second Approach 99

over w2 and w4 in a suitable finite element subspace (using the constraint (6.65)). Again,
we use the definition of w1 (cf. (6.64)) to obtain a functional only depending on the
variables w2 and w4.

Finally, we present the functional used for the minimization process. Therefore, we insert
the definitions of w1 (see (6.64)) and w3 (see (6.65)) into the bilinear form bt (see (6.62))
which results in

bt(w,w) =
1

1 + ν
‖w4 +∇v‖2

L2(Ω(t),R2×2)
+ σ(γ1 + ν − 1)‖w2‖2L2(Ω(t),R2)

− γ2

∫

SR∩Ω(t)

|w2|2 d(x, y)

+
1

σ
‖divw4 − (σ(γ1 + ν − 1)− γ2χSR∩Ω(t))w2 + σv‖2

L2(Ω(t),R2)
.

Again, we can use the right-hand side of this identity to define a functional on the space
H(div,Ω(t),R2×2)× L2(Ω(t),R2) which can be minimized on a suitable finite dimensional
subspace. We note that by the choice of the space the additional smoothness assumptions
on w4 are satisfied by construction. In our applications we choose quadratic Lagrangian
finite elements for each component again which yields an approximation in the desired
space.

Remark 6.20. Similar as already mentioned in Remark 6.14 we can reduce the computa-
tional effort by fixing w2 = 1

λ̃
v (with 1

λ̃
denoting the approximate eigenvalue corresponding

to v). In our applications in the finite element computation this strategy reduces the degrees
of freedom on each nodal point from 6 to 4 which results in a faster homotopy computation.
Nevertheless, in our applications it turned out that the computational time for the complete
minimizing procedure is “reasonable” (compared to the “small” minimization procedure).
Thus, we do not make use of this abbreviation since the lower bounds provided by the
complete minimization process are “slightly” better.

Constraint Homotopy

To get rid of the divergence condition in the space we perform a third homotopy. Therefore,
we first define the following homotopy setting:

Ht := H1
0 (S,R2) for all t ∈ [0, 1), H1 := H(S),

〈u, ϕ〉t := 〈u, ϕ〉H1
0 (S,R2) for all u, ϕ ∈ Ht, t ∈ [0, 1],

Mt(u, ϕ) := (γ1 + ν)〈u, ϕ〉H1
0 (S,R2) − γ2

∫

SR

u · ϕd(x, y)

+
t

1− t

∫

S
div udivϕd(x, y) for all u, ϕ ∈ Ht, t ∈ [0, 1),

M1(u, ϕ) := (γ1 + ν)〈u, ϕ〉H1
0 (S,R2) − γ2

∫

SR

u · ϕd(x, y) for all u, ϕ ∈ H1 = H(S).

(6.66)

To see that condition (6.24) is satisfied for this homotopy setting as well, we first observe
that the mapping t 7→ t

1−t is monotonically increasing on [0, 1). Thus, for all 0 ≤ s ≤ t < 1
we conclude

Mt(u, u)−Ms(u, u) =

(
t

1− t −
s

1− s

)∫

S
(div u)2 d(x, y) ≥ 0
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for all u ∈ Ht = H1
0 (S,R2). Moreover, by the definition of H(S) we have div u = 0 for all

u ∈ H(S) which implies

M1(u, u)−Ms(u, u) = 0 for all u ∈ H1 = H(S), 0 ≤ s ≤ 1.

Finally, the new (third) base problem reads as

u ∈ H1
0 (S,R2),

(γ1 + ν)〈u, ϕ〉H1
0 (S,R2) − γ2

∫

SR

u · ϕd(x, y) = λν〈u, ϕ〉H1
0 (S,R2) for all ϕ ∈ H1

0 (S,R2).

Splitting the strip into the three subdomains (−∞,−R) × (0, 1), (R,∞) × (0, 1) and SR,
using separation of variables and computing fundamental systems for the resulting ordi-
nary differential equations on each of the subintervals (−∞,−R), (R,∞) and (−R,R)
separately together with suitable matching conditions at the interfaces yields the desired
eigenvalue information of the “final” base problem. For more details about the investiga-
tion of the base problem we refer the reader to Section 6.2.1.3. However, before considering
the “final” base problem in detail we will have a closer look at the Goerisch setting needed
for the constraint homotopy.

Remark 6.21. Usually, in applications a Goerisch setting for the bilinear form M1 is not
needed since the final step is actually the original problem or the first problem of a new
homotopy method (which is the case in our considerations), i.e., we hope that the required
rough lower bound needed for the original eigenvalue problem (or the next homotopy as
in our case) can be obtained from a problem with a sufficiently large homotopy parameter
t ∈ [0, 1).

In the further course, according to the previous Remark let t ∈ [0, 1) be a fixed homotopy
parameter. In view of Goerisch’s extension of Temple-Lehmann’s Theorem (cf. Theo-
rem 6.8) and its application in the homotopy method presented in Section 6.2.1 we choose
X := L2(S,R2×2) × L2(S,R2) × L2(S) × L2(S,R2). Moreover, using the definition of
the bilinear form Mt (cf. (6.66)) we define the bilinear form bt : X ×X → R needed in
Corollary 6.9 by

bt(w, ŵ) := (γ1 + ν)〈w1, ŵ1〉L2(S,R2×2) + σ(γ1 + ν − 1)〈w2, ŵ2〉L2(S,R2)

− γ2

∫

SR

w2 · ŵ2 d(x, y) +
t

1− t〈w3, ŵ3〉L2(S) + σ〈w4, ŵ4〉L2(S,R2).
(6.67)

Then, obviously bt is a symmetric bilinear form on X. Similar to the domain deformation
homotopy case, we choose the shift parameter ν > 0 such that

ν ≥ γ2

σ
− γ1 + 1

which directly implies

0 ≤ (σ(γ1 + ν − 1)− γ2)〈v, v〉L2(S,R2)

≤ σ(γ1 + ν − 1)〈v, v〉L2(S,R2) − γ2

∫

SR

|v|2 d(x, y) for all v ∈ L2(S,R2)
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proving that bt is a positive semi-definite bilinear form (recall t ∈ [0, 1) and γ2 > 0).
Finally, we complete our Goerisch setting for the constraint homotopy with defining the
operator T required for Theorem 6.8 and Corollary 6.9 respectively as follows

T : H1
0 (S,R2)→ X, Tu := (∇u, u,div u, u)T .

Furthermore, we compute

bt(Tu, Tϕ) = (γ1 + ν)〈∇u,∇ϕ〉L2(S,R2×2) + σ(γ1 + ν − 1)〈u, ϕ〉L2(S,R2)

− γ2

∫

SR

u · ϕd(x, y) +
t

1− t〈div u,divϕ〉L2(S) + σ〈u, ϕ〉L2(S,R2)

= Mt(u, ϕ) for all u, ϕ ∈ H1
0 (S,R2),

i.e., condition (6.15) in Theorem 6.8 is satisfied as well.

To apply Corollary 6.9 (or Theorem 6.8 respectively in the case of clustering eigenvalues),
for some fixed v ∈ H1

0 (S,R2) we need to compute w = (w1, w2, w3, w4)T ∈ X such that
bt(w, Tϕ) = 〈v, ϕ〉H1

0 (S,R2) for all ϕ ∈ H1
0 (S,R2) (cf. (6.16)). Using the definition of bt (see

(6.67)) and the Goerisch operator T , condition (6.16) reads as

(γ1 + ν)〈w1,∇ϕ〉L2(S,R2×2) + σ(γ1 + ν − 1)〈w2, ϕ〉L2(S,R2) − γ2

∫

SR

w2 · ϕd(x, y)

+
t

1− t〈w3,divϕ〉L2(S,R2) + σ〈w4, ϕ〉L2(S,R2) = 〈v, ϕ〉H1
0 (S,R2) for all ϕ ∈ H1

0 (S,R2).

Reordering the terms above implies the following equivalent condition for the computation
of w:

0 = 〈(γ1 + ν)w1 −∇v,∇ϕ〉L2(S,R2×2) +
t

1− t〈w3,divϕ〉L2(S,R2) (6.68)

+ 〈(σ(γ1 + ν − 1)− γ2χSR)w2 + σw4 − σv, ϕ〉L2(S,R2)
for all ϕ ∈ H1

0 (S,R2).

Next, to be able to solve for one of the components of w we additionally assume that
w3 ∈ H1(S) and use integration by parts to obtain 〈w3,divϕ〉L2(S,R2) = −〈∇w3, ϕ〉L2(S,R2)

for all ϕ ∈ H1
0 (S,R2).

Moreover, similar to the previous Sections we introduce a new variable w5 ∈ H(div, S,R2×2).
Then, we fix

w1 :=
1

γ1 + ν
(w5 +∇v) (6.69)

and thus, using integration by parts we obtain

〈(γ1 + ν)w1 −∇v,∇ϕ〉L2(S,R2×2) = 〈w5,∇ϕ〉L2(S,R2×2) = −〈divw5, ϕ〉L2(S,R2)

for all ϕ ∈ H1
0 (S,R2). The previous identities together with condition (6.68) above im-

ply

0 =

〈
−divw5 + (σ(γ1 + ν − 1)− γ2χSR)w2 −

t

1− t∇w3 + σw4 − σv, ϕ
〉

L2(S,R2)

for all ϕ ∈ H1
0 (S,R2) which can be solved for the fourth component again, i.e., we are in

a position to define

w4 :=
1

σ

(
divw5 − (σ(γ1 + ν − 1)− γ2χSR)w2 +

t

1− t∇w3 + σv

)
. (6.70)
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Finally, we are left with the computation of the remaining components w2 ∈ L2(S,R2),
w3 ∈ H1(S) and w5 ∈ H(div, S,R2×2) such that Theorem 6.8 provides “good” lower
bounds. Therefore, we follow the lines in [74, Remark 10.26 (c)] again and approximately
minimize bt(w,w) over w2, w3 and w5 in a suitable finite element subspace with the con-
straint (6.70). We note that in this case as well we use the definition of w1 (cf. (6.69)) to
obtain a functional only depending on the variables w2, w3 and w5.

To the end of this Section we shortly state the functional used in the minimization pro-
cedure. Therefore, we insert the definitions of w1 (see (6.69)) and w4 (see (6.70)) into the
bilinear form bt (see (6.67)) and obtain

bt(w,w)

=
1

γ1 + ν
‖w5 +∇v‖2L2(S,R2×2) + σ(γ1 + ν − 1)‖w2‖2L2(S,R2)

− γ2

∫

SR

|w2|2 d(x, y) +
t

1− t‖w3‖2L2(S)

+
1

σ

∥∥∥∥divw5 − (σ(γ1 + ν − 1)− γ2χSR)w2 +
t

1− t∇w3 + σv

∥∥∥∥
2

L2(S,R2)

.

Again, we can use the right-hand side of this identity to define a functional on the space
H(div, S,R2×2)× L2(S,R2)×H1(S) which can be minimized on a suitable finite dimen-
sional subspace. We note that the additional assumptions for w3 and w5 are modeled in
the space itself and thus are satisfied by construction. Again, we use quadratic Lagrangian
finite element in our applications to obtain the desired approximations.

6.2.1.3 Base Problem

We are left with the investigation of the base problem

u ∈ H1
0 (S,R2),

γ1〈u, ϕ〉H1
0 (S,R2) − γ2

∫

SR

u · ϕd(x, y) = µ〈u, ϕ〉H1
0 (S,R2) for all ϕ ∈ H1

0 (S,R2)
(6.71)

on the strip S with constants γ1, γ2 > 0.

Remark 6.22. Since the shift parameters ν > 0 and ν̂ > 0 respectively introduced in the
previous Sections only shift the eigenvalues of the base problem we can omit the shifts in
the context of the base problem.

First of all, we have a closer look at the essential spectrum. Therefore, by Riesz’ Repre-
sentation Lemma we see that for any u ∈ H1

0 (S,R2) there exists a unique wu ∈ H1
0 (S,R2)

such that

〈wu, ϕ〉H1
0 (S,R2) =

∫

SR

u · ϕd(x, y) for all ϕ ∈ H1
0 (S,R2)

(note that the right-hand side defines a bounded linear functional on H1
0 (Ω,R2)). More-

over, by Sobolev’s Embedding Theorem (cf. [2, Theorem 5.4]) there exists a constant
C > 0 such that ‖ϕ‖L2(S,R2) ≤ C‖ϕ‖H1

0 (S,R2) for all ϕ ∈ H1
0 (S,R2). Hence, for the operator
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K : H1
0 (S,R2)→ H1

0 (S,R2), Ku := wu (with wu given by Riesz’ Representation Lemma as
above) we calculate

‖Ku‖2H1
0 (S,R2) =

∫

SR

u · Kud(x, y) ≤ C‖u‖L2(SR,R
2)‖Ku‖H1

0 (S,R2) for all u ∈ H1
0 (S,R2),

i.e., we get ‖Ku‖H1
0 (S,R2) ≤ C‖u‖L2(SR,R

2) for all u ∈ H1
0 (S,R2).

Now, let (un)n∈N denote a bounded sequence in H1
0 (S,R2). Since we have SR ⊆ S we

see that (un)n∈N is also bounded in H1(SR,R2) and thus, Sobolev-Kondrachev-Rellich’s
Embedding Theorem (cf. [26, Theorem 1; p. 272]) yields the existence of a subsequence
(unk)k∈N converging in L2(SR,R2), i.e., (unk)k∈N is a Cauchy sequence in L2(SR,R2).
Hence, by the inequality above we obtain

‖Kunk −Kunl‖H1
0 (S,R2) ≤ C‖unk − unl‖L2(SR,R

2) → 0 as k, l→∞.

Finally, we obtain that (Kunk)k∈N is a Cauchy sequence and thus convergent in H1
0 (S,R2)

which implies that K is a compact operator.

Using the operator K our base problem (6.71) reads as γ1u−γ2Ku = µu which, due to the
compactness of K, implies that the essential spectrum of our base problem (6.71) consists
of the single value γ1, i.e., in the sense of the homotopy method presented in the beginning

of this Section we have σ
(0)
0 = γ1.

Since we are interested in the eigenvalues of the base problem below the essential spectrum,
we can introduce the new eigenvalue parameter µ̃ := γ2

γ1−µ which, together with the fact
that γ2 > 0, implies the equivalent formulation of the base problem:

u ∈ H1
0 (S,R2), 〈u, ϕ〉H1

0 (S,R2) = µ̃

∫

SR

u · ϕd(x, y) for all ϕ ∈ H1
0 (S,R2)

which has the strong formulation

u ∈ H2(S,R2) ∩H1
0 (S,R2), −∆u+ σu = µ̃χSRu.

Moreover, if (u1, u2) ∈ H2(S,R2) ∩H1
0 (S,R2) denotes an eigenfunction of this eigenvalue

problem we see that (u2, u1), (u1,−u2) and (u2,−u1) are eigenfunctions corresponding to
the same eigenvalue. Moreover, we calculate

span

{(
u1

u2

)
,

(
u2

u1

)
,

(
u1

−u2

)
,

(
u2

−u1

)}
= span

{(
u1

0

)
,

(
u2

0

)
,

(
0

u1

)
,

(
0

u2

)}

which implies that it suffices to consider the scalar valued eigenvalue problem

u ∈ H2(S) ∩H1
0 (S), −∆u+ σu = µ̃χSRu (6.72)

and finally count each eigenvalue with doubled multiplicity.

In the following we use separation of variables to determine the (smallest) eigenvalues of
the scalar valued (base) problem (6.72). Hence, inserting the ansatz u(x, y) = v(x)w(y)
for all (x, y) ∈ S into our eigenvalue problem we obtain

−v′′(x)w(y)− v(x)w′′(y) + (σ − µ̃χSR) v(x)w(y) = 0 for all (x, y) ∈ S



104 6 Computation of the Norm Bounds

which leads to the equations

−v′′(x) = (µ̃χ[−R,R] − σ + τ) v(x) for all x ∈ R and w′′(y) = τw(y) for all y ∈ (0, 1)

for v and w respectively where τ denotes a real constant. Thus, applying the boundary
conditions in y-direction u(x, 0) = u(x, 1) = 0 for all x ∈ R, i.e., w(0) = w(1) = 0, for any
n ∈ N we obtain a solution

wn(y) = sin(nπy) for all y ∈ [0, 1],

where τn := −n2π2 and these are all solutions of the equation for w. Now, inserting this
result into the differential equation for v yields

−v′′(x) = (µ̃χ[−R,R] − (σ + n2π2)) v(x) for all x ∈ R. (6.73)

First, for each fixed n ∈ N, we see that the eigenvalues of this eigenvalue problem satisfy
µ̃ > σ + n2π2. To show this fact, we assume that there exists an eigenvalue µ̄ ≤ σ + n2π2

corresponding to an eigenfunction v̄ 6= 0. Then, multiplying the differential equation with
v̄, integrating over R and applying integration by parts (note the “boundary conditions”
on v̄ originating from those one the strip) yield

∫

R
(v̄′)2 dx = µ̄

∫ R

−R
v̄2 dx− (σ + n2π2)

∫

R
v̄2 dx

≤ (σ + n2π2)

(∫ R

−R
v̄2 dx−

∫

R
v̄2 dx

)
≤ 0.

Hence, we conclude v̄ = 0 which is a contradiction, i.e., µ̃ > σ + n2π2 holds true.

To obtain the desired eigenvalues µ̃, for fixed n ∈ N, we first compute fundamental systems
of the differential equation (6.73) on the subintervals (−∞,−R), (−R,R) and (R,∞)
separately which together with suitable matching conditions yields all solutions to (6.73).
Finally, this (together with the set of solutions for w′′ = τw) yields all solutions to our
scalar valued eigenvalue problem (6.72) (Note that the coefficients of (6.72) are constant
with respect to y).

Thus, we exploit the facts σ + n2π2 > 0 and µ̂ := µ̃ − (σ + n2π2) > 0 as well as the
boundary conditions on v (originating from those one the strip) to calculate the desired
fundamental systems on the subintervals which gives the general solution of (6.73):

v(x) =





A1e
√
σ+n2π2(x+R), x ∈ (−∞,−R],

B1 sin(
√
µ̂x) +B2 cos(

√
µ̂x), x ∈ (−R,R),

A2e−
√
σ+n2π2(x−R), x ∈ [R,∞)

for constants A1, A2, B1, B2 ∈ R.

Since we are interested in (non-trivial) solutions u ∈ H2(S) ∩ H1
0 (S) we have to find

appropriate matching conditions at x = ±R. First, we require continuity of v at x = ±R
which leads to the equations

A1 = −B1 sin(
√
µ̂R) +B2 cos(

√
µ̂R),

A2 = B1 sin(
√
µ̂R) +B2 cos(

√
µ̂R).
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Moreover, to guarantee that u becomes an element in H2(S)∩H1
0 (S) the first derivative

v′(x) =





A1

√
σ + n2π2e

√
σ+n2π2(x+R), x ∈ (−∞,−R],

B1
√
µ̂ cos(

√
µ̂x)−B2

√
µ̂ sin(

√
µ̂x)), x ∈ (−R,R),

−A2

√
σ + n2π2e−

√
σ+n2π2(x−R), x ∈ [R,∞).

has to be continuous (at x = ±R) as well. Hence, we obtain the following matching
conditions:

A1

√
σ + n2π2 = B1

√
µ̂ cos(

√
µ̂R) +B2

√
µ̂ sin(

√
µ̂R),

−A2

√
σ + n2π2 = B1

√
µ̂ cos(

√
µ̂R)−B2

√
µ̂ sin(

√
µ̂R)).

Next, we rewrite the matching conditions as matrix vector product




1 0 sin(
√
µ̂R) − cos(

√
µ̂R)

0 1 − sin(
√
µ̂R) − cos(

√
µ̂R)

1 0 −
√
µ̂√

σ+n2π2
cos(
√
µ̂R) −

√
µ̂√

σ+n2π2
sin(
√
µ̂R)

0 −1 −
√
µ̂√

σ+n2π2
cos(
√
µ̂R)

√
µ̂√

σ+n2π2
sin(
√
µ̂R)



·




A1

A2

B1

B2




= 0. (6.74)

Since there are non-trivial solutions of (6.73) if and only if the determinant of the matrix
in (6.74) vanishes, we obtain the condition:

0 =

( √
µ̂√

σ + n2π2
sin(

√
µ̂R)− cos(

√
µ̂R)

)
·
( √

µ̂√
σ + n2π2

cos(
√
µ̂R) + sin(

√
µ̂R)

)
,

i.e.,

0 =

√
µ̂√

σ + n2π2
sin(

√
µ̂R)− cos(

√
µ̂R) or 0 =

√
µ̂√

σ + n2π2
cos(

√
µ̂R) + sin(

√
µ̂R).

Since the roots of sin and cos do not coincide we conclude cos(
√
µ̂R) 6= 0 and thus, we

obtain the following transcendental equations for µ̃ (recall µ̂ = µ̃− (σ + n2π2)):

0 = tan(
√
µ̃− (σ + n2π2)R)−

√
σ + n2π2

√
µ̃− (σ + n2π2)

(6.75)

or

0 = tan(
√
µ̃− (σ + n2π2)R) +

√
µ̃− (σ + n2π2)√
σ + n2π2

. (6.76)

Remark 6.23. We note that solutions µ̃ of (6.75) correspond to symmetric solutions
v of (6.73), whereas solutions µ̃ of (6.76) correspond to antisymmetric solutions v of
(6.73). Since this fact is not required in the further course of this thesis we omit the proof.
However, it justifies the notation used in the further course.

At this stage we want to emphasize that in all calculations above the parameter n ∈ N
appears. Hence, the solutions µ̃ of (6.75) and (6.76) actually depend on n.

To obtain the desired eigenvalues µ̃ we treat both equations (6.75) and (6.76) separately.
Starting with the “symmetric” case, we consider the transcendental equation (6.75) for
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µ̃. To solve this equation we first introduce the abbreviation ζ :=
√
µ̃− (σ + n2π2)R > 0

which yields the equivalent equation

0 = tan(ζ)−
√
σ + n2π2R

ζ
=: gsn(ζ). (6.77)

Hence, we are left with the computation of all roots of the functions gs1, . . . , g
s
N : (0,∞)→ R

within some suitable compact interval and an appropriate N ∈ N. We want to emphasize
that the computation (or at least enclosure) of all these (finitely many) roots can be
done with the computer using interval arithmetic algorithms (cf. Section Interval Newton
Method on p. 107).

To localize the roots of a function gsn : (0,∞) → R (recall that ζ > 0 due to the fact
µ̃ > σ + n2π2) for fixed n ∈ N we compute its derivative

(gsn)′(ζ) =
1

cos2(ζ)
+

√
σ + n2π2R

ζ2
> 0 for all ζ ∈ (0,∞) \

{π
2

+ kπ : k ∈ N0

}
.

which implies that gsn is strictly increasing on the intervals (0, π2 ) and (π2 +kπ, π2 +(k+1)π)
for all k ∈ N0. Moreover, for all k ∈ N0 we calculate

lim
ζ→0+

gsn(ζ) = −∞, lim
ζ→(π

2
+kπ)−

gsn(ζ) = +∞, lim
ζ→(π

2
+kπ)+

gsn(ζ) = −∞,

i.e., by the intermediate value theorem we conclude that gsn has exactly one root in each of
the intervals (0, π2 ) and (π2 + kπ, π2 + (k + 1)π) for all k ∈ N0. Hence, there are countably
many roots of gsn which in the following will be denoted by ζsn,k for all k ∈ N. Using the
definition of ζ we obtain the eigenvalues

µ̃sn,k :=
(ζsn,k)

2

R2
+ σ + n2π2 for all n, k ∈ N. (6.78)

In the further course we treat the “antisymmetric” case analogously. Therefore, we in-
vestigate (6.76) which together with the abbreviation ζ :=

√
µ̃− (σ + n2π2)R > 0 results

in

0 = tan(ζ) +
ζ√

σ + n2π2R
=: gan(ζ). (6.79)

Hence, we are left with the computation of all roots of the functions ga1 , . . . , g
a
N : (0,∞)→ R

within some suitable compact interval and some appropriate N ∈ N again. As before, for
fixed n ∈ N we compute the derivative of gan : (0,∞)→ R:

(gan)′(ζ) =
1

cos2(ζ)
+

1√
σ + n2π2R

> 0 for all ζ ∈ (0,∞) \
{π

2
+ kπ : k ∈ N0

}

which implies that gan is strictly increasing on the intervals (0, π2 ) and (π2 +kπ, π2 +(k+1)π)
for all k ∈ N0. In almost the same manner as above, we obtain

lim
ζ→0+

gan(ζ) = 0, lim
ζ→(π

2
+kπ)−

gan(ζ) = +∞, lim
ζ→(π

2
+kπ)+

gan(ζ) = −∞,

i.e., gan has no root in (0, π2 ) and again by the intermediate value theorem exactly one root
in each of the intervals (π2 + kπ, π2 + (k + 1)π) for all k ∈ N0. Thus, by ζan,k for all k ∈ N
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we denote the countably many roots of gan which (after a retransformation) results in the
eigenvalues

µ̃an,k :=
(ζan,k)

2

R2
+ σ + n2π2 for all n, k ∈ N (6.80)

similar as before.

As already mentioned, we are interested in the (smallest) eigenvalues of our base problem

(6.71) located below some constant ρ0 < σ
(0)
0 = γ1. Using the definition of the new

eigenvalue parameter µ̃ we obtain the corresponding bound γ2

γ1−ρ0
for the eigenvalues of

our scalar value eigenvalue problem (6.72). Thus, it suffices to consider those eigenvalues
µ̃sn,k and µ̃an,k such that

µ̃sn,k ≤
γ2

γ1 − ρ0
and µ̃an,k ≤

γ2

γ1 − ρ0
(6.81)

which yields that only finitely many values of n have to be considered for the computation
of our desired eigenvalues, i.e., for all n ∈ N with σ+n2π2 > γ2

γ1−ρ0
condition (6.81) is not

satisfied anyway (cf. (6.78) and (6.80)). This leads to the upper bound

nmax :=

⌊√
1

π2

(
γ2

γ1 − ρ0
− σ

)⌋

for the values of n, i.e., for all 1 ≤ n ≤ nmax we have to compute the first roots µ̃sn,k and
µ̃an,k respectively (i.e., for finitely many 1 ≤ k ≤ Ks(n) and 1 ≤ k ≤ Ka(n) respectively)
such that (6.81) holds true. This strategy results in finitely many eigenvalues µ̃1, . . . , µ̃N
(for some N ∈ N) of the scalar valued problem (6.72). Using the transformation µ = γ1− γ2

µ̃
we obtain the desired first eigenvalues µ1, . . . , µN of our base problem (6.71) located below
the given bound ρ0.

Finally, we are left with the computation of the roots µ̃sn,k for all 1 ≤ n ≤ nmax,
1 ≤ k ≤ Ks(n) and µ̃an,k for all 1 ≤ n ≤ nmax, 1 ≤ k ≤ Ka(n) respectively (which a
posteriori characterizes the suitable compact interval and the number N ∈ N mentioned
after (6.77) and (6.79) respectively). However, since equations (6.77) and (6.79) are tran-
scendental finding the exact roots is challenging or even impossible. Nevertheless, since
we only need to determine finitely many roots we can use an Interval Newton Method to
enclose these (first) roots which is sufficient to provide the desired information (especially
an index information is guaranteed) about the eigenvalues of the base problem (6.71).

Interval Newton Method

To the end of this Section we briefly recall some details of the interval Newton method
needed to enclose all zeros of a function in a given compact interval. Since in our ap-
plications above all functions have simple roots we only present a version of the interval
Newton method dealing with this case. However, in the literature there are more general
versions treating the case of multiple roots as well (see e.g. [3]). The version we are going
to present can be found for instance in [38]. Moreover, in the following by [x] ⊆ R we
denote a compact real interval and by mid([x]) its midpoint.



108 6 Computation of the Norm Bounds

Now, let f : R → R be a continuously differentiable function and [x]0 ⊆ R denote a
compact real interval such that 0 /∈ f ′([x]0). From the latter condition we conclude that
f has at most one zero x∗ ∈ [x]0. Then, with

N([x]) := mid([x])− f(mid([x])

f ′([x])

the (k + 1)st iterate of the interval Newton method is defined by

[x]k+1 := [x]k ∩N([x]k) for all k ∈ N0.

Due to the intersection of N([x]k) with [x]k the interval Newton method cannot diverge,
i.e., each iterate of the method remains bounded. Furthermore, by [38, Theorem 6.1] we
obtain:

(a) Every zero x∗ ∈ [x] of f satisfies x∗ ∈ N([x]).

(b) If N([x]) ∩ [x] = ∅, then there exists no zero of f in [x].

(c) If N([x])
◦⊂ [x] (i.e., the interval N([x]) is contained in the interior of [x]; cf. [38,

Section 3.1]), then there exists a unique zero of f in [x] and hence in N([x]).

In particular, conditions (a) and (b) yield that if [x]k0 = ∅ for some k0 ∈ N then [x]0 does
not contain a zero of f .

As mentioned above, we are interested in enclosing the “first” roots of the functions gs
and ga respectively. Therefore, for each open interval (on which the functions gs and ga
are strictly increasing; cf. previous Section) we choose some compact subinterval [x]0 and
check

0 ∈ f([x]0), 0 /∈ f ′([x]0) and f(inf([x]0))f(sup([x]0)) < 0

a priori. If these conditions are satisfied, we perform the interval Newton algorithm
presented above until either [x]k1 = [x]k1+1 for some k1 ∈ N, or the diameter of [x]k1+1 is
smaller than a prescribed tolerance. Then, [x]k1+1 encloses the (unique) root in the given
interval.

Moreover, from the previous Sections it is known that in each interval (on which gs and
ga are strictly increasing) there exists a single root. Hence, we might expect that for a
suitably large initial subinterval [x]0 the conditions above are actually satisfied, i.e., if our
a priori check yields 0 /∈ f([x]0) we have to enlarge the “initial interval” [x]0 a bit and
check the a priori conditions again with this larger initial interval [x]0.

6.2.1.4 Computation of the Lower Bounds κ and κ̂

To guarantee the success of the extended coefficient homotopy (second approach in Sec-
tion 6.2.1.2) we are left with the computation of constants κ, κ̂ > 0 such that

〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2) ≥ κ〈u, u〉H1
0 (Ω,R2) for all u ∈ H(Ω) (6.82)

and

〈Φ−1 L̂U u,Φ
−1 L̂U u〉H1

0 (Ω,R2) ≥ κ̂〈u, u〉H1
0 (Ω,R2) for all u ∈ H(Ω) (6.83)

respectively.
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Exemplary, we start with the computation of κ and make some remarks on the procedure
for the “adjoint” constant κ̂ afterwards. The same calculations as in Section 6.2.1.1 (cf.
definition (6.33) and the calculations before) show

〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2)

= 〈u, u〉H1
0 (Ω,R2) +

∫

Ω
uTGUud(x, y) + 〈Φ−1(BU −σ)u,Φ−1(BU −σ)u〉H1

0 (Ω,R2)

with GU := Re[∇U + (∇U)T ]− 2σ id.

For the moment, let u ∈ H(Ω) ⊆ H1
0 (Ω,R2) be an arbitrary fixed function and let uS

denote its extension by zero which can be read as a function in H1
0 (S,R2). Thus, we

directly obtain the equality 〈u, u〉H1
0 (Ω,R2) = 〈uS, uS〉H1

0 (S,R2).

Using the Fourier transform Fx in x-direction introduced in Section 2.4 and its isometric
property (cf. Remark 2.6 (i)) together with Lemma 2.7 (i) we obtain

〈u, u〉H1
0 (Ω,R2) = 〈uS, uS〉H1

0 (S,R2)

=

∫ ∞

−∞

∫ 1

0

(∣∣∣∣
∂uS
∂x

(x, y)

∣∣∣∣
2

+

∣∣∣∣
∂uS
∂y

(x, y)

∣∣∣∣
2

+ σ |uS(x, y)|2
)

dy dx

=

∫ ∞

−∞

∫ 1

0

(∣∣∣∣Fx
[
∂uS
∂x

]
(ξ, y)

∣∣∣∣
2

+

∣∣∣∣Fx
[
∂uS
∂y

]
(ξ, y)

∣∣∣∣
2

+ σ |Fx[uS](ξ, y)|2
)

dy dξ

=

∫ ∞

−∞

∫ 1

0

(
|iξFx[uS](ξ, y)|2 +

∣∣∣∣
∂Fx[uS]

∂y
(ξ, y)

∣∣∣∣
2

+ σ |Fx[uS](ξ, y)|2
)

dy dξ

=

∫ ∞

−∞

∫ 1

0

(
(ξ2 + σ) |Fx[uS](ξ, y)|2 +

∣∣∣∣
∂Fx[uS]

∂y
(ξ, y)

∣∣∣∣
2
)

dy dξ.

Next, we can expand Fx[uS] in y-direction via Fourier series. Since Fx[uS] satisfies Dirichlet
boundary conditions in y-direction, i.e., Fx[uS](ξ, 0) = Fx[uS](ξ, 1) = 0 for all ξ ∈ R, we
can use the basis functions ϕn defined as follows

ϕn : [0, 1]→ R2, ϕn(y) :=





(√
2 sin(kπy)

0

)
, n = 2k − 1, k ∈ N,

(
0√

2 sin(kπy)

)
, n = 2k, k ∈ N

(6.84)

for all n ∈ N to obtain the representation formula

Fx[uS](ξ, y) =

∞∑

n=1

un(ξ)ϕn(y)

(converging in L2(S,C2)) with “coefficients” un ∈ L2(R,C) satisfying

∫ ∞

−∞
(1 + ξ2) |un(ξ)|2 dξ <∞.
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Furthermore, direct calculations show

∫ 1

0
ϕn(y)ϕm(y) dy = δn,m and

∫ 1

0
ϕ′n(y)ϕ′m(y) dy =

⌈n
2

⌉2
π2δn,m

for all n,m ∈ N which together with the previous identities implies

〈u, u〉H1
0 (Ω,R2) =

∞∑

n,m=1

∫ ∞

−∞

(
un(ξ)um(ξ)

∫ 1

0

[
(ξ2 + σ)ϕn(y)ϕm(y) + ϕ′n(y)ϕ′m(y)

]
dy

)
dξ

=

∞∑

n=1

∫ ∞

−∞
|un(ξ)|2

(
ξ2 + σ +

⌈n
2

⌉2
π2

)
dξ.

With new “coefficients”

vn(ξ) := un(ξ)

√
ξ2 + σ +

⌈n
2

⌉2
π2 for all ξ ∈ R, n ∈ N

we directly obtain the identity

〈u, u〉H1
0 (Ω,R2) =

∞∑

n=1

∫ ∞

−∞
|vn(ξ)|2 dξ. (6.85)

Since uS is the extension of u by zero we have
∫

Ω u
TGUud(x, y) =

∫
S u

T
SGUuS d(x, y).

Hence, using the definition of GU together the same techniques as above we calculate

∫

Ω
uTGUud(x, y)

=

∫

S
uTSGUuS d(x, y)

= Re
∞∑

n,m=1

∫ ∞

−∞
un(ξ)um(ξ)

∫ 1

0
ϕn(y)T

(
0 1− 2y

1− 2y 0

)
ϕm(y) dy dξ

− 2σ

∞∑

n,m=1

∫ ∞

−∞
un(ξ)um(ξ)

∫ 1

0
ϕn(y)ϕm(y) dy dξ

= Re
∞∑

n,m=1

∫ ∞

−∞

vn(ξ)√
ξ2+σ+dn2 e2π2

vm(ξ)√
ξ2+σ+dm2 e2π2

∫ 1

0
ϕn(y)T

(
0 1− 2y

1− 2y 0

)
ϕm(y) dy dξ

− 2σ

∞∑

n,m=1

∫ ∞

−∞

vn(ξ)√
ξ2+σ+dn2 e2π2

vm(ξ)√
ξ2+σ+dm2 e2π2

δn,m dξ.

Again using the “relatively rough” estimate 〈Φ−1(BU −σ)u,Φ−1(BU −σ)u〉H1
0 (Ω,R2) ≥ 0 and
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∗ 0 0 ∗
0 ∗ ∗ 0
0 ∗ ∗ 0

∗ 0 0 ∗

0 0 0 ∗
0 0 ∗ 0
0 ∗ 0 0

∗ 0 0 0

· · ·

0 0 0 ∗
0 0 ∗ 0
0 ∗ 0 0

∗ 0 0 0

∗ 0 0 ∗
0 ∗ ∗ 0
0 ∗ ∗ 0

∗ 0 0 ∗

. . .

...
. . .

. . .




Figure 6.2: Structure of the multiplication operator A

combining the results from above we end up with

〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2)

≥
∞∑

n,m=1

∫ ∞

−∞
vn(ξ)vm(ξ)

[(
1− 2σ√

ξ2+σ+dn2 e2π2
√
ξ2+σ+dm2 e2π2

)
δn,m

+
Re√

ξ2+σ+dn2 e2π2
√
ξ2+σ+dm2 e2π2

∫ 1

0
ϕn(y)T

(
0 1− 2y

1− 2y 0

)
ϕm(y) dy

]
dξ

=:
∞∑

n,m=1

∫ ∞

−∞
vn(ξ)vm(ξ)(A(ξ))n,m dξ

(6.86)
with an infinite dimensional multiplication operator A. Using Lemma A.13 we obtain

(A(ξ))n,m =





ξ2−σ+dn2 e2π2

ξ2+σ+dn2 e2π2
, n = m,

16dn2 edm2 eRe
π2
(
dn2 e2−dm2 e2

)2
√
ξ2+σ+dn2 e2π2

√
ξ2+σ+dm2 e2π2

, (n+m) mod 4 = 1,

0, otherwise

(6.87)
for all n,m ∈ N and ξ ∈ R, i.e., A(ξ) is of the form presented in Figure 6.2.

Now, we are aiming at a real constant κ such that

xTA(ξ)x ≥ κ‖x‖2`2(C) for all x ∈ `2(C), ξ ∈ R. (6.88)

If κ is explicitly at hand (and positive), together with the representation of the inner
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product (cf. (6.85)) and estimate (6.86) from above we calculate

〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2) ≥
∞∑

n,m=1

∫ ∞

−∞
vn(ξ)vm(ξ)(A(ξ))n,m dξ

≥ κ
∞∑

n=1

∫ ∞

−∞
|vn(ξ)|2 dξ

= κ〈u, u〉H1
0 (Ω,R2)

which (since u ∈ H(Ω) was arbitrary) directly implies the desired estimate (6.82).

In the further course we give some details about the computation of the constant κ sat-
isfying (6.88). Therefore, we first exploit the structure of the multiplication operator A
and define the “sub operator”

(Ã(ξ))k,l :=





ξ2−σ+k2π2

ξ2+σ+k2π2 , k = l,
16klRe

π2(k2−l2)2
√
ξ2+σ+k2π2

√
ξ2+σ+l2π2

, (k + l) mod 2 = 1,

0, otherwise

(6.89)

for all k, l ∈ N and ξ ∈ R. In view of Figure 6.2 the operator Ã(ξ) consists of the red
or blue entries respectively, i.e., Ã(ξ) is now of the form illustrated in Figure 6.3. Thus,
splitting also an element x ∈ `2(C) into two parts y, z ∈ `2(C), i.e., we set

yk :=

{
x2k, k mod 2 = 0,

x2k−1, k mod 2 = 1
and zk :=

{
x2k−1, k mod 2 = 0,

x2k, k mod 2 = 1,

leads to the identity

xTA(ξ)x = yT Ã(ξ)y + zT Ã(ξ)z for all ξ ∈ R. (6.90)

We note that reordering the terms is possible since all series appearing in this situation
are absolutely convergent which can be seen by the arguments presented in the further
course.

Thus, to obtain the desired constant κ we split the operator Ã(ξ) into finite dimensional
and an infinite dimensional parts. Therefore, we fix some “size” N ∈ N even and for
all ξ ∈ R we define Ã0(ξ) ∈ CN×N with (Ã0(ξ))k,l := (Ã(ξ))k,l for all k, l = 1, . . . , N ,
Ã1(ξ) such that (Ã1(ξ))k,l := (Ã(ξ))k,l+N for all k = 1, . . . , N , l ∈ N and the infinite
dimensional operator Ã2(ξ) with (Ã2(ξ))k,l := (Ã(ξ))k+N,l+N for all k, l ∈ N. Thus, Ã(ξ)
can be represented in terms of Ã0(ξ), Ã1(ξ) and Ã2(ξ) (cf. Figure 6.3):

Ã(ξ) =




Ã0(ξ) Ã1(ξ)

Ã1(ξ)
T

Ã2(ξ)


 for all ξ ∈ R. (6.91)

Moreover, by D̃(ξ) we denote the diagonal part of Ã2(ξ), i.e., we have the identity
D̃k,k(ξ) = Ãk+N,k+N (ξ) for all ξ ∈ R, k ∈ N and zero entries otherwise.
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0 ∗
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0 ∗
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∗ ∗

. . .
...

...
...

...
. . .

. . .
0 ∗
∗ 0

...
...

0 ∗
∗ 0

· · · 0 ∗
∗ 0

∗ ∗
∗ ∗

0 ∗
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0 ∗
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0 ∗
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0 ∗
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· · ·
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Figure 6.3: Structure of the multiplication operator Ã

In the following, we suppose that functions θ0, θ1 : R → R and θ2, θ3 : R → [0,∞) are
known explicitly such that

1. λmin(Ã0(ξ)) ≥ θ0(ξ), (6.92)

2. λmin(D̃(ξ)) ≥ θ1(ξ), (6.93)

3.
N∑

k=1

∞∑

l=1

|(Ã1(ξ))k,l|2 =
N∑

k=1

∞∑

l=N+1

|(Ã(ξ))k,l|2 ≤ θ2(ξ), (6.94)

4.

∞∑

k,l=1

|(Ã2(ξ)− D̃(ξ))k,l|2 =

∞∑

k,l=N+1
k 6=l

|(Ã(ξ))k,l|2 ≤ θ3(ξ) (6.95)

for all ξ ∈ R. We postpone the computation of the desired functions θ1, . . . , θ3 to the end
of this Subsection and present the abstract computation of κ first.

Remark 6.24. We note that the absolute values |(Ã(ξ))k,l| of the off-diagonal entries,
i.e., for k 6= l, become “smaller” as the values of k, l ∈ N increase. Thus, if the size N is
“large” the error terms represented by our functions θ2 and θ3 also get “small”.

Now, let y ∈ `2(C) and define v := (y1, . . . , yN ) ∈ CN and w := (yN+1, . . .) ∈ `2(C). Thus,
we obtain the identity ‖y‖2`2(C) = ‖v‖22 + ‖w‖2`2(C) and for all ξ ∈ R we calculate

yT Ã(ξ)y = vT Ã0(ξ)v + vT Ã1(ξ)w + wT Ã1(ξ)
T
v + wT Ã2(ξ)w (6.96)

= vT Ã0(ξ)v + vT Ã1(ξ)w + wT Ã1(ξ)
T
v + wT (Ã2(ξ)− D̃(ξ))w + wT D̃(ξ)w.
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Using Cauchy-Schwarz’ inequality and assumption (6.94) we obtain

vT Ã1(ξ)w ≤ ‖v‖2‖Ã1(ξ)w‖2 = ‖v‖2
(

N∑

k=1

∣∣∣∣∣
∞∑

l=1

(Ã1(ξ))k,l wl

∣∣∣∣∣

2) 1
2

≤ ‖v‖2
(

N∑

k=1

( ∞∑

l=1

∣∣∣(Ã1(ξ))k,l

∣∣∣
2
)( ∞∑

l=1

|wl|2
)) 1

2

≤
√
θ2(ξ)‖v‖2‖w‖`2(C)

for all ξ ∈ R, directly implying wT Ã1(ξ)
T
v ≤

√
θ2(ξ)‖v‖2‖w‖`2(C). Similar arguments but

now using (6.95) yield

wT (Ã2(ξ)− D̃(ξ))w ≤
√
θ3(ξ)‖w‖2`2(C) for all ξ ∈ R.

Applying these estimates together with assumptions (6.92) and (6.93) from (6.96) we
conclude

yT Ã(ξ)y ≥ θ0(ξ)‖v‖22 − 2
√
θ2(ξ)‖v‖2‖w‖`2(C) −

√
θ3‖w‖2`2(C) + θ1‖w‖2`2(C)

for all ξ ∈ R. Hence, using Young’s inequality with an arbitrary constant η(ξ) > 0 yields

2‖v‖2‖w‖`2(C) ≤ η(ξ)‖v‖22 +
‖w‖2

`2(C)

η(ξ) and thus we obtain

yT Ã(ξ)y ≥ (θ0(ξ)−
√
θ2(ξ)η(ξ))‖v‖22 +

(
θ1(ξ)−

√
θ3(ξ)−

√
θ2(ξ)

η(ξ)

)
‖w‖2`2(C).

Now, we fix

η(ξ) :=
θ0(ξ)− θ1(ξ) +

√
θ3(ξ)

2
√
θ2(ξ)

+

√√√√
(
θ0(ξ)− θ1(ξ) +

√
θ3(ξ)

)2

4θ2(ξ)
+ 1 > 0

implying θ0(ξ)−
√
θ2(ξ)η(ξ) = θ1(ξ)−

√
θ3(ξ)−

√
θ2(ξ)

η(ξ) . Hence, for all ξ ∈ R we obtain

yT Ã(ξ)y ≥



θ0(ξ) + θ1(ξ) +

√
θ3(ξ)

2
−

√√√√
(
θ0(ξ)− θ1(ξ) +

√
θ3(ξ)

)2

4
+ θ2(ξ)




· (‖v‖22 + ‖w‖2`2(C))

=
θ0(ξ)(θ1(ξ)−

√
θ3(ξ))− θ2(ξ)

θ0(ξ)+θ1(ξ)−
√
θ3(ξ)

2 +

√(
θ0(ξ)−θ1(ξ)+

√
θ3(ξ)

)2

4 + θ2(ξ)

‖y‖2`2(C).

Thus, combining this result with (6.90) we conclude

xTA(ξ)x ≥ θ0(ξ)(θ1(ξ)−
√
θ3(ξ))− θ2(ξ)

θ0(ξ)+θ1(ξ)−
√
θ3(ξ)

2 +

√(
θ0(ξ)−θ1(ξ)+

√
θ3(ξ)

)2

4 + θ2(ξ)

(‖y‖2`2(C) + ‖z‖2`2(C))

=
θ0(ξ)(θ1(ξ)−

√
θ3(ξ))− θ2(ξ)

θ0(ξ)+θ1(ξ)−
√
θ3(ξ)

2 +

√(
θ0(ξ)−θ1(ξ)+

√
θ3(ξ)

)2

4 + θ2(ξ)

‖x‖2`2(C)
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for all ξ ∈ R. Finally, the desired estimate (6.88) is satisfied with

κ := inf
ξ∈R

θ0(ξ)(θ1(ξ)−
√
θ3(ξ))− θ2(ξ)

θ0(ξ)+θ1(ξ)−
√
θ3(ξ)

2 +

√(
θ0(ξ)−θ1(ξ)+

√
θ3(ξ)

)2

4 + θ2(ξ)

(6.97)

(if the infimum is indeed finite).

Remark 6.25. Recalling the structure of Ã(ξ) (cf. (6.91)), having a closer look at the
right-hand side of (6.97) and considering Remark 6.24 we see that for N sufficiently large
the lower bound θ0(ξ) for the smallest eigenvalue of Ã0(ξ) actually becomes the dominant
value in the computation of the desired lower bound κ which one might have expected in
advance.

In view of the definition of Ã(ξ) (cf. (6.89)) which shows that Ã(ξ) is symmetric in ξ for
the computation of κ it suffices to consider only the non-negative real axis, i.e., we only
have to evaluate (or at least to find a lower bound for) the infimum infξ∈[0,∞) θ(ξ) where θ
is defined by the term on the right-hand side of (6.97). Additionally, this fact shows that
it is sufficient to define the functions θ0, . . . , θ3 only on the non-negative interval [0,∞) as
well.

To compute the desired lower bound κ for the infimum infξ∈[0,∞) θ(ξ) we first of all fix
some finite radius ξ0 > 0.

On the “compact part” [0, ξ0] we divide the interval into several “small” closed subintervals
I1, . . . , IM where M ∈ N denotes the number of intervals and such that

⋃M
k=1 Ik = [0, ξ0]

as well as Ik∩Ik+1 contains a single “intersection” point for all k ∈ {1, . . . ,M − 1}. Then,
on each subinterval Ik (for some k ∈ {1, . . . ,M}) we use interval arithmetic computations
(cf. Section 3.3) to evaluate θ(Ik) to obtain a lower bound mk for the range of θ on this
subinterval Ik, i.e., we define

mk := min θ(Ik) = min
θ0(Ik)� (θ1(Ik)	

√
θ3(Ik))	 θ2(Ik)

θ0(Ik)⊕θ1(Ik)	
√
θ3(Ik)

2 ⊕
√(

θ0(Ik)	θ1(Ik)⊕
√
θ3(Ik)

)2

4 ⊕ θ2(Ik)
(6.98)

for all k ∈ {1, . . . ,M}.
On the unbounded part [ξ0,∞) we use analytical methods to estimate θ from below by a
constant m∞ ∈ R, i.e., we compute some m∞ ∈ R such that

m∞ ≤ θ(ξ) =
θ0(ξ)(θ1(ξ)−

√
θ3(ξ))− θ2(ξ)

θ0(ξ)+θ1(ξ)−
√
θ3(ξ)

2 +

√(
θ0(ξ)−θ1(ξ)+

√
θ3(ξ)

)2

4 + θ2(ξ)

for all |ξ| ≥ ξ0.

(6.99)
Finally, the procedure above implies that κ := min{m1, . . . ,mM ,m∞} is a suitable lower
bound satisfying (6.82).

Remark 6.26. As mentioned in Section 3.3 the evaluation of “wide” intervals, i.e., in-
tervals of “large” diameter, results in an overestimation of the errors generated by the
interval arithmetic computations. Hence, it is advisable to increase the number of subin-
tervals M which shrinks the diameter of each single interval to obtain relatively “tight”
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lower bounds mk. However, increasing the number of intervals massively enhances the
computational effort since on each of the intervals Ik interval arithmetic calculations have
to be performed. Nevertheless, since the lower bounds m1, . . . ,mM can be computed in-
dependently on each of the subintervals I1, . . . , IM the procedure can easily be parallelized
which finally reduces the computational effort again.

To the end of this Section, we consider each of our assumptions (6.92) to (6.95) separately
and provide a strategy how to obtain the desired functions θ0, . . . , θ3.

Computation of θ0, . . . , θ3

To compute the desired functions θ0, . . . , θ3 satisfying (6.92) to (6.95) we consider all
assumptions separately in detail:

1. In view of (6.98) and (6.99) we see that it suffices to assume condition (6.92) piecewise
on each of the subintervals I1, . . . , IM and [ξ0,∞) respectively, i.e., we can define θ0

as a step function using constants θ0,1, . . . , θ0,M , θ0,∞ ∈ R (each corresponding to a
single subinterval) such that

λmin(Ã0(ξ)) ≥ θ0,k for all ξ ∈ Ik, k ∈ {1, . . . ,M,∞} , (6.100)

where we set I∞ := [ξ0,∞). Then, the definition of the lower bound mk on a
subinterval Ik for some k ∈ {1, . . . ,M} reads as

mk := min
θ0,k � (θ1(Ik)	

√
θ3(Ik))	 θ2(Ik)

θ0,k⊕θ1(Ik)	
√
θ3(Ik)

2 ⊕
√(

θ0,k	θ1(Ik)⊕
√
θ3(Ik)

)2

4 ⊕ θ2(Ik)

and for the unbounded interval I∞ we calculate m∞ such that

m∞ ≤
θ0,∞(θ1(ξ)−

√
θ3(ξ))− θ2(ξ)

θ0,∞+θ1(ξ)−
√
θ3(ξ)

2 +

√(
θ0,∞−θ1(ξ)+

√
θ3(ξ)

)2

4 + θ2(ξ)

for all ξ ∈ I∞. (6.101)

Thus, we are left with the computation of the constants θ0,1, . . . , θ0,M and θ0,∞
such that (6.100) holds true on each corresponding subinterval. Therefore, on each
compact subinterval Ik (for some k ∈ {1, . . . ,M}) we set up the interval matrix Ã(Ik)
using the formulas in (6.89) and the definition of Ã(ξ) (cf. (6.91)) together with
interval arithmetic evaluations. Then, we apply the eigenvalue methods presented
in Section 9.5.1 to enclose the eigenvalues of the interval matrix Ã(Ik) which finally
yields the desired lower bound θ0,k satisfying (6.100) for all k ∈ {1, . . . ,M}. Again,
we note that we expect the radii of the enclosing intervals to be “small” if the
intervals I1, . . . , IM are “small”.

Next, we have to treat the unbounded interval for which we cannot use interval
arithmetic evaluations. Therefore, we use analytical methods which provide a lower
bound θ0,∞ satisfying λmin(Ã0(ξ)) ≥ θ0,∞ for all ξ ∈ I∞ = [ξ0,∞). Here, we
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use Gershgorin’s Circle Theorem (cf. [84, Theorem 12.9]) which implies that the
eigenvalues of Ã0(ξ) are contained in the union

⋃N
k=1 Gk(ξ) of the Gershgorin circles

Gk(ξ) :=



z ∈ C : |z − (Ã(ξ))k,k| ≤

N∑

l=1
l 6=k

|(Ã0(ξ))k,l|



 for all ξ ∈ [ξ0,∞). (6.102)

Moreover, since the matrix Ã0(ξ) is symmetric (and thus has real eigenvalues) we
finally need to compute a lower bound for

min
k=1,...,N

inf
ξ∈[ξ0,∞)


(Ã(ξ))k,k −

N∑

l=1
l6=k

|(Ã0(ξ))k,l|


.

Then, this bound indeed is a lower bound for the eigenvalues of all matrices Ã(ξ) for
all ξ ∈ [ξ0,∞) and thus, especially the desired lower bound on I∞ satisfying (6.100).

To compute the desired lower bound, we first of all use the definition of Ã (cf. (6.89))
to obtain the representation

(Ã(ξ))k,l =





ξ2−σ+k2π2

ξ2+σ+k2π2 , k = l,
8klRe(1−(−1)k+l)

π2(k2−l2)2
√
ξ2+σ+k2π2

√
ξ2+σ+l2π2

, k 6= l
(6.103)

for all k, l ∈ N and ξ ∈ R. Using this representation of Ã together with the splitting
given in (6.91) we calculate

|(Ã0(ξ))k,l| =
8klRe(1− (−1)k+l)

π2(k2 − l2)2
√
ξ2 + σ + k2π2

√
ξ2 + σ + l2π2

≤ 8klRe(1− (−1)k+l)

π2(k2 − l2)2
√
ξ2

0 + σ + k2π2
√
ξ2

0 + σ + l2π2

=
8Re(1− (−1)k+l)

π2(k2 − l2)2

√
π2 +

ξ2
0+σ

k2

√
π2 +

ξ2
0+σ

l2

for all k, l ∈ {1, . . . , N} with k 6= l and ξ ∈ [ξ0,∞) which directly implies

N∑

l=1
l 6=k

|(Ã0(ξ))k,l| ≤
8Re

π2

N∑

l=1
l6=k

1− (−1)k+l

(k2 − l2)2

√
π2 +

ξ2
0+σ

k2

√
π2 +

ξ2
0+σ

l2

for all ξ ∈ [ξ0,∞) and k ∈ {1, . . . , N}. Furthermore, for all k ∈ {1, . . . , N} we
obtain

(Ã(ξ))k,k =
ξ2 − σ + k2π2

ξ2 + σ + k2π2
≥ ξ2

0 − σ + k2π2

ξ2
0 + σ + k2π2

for all ξ ∈ [ξ0,∞).

Combining the previous results shows that the desired lower bound θ0,∞ satisfying
(6.100) can be defined as follows

θ0,∞ := min
k=1,...,N


ξ

2
0 − σ + k2π2

ξ2
0 + σ + k2π2

− 8Re

π2

N∑

l=1
l6=k

1− (−1)k+l

(k2 − l2)2

√
π2 +

ξ2
0+σ

k2

√
π2 +

ξ2
0+σ

l2


.

We note that the terms on the right-hand side can easily be evaluated rigorously
using interval arithmetic operations.
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2. Since D̃ is diagonal we calculate

λmin(D̃(ξ)) = inf
k∈N

(D̃(ξ))k,k = inf
k∈N

ξ2 − σ + (N + k)2π2

ξ2 + σ + (N + k)2π2
=
ξ2 − σ + (N + 1)2π2

ξ2 + σ + (N + 1)2π2

and

inf
ξ∈[ξ0,∞)

λmin(D̃(ξ)) = inf
ξ∈[ξ0,∞)

ξ2 − σ + (N + 1)2π2

ξ2 + σ + (N + 1)2π2
=
ξ2

0 − σ + (N + 1)2π2

ξ2
0 + σ + (N + 1)2π2

.

Thus, we can define

θ1 : R→ R, θ1(ξ) :=





ξ2−σ+(N+1)2π2

ξ2+σ+(N+1)2π2 , ξ ∈ [0, ξ0),

ξ2
0−σ+(N+1)2π2

ξ2
0+σ+(N+1)2π2 , ξ ∈ [ξ0,∞)

which satisfies (6.93).

3. Using the identity

(1− (−1)k+l)2 = 2(1− (−1)k+l) for all k, l ∈ N

together with the representation formula for Ã(ξ) (cf. (6.103)) we calculate

|(Ã(ξ))k,l|2 =
128k2l2Re2(1− (−1)k+l)

π4(k2 − l2)4(ξ2 + σ + k2π2)(ξ2 + σ + l2π2)

≤ 128k2l2Re2(1− (−1)k+l)

π4(k2 − l2)4(ξ2 + σ + k2π2)(ξ2 + σ + (N + 1)2π2)

(6.104)

for all k, l ∈ N with k 6= l, l ≥ N + 1 and ξ ∈ [0,∞) which directly implies

N∑

k=1

∞∑

l=N+1

|(Ã(ξ))k,l|2

≤ 128Re2

π4(ξ2 + σ + (N + 1)2π2)

N∑

k=1

k2

ξ2 + σ + k2π2

∞∑

l=N+1

l2(1− (−1)k+l)

(k2 − l2)4
.

Applying Lemma A.14 (v) yields

∞∑

l=N+1

l2(1− (−1)k+l)

(k2 − l2)4
=

∞∑

l=1
l 6=k

l2(1− (−1)k+l)

(k2 − l2)4
−

N∑

l=1
l 6=k

l2(1− (−1)k+l)

(k2 − l2)4

=
π4

384k2
− π2

64k4
−

N∑

l=1
l 6=k

l2(1− (−1)k+l)

(k2 − l2)4

(6.105)

which together with the previous estimate results in the definition

N∑

k=1

∞∑

l=N+1

|(Ã(ξ))k,l|2 ≤
Re2

ξ2 + σ + (N + 1)2π2




N∑

k=1

1
3 − 2

k2π2

ξ2 + σ + k2π2

−
N∑

k=1

128

π4
(
π2 + ξ2+σ

k2

)
N∑

l=1
l 6=k

l2(1− (−1)k+l)

(k2 − l2)4


 =: θ2(ξ)
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for all ξ ∈ [0, ξ0].

Based on (6.104) we additionally estimate

|(Ã(ξ))k,l|2 ≤
128k2l2Re2(1− (−1)k+l)

π4(k2 − l2)4(ξ2
0 + σ + k2π2)(ξ2

0 + σ + (N + 1)2π2)

for all k, l ∈ N with k 6= l, l ≥ N + 1 and ξ ∈ [ξ0,∞).

Then, the same arguments as before yield

N∑

k=1

∞∑

l=N+1

|(Ã(ξ))k,l|2 ≤
Re2

ξ2
0 + σ + (N + 1)2π2




N∑

k=1

1
3 − 2

k2π2

ξ2
0 + σ + k2π2

−
N∑

k=1

128

π4
(
π2 +

ξ2
0+σ

k2

)
N∑

l=1
l 6=k

l2(1− (−1)k+l)

(k2 − l2)4


 =: θ2(ξ)

for all ξ ∈ [ξ0,∞). Hence, (6.94) holds true with this definition of θ2.

4. For all k ∈ N we have the identity

k2

ξ2 + σ + k2π2
=

1

π2

(
1− ξ2 + σ

ξ2 + σ + k2π2

)
≤ 1

π2
for all ξ ∈ [0,∞).

Then, using (6.104) we calculate

|(Ã(ξ))k,l|2 ≤
128l2Re2(1− (−1)k+l)

π6(k2 − l2)4(ξ2 + σ + (N + 1)2π2)
(6.106)

for all k, l ∈ N with k 6= l, l ≥ N + 1 and ξ ∈ [0,∞) which implies

∞∑

k=N+1

∞∑

l=N+1
l 6=k

|(Ã(ξ))k,l|2 ≤
128Re2

π6(ξ2 + σ + (N + 1)2π2)

∞∑

k=N+1

∞∑

l=N+1
l6=k

l2(1− (−1)k+l)

(k2 − l2)4

for all ξ ∈ [0,∞). Similar as in part 3. (cf. (6.105)) applying Lemma A.14 (v) we
obtain

∞∑

k=N+1

∞∑

l=N+1
l 6=k

|(Ã(ξ))k,l|2 ≤
Re2

ξ2 + σ + (N + 1)2π2

(
1

3π2

∞∑

k=N+1

1

k2
− 2

π4

∞∑

k=N+1

1

k4

− 128

π6

N∑

l=1

l2
∞∑

k=N+1

1− (−1)k+l

(k2 − l2)4

)
.

Using the well-known identities
∑∞

k=1
1
k2 = π2

6 and
∑∞

k=1
1
k4 = π4

90 (cf. [36, Section
0.233]) we calculate

∞∑

k=N+1

1

k2
=
π2

6
−

N∑

k=1

1

k2
and

∞∑

k=N+1

1

k4
=
π4

90
−

N∑

k=1

1

k4
.
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Moreover, Lemma A.14 (iv) implies

128

π6

N∑

l=1

l2
∞∑

k=N+1

1− (−1)k+l

(k2 − l2)4

=

N∑

l=1

(
1

3l2π2
+

10

l4π4
− 64(1− (−1)l)

l6π6

)
− 128

π6

N∑

l=1

l2
N∑

k=1
k 6=l

1− (−1)k+l

(k2 − l2)4
.

Hence, together with the estimate above we obtain the definition

∞∑

k=N+1

∞∑

l=N+1
l 6=k

|(Ã(ξ))k,l|2 ≤
Re2

ξ2 + σ + (N + 1)2π2


 1

30
− 2

3π2

N∑

k=1

1

k2
− 8

π4

N∑

k=1

1

k4

+
64

π6

N∑

k=1

1− (−1)k

k6
+

128

π6

N∑

l=1

l2
N∑

k=1
k 6=l

1− (−1)k+l

(k2 − l2)4




=: θ3(ξ) for all ξ ∈ [0, ξ0].

Similar as in part 3. using (6.106) we calculate

|(Ã(ξ))k,l|2 ≤
128l2Re2(1− (−1)k+l)

π6(k2 − l2)4(ξ2
0 + σ + (N + 1)2π2)

for all k, l ∈ N with l ≥ N + 1 and ξ ∈ [ξ0,∞) which together with the previous
calculations justifies the definition

θ3(ξ) :=
Re2

ξ2
0 + σ + (N + 1)2π2


 1

30
− 2

3π2

N∑

k=1

1

k2
− 8

π4

N∑

k=1

1

k4

+
64

π6

N∑

k=1

1− (−1)k

k6
+

128

π6

N∑

l=1

l2
N∑

k=1
k 6=l

1− (−1)k+l

(k2 − l2)4




for all ξ ∈ [ξ0,∞).

Remark 6.27. (i) We note that on the unbounded interval I∞ = [ξ0,∞) the functions
θ1, . . . , θ3 are constant and thus, independent of ξ. Hence, the desired lower bound
m∞ on I∞ can be computed by rigorously evaluating the expressions θ0,∞, θ1(ξ0),
θ2(ξ0) and θ3(ξ0) respectively in a single point (and not on an interval) using inter-
val arithmetic calculations (with point intervals as input). Finally, with these data
in hand we can compute m∞ via the term (6.101) again using interval arithmetic
evaluations.

(ii) The choice of ξ0 > 0 separating the two different strategies for obtaining the desired
lower bounds is somehow arbitrary. Nevertheless, in view of Remark 6.26 concerning
the parallelization it makes sense to chose ξ as a power of two to be able to distribute
the interval [0, ξ0] equally over all processes. Moreover, concerning the enclosure of
eigenvalues via Gershgorin circles (cf. (6.102)) it is useful to fix ξ not “too close to
zero” which results in “smaller” Gershgorin circles since the off-diagonal elements
of Ã0(ξ) for ξ ∈ [ξ0,∞) become “smaller”.
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(iii) Due to

〈Φ−1 L̂U u,Φ
−1 L̂U u〉H1

0 (Ω,R2) ≥ 〈u, u〉H1
0 (Ω,R2) +

∫

Ω
uTGUu d(x, y) for all u ∈ H(Ω)

the desired lower bound κ̂ coincides with the constant κ, i.e., we do not need an
additional computation for κ̂.

6.2.2 Bound for the Essential Spectrum

As mentioned above in this Section we will have a closer look at the computation of a
lower bound for the essential spectrum of the eigenvalue problems (6.8) and (6.9) respec-
tively. Again, we note that the essential spectrum of each of these problems is defined
via the associated self-adjoint operator (Φ−1 LU+ω)∗Φ−1 LU+ω and Φ−1 LU+ω(Φ−1 LU+ω)∗

respectively (cf. [74, Section 10.2.1] at the beginning of Section 6.2.1).

By Poincaré’s min-max-principle the lower bound for the essential spectra is increasing
with respect to the homotopy parameter (cf. [74, Section 10.2.4; p. 392]). Hence, the
lower bound for the essential spectrum of the associated base problem is a lower bound

for the “original” eigenvalue problem as well, i.e., σ
(0)
0 = γ1 and σ̂

(0)
0 = γ̂1 respectively can

be used as the desired lower bounds for the essential spectrum of the eigenvalue problems
(6.8) and (6.9) respectively (cf. Section 6.2.1.3).

Nevertheless, to the end of this Section we present a strategy (independent of the homotopy
method) to compute the desired lower bounds for the essential spectra if the lower bounds
κ and κ̂ introduced in Section 6.2.1.4 (cf. (6.82) and (6.83) respectively) are in hand. Thus,
in the further course we assume that such constants κ and κ̂ are computed explicitly. For
a strategy to obtain such lower bounds we refer the reader to Section 6.2.1.4.

Next, to obtain the desired lower bounds for the essential spectra we first prove the
following compact perturbation result

Proposition 6.28. The following assertions hold true:

(i) (Φ−1 LU+ω)∗Φ−1 LU+ω is a relative compact perturbation of (Φ−1 LU)∗Φ−1 LU and

σess((Φ
−1 LU+ω)∗Φ−1 LU+ω) = σess((Φ

−1 LU)∗Φ−1 LU).

(ii) Φ−1 LU+ω(Φ−1 LU+ω)∗ is a relative compact perturbation of Φ−1 LU(Φ−1 LU)∗ and

σess(Φ
−1 LU+ω(Φ−1 LU+ω)∗) = σess(Φ

−1 LU(Φ−1 LU)∗).

Proof. (i) To improve readability of the proof, we introduce the abbreviations

S := (Φ−1 LU+ω)∗Φ−1 LU+ω and S0 := (Φ−1 LU)∗Φ−1 LU .

Thus, we need to show, that S is a relative compact perturbation of S0. Since S0 is
linear and bounded it is closed. Thus, we need to show that S − S0 is compact.
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Now, let u ∈ H(Ω). Using the definition of L̂U+ω (see (6.3)) and the equality (6.4)
(which also holds true for U instead of U + ω), we obtain

(S − S0)u

= (Φ−1 LU+ω)∗Φ−1 LU+ω u− (Φ−1 LU)∗Φ−1 LU u

= (Φ−1 LU+ω)∗[Φ−1 LU+ω u− Φ−1 LU u] + [(Φ−1 LU+ω)∗ − (Φ−1 LU)∗]Φ−1 LU u

= (Φ−1 LU+ω)∗Φ−1[LU+ω−LU ]u+ Φ−1[L̂U+ω− L̂U ]Φ−1 LU u.

Moreover, Proposition 3.1 (i) and (ii) together with the definition of L (see (3.10))
imply

LU+ω u− LU u = −∆u+ BU+ω u− (−∆u+ BU u) = BU+ω u− BU u = Bω u.

Equivalently, applying Proposition 6.2 (i) and (ii) as well as the definition of L̂ (see
(6.3)) shows

L̂U+ω u− L̂U u = −∆u+ B̂U+ω u− (−∆u+ B̂U u) = B̂U+ω u− B̂U u = B̂ω u.

Putting everything together, we obtain

(S − S0)u = (Φ−1 LU+ω)∗Φ−1 Bω u+ Φ−1 B̂ω Φ−1 LU u.

Additionally, we introduce the abbreviation

C := Remax
{

2‖(Φ−1 LU+ω)∗‖B‖ω‖L∞(ΩR,R
2), ‖ω‖L∞(ΩR,R

2) + C2‖∇ω‖L∞(ΩR,R
2×2)

}
,

where ΩR is defined as in the beginning of Section 6.2.1.2 and ‖ · ‖B denotes the
corresponding operator norm.

Now, let (u(n))n∈N be a bounded sequence in H(Ω). Hence, (u(n))n∈N is bounded
in H1

0 (Ω,R2) and also in H1(ΩR,R2). Since ΩR is bounded, Sobolev-Kondrachev-
Rellich’s Embedding Theorem (cf. [26, Theorem 1; p. 272]) implies the existence
of a subsequence (u(nk))k∈N converging in L2(ΩR,R2). Thus, (u(nk))k∈N is a Cauchy
sequence in L2(ΩR,R2), i.e.,

‖u(nk) − u(nl)‖L2(ΩR,R
2) → 0 as k, l→∞.

Next, we define v(nk) := Φ−1 LU u
(nk) for all k ∈ N. Since Φ−1 LU is a bounded

operator, (v(nk))k∈N is a bounded sequence in H1(ΩR,R2). Thus, applying Sobolev-
Kondrachev-Rellich’s Embedding Theorem again yields the existence of a subse-
quence (again denoted by (v(nk))k∈N) such that (v(nk))k∈N converges in L2(ΩR,R2).
The same arguments as above yield

‖v(nk) − v(nl)‖L2(ΩR,R
2) → 0 as k, l→∞.

Thus, using the previous representation of S − S0 together with the estimates pro-
vided by Lemma A.11 (i) and (ii) as well as the fact that supp(ω) ⊆ ΩR, we calculate

‖(S − S0)(u(nk) − u(nl))‖H1
0 (Ω,R2)

= ‖(Φ−1 LU+ω)∗Φ−1 Bω(u(nk) − u(nl)) + Φ−1 B̂ω(v(nk) − v(nl))‖H1
0 (Ω,R2)

≤ ‖(Φ−1 LU+ω)∗‖B‖Φ−1 Bω(u(nk) − u(nl))‖H1
0 (Ω,R2)

+ ‖Φ−1 B̂ω(v(nk) − v(nl))‖H1
0 (Ω,R2)

≤ C
(
‖u(nk) − u(nl)‖L2(ΩR,R

2) + ‖v(nk) − v(nl)‖L2(ΩR,R
2)

)
→ 0 as k, l→∞.
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Hence, ((S − S0)u(nk))k∈N is a Cauchy sequence in H(Ω). Since H(Ω) is a Hilbert
space ((S − S0)u(nk))k∈N converges in H(Ω) which directly implies the compactness
of S − S0.

Finally, the identity σess(S) = σess(S0) is a direct consequence of [50, Theorem 5.35]
together with the fact that S is a relative compact perturbation of S0.

(ii) To prove the second assertion, we use abbreviations again:

Ŝ := Φ−1 LU+ω(Φ−1 LU+ω)∗ and Ŝ0 := Φ−1 LU(Φ−1 LU)∗.

Similarly as in part (i), the definition of L̂U+ω (see (6.3)) and the equality (6.4)
(which also holds true for U instead of U + ω), as well as Proposition 3.1 (i) and
(ii) together with the definition of L (see (3.10)) and additionally Proposition 6.2 (i)
and (ii) as well as the definition of L̂ (see (6.3)) yield

(Ŝ − Ŝ0)u

= Φ−1 LU+ω(Φ−1 LU+ω)∗u− Φ−1 LU(Φ−1 LU)∗u

= Φ−1 LU+ω[(Φ−1 LU+ω)∗u− (Φ−1 LU)∗u] + [Φ−1 LU+ω−Φ−1 LU ](Φ−1 LU)∗u

= Φ−1 LU+ω Φ−1[L̂U+ω− L̂U ]u+ Φ−1[LU+ω−LU ](Φ−1 LU)∗u

= Φ−1 LU+ω Φ−1 B̂ω u+ Φ−1 Bω(Φ−1 LU)∗u for all u ∈ H(Ω).

Now, let (u(n))n∈N be a bounded sequence in H(Ω). Again, Sobolev-Kondrachev-
Rellich’s Embedding Theorem implies the existence of a subsequence (u(nk))k∈N con-
verging in L2(ΩR,R2). Hence, (u(nk))k∈N is a Cauchy sequence in L2(ΩR,R2) and
thus, we obtain

‖u(nk) − u(nl)‖L2(ΩR,R
2) → 0 as k, l→∞.

Similarly as in the first part we set w(nk) := (Φ−1 LU))
∗u(nk) for all k ∈ N. Since the

operator (Φ−1 LU)∗ = Φ−1 L̂ is bounded again, (w(nk))k∈N is a bounded sequence in
H1(ΩR,R2) and thus, applying Sobolev-Kondrachev-Rellich’s Embedding Theorem
again yields the existence of a subsequence (again denoted by (w(nk))k∈N) such that
(w(nk))k∈N converges in L2(ΩR,R2). With the same arguments as above we get

‖w(nk) − w(nl)‖L2(ΩR,R
2) → 0 as k, l→∞.

Putting everything together and applying Lemma A.11 (i) and (ii) (again we note
that supp(ω) ⊆ ΩR) as well as using the abbreviation

Ĉ := Remax
{
‖Φ−1 LU+ω ‖B

(
‖ω‖L∞(ΩR,R

2) + C2‖∇ω‖L∞(ΩR,R
2×2)

)
, 2‖ω‖L∞(ΩR,R

2)

}

instead of C the same arguments as in part (i) yield

‖(Ŝ − Ŝ0)(u(nk) − u(nl))‖H1
0 (Ω,R2)

= ‖|Φ−1 LU+ω Φ−1 B̂ω(u(nk) − u(nl)) + Φ−1 Bω(w(nk) − w(nl))‖H1
0 (Ω,R2)

≤ ‖Φ−1 LU+ω ‖B‖Φ−1 B̂ω(u(nk) − u(nl))‖H1
0 (Ω,R2)

+ ‖Φ−1 Bω(w(nk) − w(nl))‖H1
0 (Ω,R2)

≤ Ĉ
(
‖u(nk) − u(nl)‖L2(ΩR,R

2) + ‖v(nk) − v(nl)‖L2(ΩR,R
2)

)
→ 0 as k, l→∞.
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Hence, ((Ŝ− Ŝ0)u(nk))k∈N is a Cauchy sequence in H(Ω) and thus ((Ŝ− Ŝ0)u(nk))k∈N
converges in H(Ω) implying the compactness of Ŝ − Ŝ0 proving the first part of the
assertion.

Again, [50, Theorem 5.35] proves the identity σess(Ŝ) = σess(Ŝ0) and thus the asser-
tion.

Applying the compact perturbation results provided by Proposition 6.28 we end up with
the computation of lower bounds for the essential spectra of the two eigenvalue problems

〈Φ−1 LU u,Φ
−1 LU u〉H1

0 (Ω,R2) ≥ σ0〈u, u〉H1
0 (Ω,R2) for all u ∈ H(Ω)

and

〈(Φ−1 LU)∗u, (Φ−1 LU)∗u〉H1
0 (Ω,R2) ≥ σ̂0〈u, u〉H1

0 (Ω,R2) for all u ∈ H(Ω)

respectively.

Since our domain still contains the obstacle D we cannot apply well-known techniques
(e.g. Fourier transform methods, etc.) to obtain the desired lower bounds for the essential
spectrum directly. However, we can use the lower bounds κ and κ̂ satisfying (6.82) and
(6.83) as lower bounds, i.e., we set σ0 := κ and σ̂0 := κ̂. We note that these lower bounds
are probably worse than the actual infima of the essential spectra, however, they are
computable (note that we assumed that we have such constants κ and κ̂ in hand).
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7 Reconstruction of the Pressure

Since a complete solution of the transformed Navier-Stokes equations (1.13) also contains
the pressure (which is not provided by our approach using the divergence-free subspace
H(Ω) and problem (1.15)), in this Chapter we present a strategy to “reconstruct” the
pressure a posteriori if we already proved the existence of a velocity field satisfying our
weak formulation (1.15). Therefore, we suppose that all assumptions in Theorem 3.4
(especially inequality (3.11)) are satisfied. In particular there exists an exact solution
u∗ ∈ H(Ω) of our Navier-Stokes equation (1.15) on H(Ω). Moreover, Theorem 3.4 provides
the enclosure

‖u∗ − ω̃‖H1
0 (Ω,R2) ≤

2Kδ

1 +
√

1− 4K2C4
2Re δ

=: α,

where ω̃ ∈ H(Ω)∩W (Ω) denotes the approximate solution used to check the assumptions
of Theorem 3.4. We want to emphasize that in the further course the error bound for the
exact solution u∗ (given by the right-hand side above) will be denoted by α.

Again, we note that by construction u∗ is divergence-free and thus, the second equation of
the transformed Navier-Stokes equations (1.13) is satisfied almost everywhere in Ω (note
that u ∈ H1

0 (Ω,R2)). To reconstruct the pressure associated to u∗ we first need to fix a
suitable solution space for the pressure. Therefore, for R > 0 we define the subdomains

ΩR := ((−R,R)× (0, 1)) ∩ Ω

and consider the local L2-space

L(Ω) :=
{
u : Ω→ R measurable : u

∣∣
ΩR
∈ L2(ΩR) for all R > 0

}
= L2

loc(Ω).

Later on, we will see that L(Ω) is the appropriate space for the pressure. Moreover, we
require the following space of test functions:

H(Ω) :=
{
u ∈ H1

0 (Ω,R2) : supp(u) ⊆ Ω is compact
}
.

Then, having a closer look at our transformed Navier-Stokes equation (1.13) introduced
in Section 1.2, the ideas applied in [31, Lemmma XIII.1.1] (especially cf. [31, equation
(XIII.1.6)]) suggest to prove the existence of a pressure associated to u∗ satisfying the
following equation:

Find p ∈ L(Ω) such that

−
∫

Ω
p divϕd(x, y) = −

∫

Ω
[(u∗ · ∇)u∗ + (u∗ · ∇)Γ + (Γ · ∇)u∗] · ϕd(x, y)

+
1

Re

∫

Ω
(g · ϕ−∇u∗ • ∇ϕ) d(x, y) for all ϕ ∈ H(Ω).

(7.1)
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In the sense of the previous Sections we can identify the equation for the pressure above
as equation in the dual space of H1

0 (G,R2) for any (sub) domain G ⊆ Ω. Therefore, we
shortly extend the techniques introduced in Section 2.2 with the space H(Ω) replaced by
H1

0 (G,R2). Hence, we can define the weak Laplacian for a function u ∈ H1
0 (G,R2) as an

element of H−1(G,R2) using the same formulas (cf. (2.9) and (2.11)), i.e., we define

(−∆u)[ϕ] :=

∫

G
∇u • ∇ϕd(x, y) for all ϕ ∈ H1

0 (G,R2). (7.2)

In view of (2.10) we obtain the corresponding estimate ‖−∆u‖H−1(G,R2) ≤ ‖∇u‖L2(G,R2×2)

for all u ∈ H1
0 (G,R2) which shows a posteriori that −∆u indeed defines a bounded linear

functional on H1
0 (G,R2).

Furthermore, the same arguments as in Section 2.2 show that each u ∈ Lq(G,R2) with
q ∈ (1, 2] defines a bounded linear functional on H1

0 (G,R2) via

u[ϕ] :=

∫

Ω
u · ϕd(x, y) for all ϕ ∈ H1

0 (G,R2)

(cf. (2.13)). Moreover, we have the estimate ‖u‖H−1(G,R2) ≤ Cr‖u‖Lq(G,R2) where 1
r + 1

q = 1
holds true.

Additionally, we define the weak gradient for functions p ∈ L2(G) as an element in
H−1(G,R2) via

(∇p)[ϕ] := −
∫

G
p divϕd(x, y) for all ϕ ∈ H1

0 (G,R2). (7.3)

By Cauchy-Schwarz’ inequality and Lemma A.1 we calculate

|(∇p)[ϕ]| ≤ ‖p‖L2(G)‖divϕ‖L2(G) ≤
√

2‖p‖L2(G)‖ϕ‖H1
0 (G,R2) for all ϕ ∈ H1

0 (G,R2)

which a posteriori proves that ∇p defines a bounded linear functional on H1
0 (G,R2).

7.1 Existence Theorem

To prove existence of a pressure p∗ ∈ L(Ω) (associated to u∗) on our unbounded domain
we strongly exploit the following result for bounded (sub) domains.

Proposition 7.1. Let G ⊆ Ω be a bounded subdomain of Ω with Lipschitz boundary.
Then, for a given functional f ∈ H−1(G,R2) there exists

p ∈ L2
0(G) :=

{
q ∈ L2(G) :

∫

G
q d(x, y) = 0

}

with ∇p = f (in H−1(G,R2)) if and only if

f [ϕ] = 0 for all ϕ ∈
{
u ∈ H1

0 (G,R2) : div u = 0
}
.

A proof of Proposition 7.1 can be found for instance in [92, (proof of) Proposition 23.2,
p. 444].

Successively applying Proposition 7.1 to our subdomains ΩR we can prove the following
result for our unbounded domain Ω.
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Theorem 7.2. Let f ∈ H−1(Ω,R2) be a bounded functional such that f [ϕ] = 0 for all
ϕ ∈ H(Ω). Then, there exists p ∈ L(Ω) with

f [ϕ] =

∫

Ω
p divϕd(x, y) for all ϕ ∈ H(Ω).

Proof. Due to the embedding H1
0 (ΩR,R2) ⊆ H1

0 (Ω,R2) (by zero extension) for all R > 0
we have

f [ϕ] = 0 for all ϕ ∈
{
u ∈ H1

0 (ΩR,R2) : div u = 0
}
.

Thus, for fixed R ∈ N Proposition 7.1 yields the existence of pR ∈ L2(ΩR) such that

f [ϕ] =

∫

ΩR

pR divϕd(x, y) for all ϕ ∈ H1
0 (ΩR,R2). (7.4)

Moreover, for all R̃ ∈ N with R ≤ R̃ we calculate

∫

ΩR

(pR − pR̃) divϕ = 0 for all ϕ ∈ H1
0 (ΩR,R2).

Hence, using definition (7.3) we obtain ∇(pR−pR̃) = 0 in H−1(ΩR,R2) which implies that
pR − pR̃ is constant almost everywhere on ΩR. Thus, by successively choosing additive
constants (for R ∈ N) we can achieve

pR = pR̃ almost everywhere on ΩR for all R ≤ R̃.

Finally, p ∈ L(Ω) defined by

p
∣∣
ΩR

:= pR for all R ∈ N

satisfies the desired equality since for a fixed test function ϕ ∈ H(Ω) we find R ∈ N such
that supp(ϕ) ⊆ ΩR, i.e., using the definition of p together with (7.4) we get

∫

Ω
p divϕd(x, y) =

∫

ΩR

pR divϕd(x, y) = f [ϕ].

Remark 7.3. We note that in general unbounded domains many results show that the
pressure lies in L2

loc(Ω) (cf. [64, Corollary 2.2]). Nevertheless, since our domain is bounded
in y-direction in our setting we achieve a stronger result.

Finally, to prove existence of the desired pressure p∗ (corresponding to u∗) satisfying (7.1)
we apply Theorem 7.2 to the functional

f :=
1

Re
(g + ∆u∗)− [(u∗ · ∇)u∗ + (u∗ · ∇)Γ + (Γ · ∇)u∗] ∈ H−1(Ω,R2)

which satisfies f [ϕ] = 0 for all ϕ ∈ H(Ω) due to the fact that u∗ is a solution to our
Navier-Stokes equations (1.15). Hence, we proved the following Corollary.
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Corollary 7.4. Let u∗ ∈ H(Ω) be a (weak) solution of the Navier-Stokes equation (1.15).
Then, there exists a solution p∗ ∈ L(Ω) of (7.1). Moreover, (u∗, p∗) is a weak solution of
the transformed Navier-Stokes equations (1.13), i.e.,

∫

Ω

(
∇u∗ • ∇ϕ+Re([(u∗ · ∇)u∗ + (u∗ · ∇)Γ + (Γ · ∇)u∗] · ϕ− p∗ divϕ)

)
d(x, y)

=

∫

Ω
g · ϕd(x, y) for all ϕ ∈ H(Ω),

∫

Ω
q div u∗ d(x, y) = 0 for all q ∈ L2(Ω).

7.2 Computation of a Numerical Approximation

In the context of computer-assisted proofs besides the pure existence result usually an
enclosure result for the exact solution and a corresponding approximate solution is of
interest. Since our existence proof for the pressure presented in the previous Section is
independent of an approximate solution we do not obtain the desired enclosure result
directly. However, for the computation of an error bound we first of all need an approxi-
mate solution for the pressure. Therefore, we use our computational domain Ω0 again (cf.
Chapter 4) and consider the system

Find (u, p) ∈ H1
0 (Ω0,R2)× L2(Ω0) such that∫

Ω0

(
∇u • ∇ϕ+Re([(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u] · ϕ− p divϕ)

)
d(x, y)

=

∫

Ω0

g · ϕd(x, y) for all ϕ ∈ H1
0 (Ω0,R2),

∫

Ω0

q div ud(x, y) = 0 for all q ∈ L2(Ω0).

Since this problem has a saddle point structure, a lot of well-known numerical standard
algorithms can be used to compute the desired approximation. In our application we use
Taylor-Hood (mixed) finite elements where the idea of implementation can be found in
many text books about finite elements (see e.g. [47, Chapter 6]), i.e., we are aiming at a
solution of the following discrete problem

Find (uh, ph) ∈ P 2
2,h,0 × P1,h ⊆ H1

0 (Ω0,R2)×H1(Ω0) such that∫

Ω0

(
∇uh • ∇ϕh +Re([(uh · ∇)uh + (uh · ∇)Γ + (Γ · ∇)uh] · ϕh − ph divϕh)

)
d(x, y)

=

∫

Ω0

g · ϕh d(x, y) for all ϕh ∈ P 2
2,h,0,

∫

Ω0

qh div uh d(x, y) = 0 for all qh ∈ P1,h,

where P1,h denotes the (discrete) linear Lagrangian finite element space and P2,h,0 is the
(discrete) quadratic Lagrangian finite element space with Dirichlet boundary conditions.
Hence, we actually obtain an approximate solution (ũ, p̃) ∈ H1

0 (Ω0,R2) × H1(Ω0) which
yields ∇p̃ ∈ L2(Ω0,R2).
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Having computed the approximation pair (ũ, p̃), we drop the approximation for the velocity
field ũ and just use the second part p̃ as the desired approximation for our pressure. At this
stage, we want to emphasize that for the velocity we stick to the approximate solution ω̃
used in Theorem 3.4, i.e., in the further course (ω̃, p̃) is considered as approximate solution
for our transformed Navier-Stokes equations (1.13).

7.3 Computation of an Error Bound

As already mentioned in the previous Sections, beside the pure existence results typically
computer-assisted proofs also provide enclosures for the exact solution. Thus, in this
Section we present a procedure to obtain an error bound for the approximation p̃ for the
pressure computed by the means of the previous Section.

Therefore, in the sense of (7.3) we consider the weak gradient for the pressure p∗ ∈ L(Ω)
as the linear functional

(∇p∗)[ϕ] = −
∫

Ω
p∗ divϕ for all ϕ ∈ H(Ω) (7.5)

defined on H(Ω). Moreover, since p∗ is a solution of our equation for the pressure (7.1)
we obtain

(∇p∗)[ϕ] =−
∫

Ω
[(u∗ · ∇)u∗ + (u∗ · ∇)Γ + (Γ · ∇)u∗] · ϕd(x, y)

+
1

Re

∫

Ω
(g · ϕ−∇u∗ • ∇ϕ) d(x, y) for all ϕ ∈ H(Ω).

Thus, using the fact that the right-hand side actually defines a bounded linear functional
on H1

0 (Ω,R2) the functional ∇p∗ : H(Ω) → R is bounded on H(Ω) and, since H(Ω) is
dense in H1

0 (Ω,R2), it can be extended to a bounded linear functional on the entire space
H1

0 (Ω,R2) (which will be denoted by ∇p∗ again). Nevertheless, we note that the integral
representation (7.5) only holds on the subspace H(Ω).

Using the extension of ∇p∗ and the definitions at the beginning of this Chapter we obtain
the equality

∇p∗ =
1

Re
(∆u∗ −Re [(u∗ · ∇)u∗ + (u∗ · ∇)Γ + (Γ · ∇)u∗] + g)

in H−1(Ω,R2).

Extending p̃ ∈ L2(Ω0) by zero we obtain a function in L2(Ω) which will be denoted by
p̃ again. Thus, by the definition of the weak gradient for L2-functions (see (7.3)) we
obtain ∇p̃ ∈ H−1(Ω,R2). Hence, we are in a position to rewrite the difference of the weak
gradients of the approximation and the solution p∗ in H−1(Ω,R2) as follows

∇p̃−∇p∗ =
1

Re
(−∆u∗ +Re [(u∗ · ∇)u∗ + (u∗ · ∇)Γ + (Γ · ∇)u∗ +∇p̃]− g) . (7.6)

Since the exact solution u∗ (provided by Theorem 3.4) is not in hand explicitly, we use
the approximation ω̃ and write the difference above in terms of ω̃ instead of u∗. We note
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that the error bound α in Theorem 3.4 is small, if the approximate solution is “sufficiently
accurate”.

Hence, using ω̃ we equivalently rewrite the right-hand side of (7.6) to

∇p̃−∇p∗ =
1

Re
(−∆ω̃ +Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃ +∇p̃]− g)

+ (u∗ · ∇)u∗ − (ω̃ · ∇)ω̃ + ((u∗ − ω̃) · ∇)Γ + (Γ · ∇)(u∗ − ω̃)

+
1

Re
(∆ω̃ −∆u∗)

which has to be understood as an equation in H−1(Ω,R2) again.

Thus, to compute the desired error bound for ‖∇p̃−∇p∗‖H−1(Ω,R2) we are left with the
computation of upper bounds for the following terms:

• ‖−∆ω̃ +Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃ +∇p̃]− g‖H−1(Ω,R2). (7.7)

• ‖(u∗ · ∇)u∗ − (ω̃ · ∇)ω̃ + ((u∗ − ω̃) · ∇)Γ + (Γ · ∇)(u∗ − ω̃)‖H−1(Ω,R2). (7.8)

• ‖∆ω̃ −∆u∗‖H−1(Ω,R2). (7.9)

In the further course we treat each of these norms individually. Having a closer look at
the first one (cf. (7.7)) we realize that it has the same structure as in the computation of
the defect bound (cf. (5.4)). The only difference to the situation considered in Chapter 5
is the additional pressure term ∇p̃. Since the approximation of the pressure p̃ computed
with the algorithm described in Section 7.2 satisfies ∇p̃ ∈ L2(Ω0,R2) all considerations of
Chapter 5, especially the calculations before (and in) (5.6) can be used mutatis mutandis
to obtain

‖−∆ω̃ +Re [(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ + (Γ · ∇)ω̃ +∇p̃]− g‖H−1(Ω,R2)

≤ ‖ρ̃−∇ω̃‖L2(Ω0,R
2×2)

+ C2

(
‖−div ρ̃+Re

[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃ +∇p̃

]
− g̃‖L2(Ω0,R

2)

+Re
[
‖∇(Ṽ − V )‖L2(Ω0,R

2×2)‖U + ω‖L∞(Ω0,R
2)

+ ‖Ṽ − V ‖L2(Ω0,R
2)‖∇(U + ω̃ − Ṽ )‖L∞(Ω0,R

2×2)

])
,

(7.10)

where g̃ and Γ̃ are defined in (5.5) and ρ̃ ∈ H(div,Ω,R2×2) denotes an approximation to
∇ω̃ again (cf. Section 5.2).

Remark 7.5. Theoretically we can use the same approximation ρ̃ computed to obtain the
defect bound δ (cf. Section 5.2). However, in practice to obtain a tighter defect bound we
compute a new approximation via the functional J : H(div,Ω,R2×2)→ R given by

J(ρ̃) :=
1

2
‖ρ̃−∇ω̃‖2L2(Ω,R2×2)

+
1

2
C2

2
∥∥∥−div ρ̃+Re

[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃ +∇p̃

]
− g̃
∥∥∥

2

L2(Ω,R2)

.
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To deal with the second norm stated in (7.8), we use the equality Γ + ω̃ = U + ω (cf.
definition (1.12) and (3.8)) to rewrite the term in the norm again. Hence, we obtain

(u∗ · ∇)u∗ − (ω̃ · ∇)ω̃ + ((u∗ − ω̃) · ∇)Γ + (Γ · ∇)(u∗ − ω̃)

= (u∗ · ∇)u∗ − (ω̃ · ∇)ω̃ + ((u∗ − ω̃) · ∇)(U + ω) + ((U + ω) · ∇)(u∗ − ω̃)

− ((u∗ − ω̃) · ∇)ω̃ − (ω̃ · ∇)(u∗ − ω̃)

= ((u∗ − ω̃) · ∇)(U + ω) + ((U + ω) · ∇)(u∗ − ω̃) + ((u∗ − ω̃) · ∇)(u∗ − ω̃).

Now, to estimate the H−1-norm we first use the triangle inequality (to split the norm into
three parts) and apply Lemma A.9 to the individual parts. Thus, we calculate

‖(u∗ · ∇)u∗ − (ω̃ · ∇)ω̃ + ((u∗ − ω̃) · ∇)Γ + (Γ · ∇)(u∗ − ω̃)‖H−1(Ω,R2)

≤ C2 (C2‖∇(U + ω)‖L∞(Ω,R2×2) + ‖U + ω‖L∞(Ω,R2)) ‖ω̃ − u∗‖H1
0 (Ω,R2)

+ C4
2‖ω̃ − u∗‖2H1

0 (Ω,R2)

Then, using the error bound α for u∗ provided by Theorem 3.4 we get

‖(u∗ · ∇)u∗ − (ω̃ · ∇)ω̃ + ((u∗ − ω̃) · ∇)Γ + (Γ · ∇)(u∗ − ω̃)‖H−1(Ω,R2)

≤
[
C2 (C2‖∇(U + ω)‖L∞(Ω,R2×2) + ‖U + ω‖L∞(Ω,R2)) + C4

2α
]
α.

(7.11)

An upper bound for the remaining norm ‖∆ω̃ −∆u∗‖H−1(Ω,R2) (cf. (7.9)) can easily be
obtained using the estimate for the weak divergence operator introduced in (7.2). Hence,
we calculate

‖∆ω̃ −∆u∗‖H−1(Ω,R2) ≤ ‖∇u∗ −∇ω̃‖L2(Ω,R2×2) ≤ ‖u∗ − ω̃‖H1
0 (Ω,R2) ≤ α. (7.12)

Combining the three results in (7.10), (7.11) and (7.12) we obtain the desired error bound
αp for our pressure p∗ and its corresponding approximate solution p̃:

‖∇p̃−∇p∗‖H−1(Ω,R2)

≤
[
C2 (C2‖∇(U + ω)‖L∞(Ω,R2×2) + ‖U + ω‖L∞(Ω,R2)) + C4

2α
]
α

+
1

Re
(α+ ‖ρ̃−∇ω̃‖L2(Ω0,R

2×2))

+ C2

( 1

Re
(‖− div ρ̃+Re

[
(ω̃ · ∇)ω̃ + (ω̃ · ∇)Γ̃ + (Γ̃ · ∇)ω̃ +∇p̃

]
− g̃‖L2(Ω0,R

2)

+
[
‖∇(Ṽ − V )‖L2(Ω0,R

2×2)‖U + ω‖L∞(Ω0,R
2)

+ ‖Ṽ − V ‖L2(Ω0,R
2)‖∇(U + ω̃ − Ṽ )‖L∞(Ω0,R

2×2)

])
.
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In the following, we present the verified results obtained by the application of Theorem 3.4
to several different domains and Reynolds numbers. Especially, the geometry presented in
Figure 8.1 we use as an example domain to point out differences between our approaches
for the computation of the norm bounds K and K∗ satisfying (A2) and (A3) respectively.
In the further course, this domain (as printed in Figure 8.1) will be referred as our “ex-
ample domain”. However, for our computations we use many more domains which will be
presented in Section 8.3.

Our program uses the finite element software M++ (Meshes, Multigrid and More) devel-
oped by Wieners and his group (see [113] as well as [114] on gitLab). For more details
about the software M++ we refer the reader to Chapter 9 and the references given in
[114]. In the latest version, M++ also provides standard interval arithmetic operations
and several routines for solving matrix eigenvalue problems as well as for the computation
of eigenvalue bounds and the homotopy method. Again, for details we refer to Chapter 9.
The results presented in the further course are based on computations running on the par-
allel ma-pde-cluster provided by Wieners and his working group as well as on the parallel
high performance cluster HoreKa (see [96]). The programs and routines for obtaining our
results consist of several thousand lines of code and thus, clearly cannot be presented here.
However, among others the version used for the computations in this thesis can be found
in the corresponding project on gitLab (see [116]).

Before going into the details concerning the comparison of our different approaches for
the computation of the desired norm bounds we shortly give a rough overview about
our algorithms used for our computer-assisted proof. In Algorithm 1 we describe our
computations using the first approach (cf. Section 6.1) to obtain the desired norm bounds
K and K∗ respectively.

For the second approach together with the straightforward homotopy method (cf. Sec-
tion 6.2) we have to adapt our algorithm slightly. In particular, lines 5-9 in Algorithm 1
have to be replaced by those presented in Algorithm 2. In the case of the extended coef-
ficient homotopy method we have to replace lines 5-9 in Algorithm 1 by those presented
in Algorithm 3.

Figure 8.1: Example domain with its (coarsest) triangulation and subregions
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Algorithm 1: Algorithm for our computer-assisted proof using the first ap-
proach for the computation of the norm bounds

Re: Prescribed Reynolds number

1 Compute approximate solution ω̃ (cf. Section 4.2)

2 Compute Ṽ and ρ̃ (cf. Section 5.2)
3 Evaluate L∞-norms via Bernstein polynomials (cf. Section 5.1)
4 Compute defect bound δ (cf. Chapter 5)

5 if 2C2Re‖U + ω‖L∞(Ω,R2) ≥ 1 then
6 First approach failed
7 break

8 end
9 Compute K = K∗ via (6.5) (cf. Section 6.1)

10 if assumption (3.11) in Theorem 3.4 holds true then
11 Proof is successful: Theorem 3.4 yields the existence of an exact solution u∗

12 Compute error bound αmin and “radius of uniqueness” αmax

13 else
14 Proof failed
15 break

16 end

17 Compute approximate solution p̃ (cf. Section 7.2)
18 Compute error bound αp (cf. Section 7.3)

Algorithm 2: Algorithm for the second approach with the straightforward
homotopy method

1 Compute constants γ1 = γ̂1, γ2 = γ̂2 for the base problem (cf. p. 87 and p. 91)
2 if γ1 ≤ 0 then
3 Second approach failed
4 break

5 end
6 Enclose the smallest eigenvalues of the base problem (cf. Section 6.2.1.3)
7 Perform constraint, domain deformation and coefficient homotopy (cf. Section 6.2.1.2)
8 Perform final Lehmann-Goerisch computations (cf. Section 6.2.1.1) to define K and

K∗

Algorithm 3: Algorithm for the second approach with the extended homo-
topy method

1 Compute constants κ = κ̂ (cf. Section 6.2.1.4)

2 Compute constants γ1, γ2 for the base problem (cf. (6.54) and (6.55))
3 Enclose the smallest eigenvalues of the base problem (cf. Section 6.2.1.3)
4 Perform constraint, domain deformation and coefficient homotopy (cf. Section 6.2.1.2)
5 Perform final Lehmann-Goerisch computation (cf. Section 6.2.1.1) to define K

6 Compute constants γ̂1, γ̂2 for the base problem (cf. (6.59) and (6.60))
7 Enclose the smallest eigenvalues of the “adjoint” base problem (cf. Section 6.2.1.3)
8 Perform constraint, domain deformation and coefficient homotopy (cf. Section 6.2.1.2)
9 Perform final Lehmann-Goerisch computation (cf. Section 6.2.1.1) to define K∗
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8.1 Comparison of the Approaches for the Computation of the
Norm Bounds

Figure 8.1 shows the example domain with its triangular mesh (on the coarsest level) used
to compare our different approaches for the computation of the norm bounds K and K∗

introduced in Chapter 6. For this example domain, the parameters d1, d2, d3 which are
required to describe the obstacle (cf. Chapter 1) as well as d0, which additionally is needed
for the definition of the function V (cf. Section 4.1), are chosen as follows:

d0 := 2.5, d1 := 0.5, d2 := 0.5 and d3 := 1.0.

We note that the choice d3 := 1.0 is somehow natural since the obstacle is only located at a
single side of the strip (cf. corresponding Subsection in Section 4.1 and Remark 1.1 (i)).

Since our proofs heavily depend on the rigorous evaluation of integrals (see for instance
Chapter 5) the finite element transformation ΦT introduced in Section 4.2 has to be
evaluated rigorously using interval arithmetic operations. Since the refinement procedure
in M++ is not yet implemented using interval arithmetic operations (i.e., the corners of
the children cells are not computed using verified interval arithmetic algorithms) for all
our (verified) computations we require the corners of the corresponding triangle T (see
also Section 9.4.1) to be representable on the computer exactly. This fact ensures that
the vertices of all children cells are exactly representable on the computer as well (at
least up to a certain refinement level, which is not reached in our applications). We note
that all meshes considered in this thesis are chosen such that all vertices of their cells are
representable exactly on the computer.

Moreover, at this state we want to emphasize that by our choice of the parameters d0, d1, d2

and d3, the additional assumptions on the finite element meshM required for the compu-
tation of the L∞-norms (cf. (5.9) and (5.10) in Section 5.1) are satisfied for the triangula-
tion presented in Figure 8.1. The four subregions (R1) to (R4) introduced in Section 5.1
to distinguish between the different definitions of Γ are printed with different colors (cf.
Figure 8.1 and Figure 5.1).

As already mentioned in Section 4.2 (cf. Remark 4.3) in our approximation process we
have to face the existence of reentrant corners in our domain Ω or computational domain
Ω0 respectively. Therefore, we do not choose cells of uniform diameter for the complete
mesh but we actually add already refined cells in the neighborhood of the reentrant corners
(cf. Figure 8.1). This strategy of dealing with reentrant corners is used in all our examples
since the application of additional corner singular functions is difficult in the solenoidal
case (cf. Remark 4.3).

Using the example domain introduced in Figure 8.1 (but with the mesh refined up to
level 5 which means that each cell contained in our course mesh presented in Figure 8.1
is refined 5 times) for our computations, the algorithms introduced in Chapter 4 provide
(exactly) divergence-free approximate solutions for several Reynolds numbers. Figure 8.2
shows some selected approximate solutions to the original Navier-Stokes equations, i.e.,
for some approximate solution ω̃ ∈ H(Ω) (to (1.15)), the associated approximate solution
(to (1.7)) U + ω = Γ + ω̃ is plotted. We note that the approximate solutions for the
velocity fields are represented by their corresponding stream lines and the scalar valued
approximate pressures are plotted in the background. Moreover, in these plots, as well
as in all plots of (scalar valued) approximate solutions appearing in the further course,
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positive values are represented by red colors and negative values are printed in shades of
blue. Additionally, we note that larger (absolute) values of scalar functions are printed in
darker shades, whereas smaller (absolute) values are represented by lighter colors.

(a) Re = 1.0

(b) Re = 3.0

(c) Re = 5.0

Figure 8.2: Different approximate solutions on example domain

Moreover, in Figure 8.3 we plotted the Euclidean norm of our approximate solution U +ω
for Re = 3.0. It shows in which region of our domain the movement of the fluid actually
can be observed. Due to our boundary conditions, on the boundary of our domain there is
no movement, i.e., the velocity field vanishes (cf. dark green color in Figure 8.3). Whereas
in the middle of the strip the red color indicates the fastest movement of the fluid.

Figure 8.3: Euclidean norm of the approximate solution for Re = 3.0

With these approximate solutions in hand we first compute their defect bound δ using the
procedure presented Chapter 5. Again, we note that for the computation of δ all integrals
and L∞-norms need to be evaluated using interval arithmetic operations. Therefore, as
suggested in Chapter 5 we additionally compute the approximation Ṽ to our function V
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and use (5.6) to define the desired defect bound δ which satisfies the first assumption (A1)
needed in Theorem 3.4.

Having computed the defect bound δ, we now require the norm bounds K and K∗ in-
troduced in assumptions (A2) and (A3) respectively. In the further course, we apply the
different approaches introduced in Chapter 6 to compute the desired norm bounds and
point out differences between the approaches.

First Approach

We start with the application of the first approach (see Section 6.1). Therefore, we use
our approximate solutions (computed on the example domain) corresponding to different
Reynolds numbers to compute the norm bounds K and K∗ respectively. At this stage, we
want to emphasize that in our first approach we made the choice σ = 0, where σ denotes
the parameter of the inner product (cf. beginning of Section 6.1). Having K and K∗

in hand (i.e., assumptions (A2) and (A3) of Theorem 3.4 are satisfied with K and K∗

respectively), we check the crucial inequality (3.11) of Theorem 3.4, i.e., we check if the
inequality 4K2C4

2Re δ < 1 holds true.

In the affirmative case, Theorem 3.4 provides the existence of an exact solution u∗ of our
Navier-Stokes equations (1.15) and a corresponding error estimate for ‖u∗ − ω̃‖H1

0 (Ω,R2).
The results are presented in Table 8.1 where the successful application of Theorem 3.4
is indicated by writing down a corresponding value for the error estimate, whereas the
missing of an error bound implies the failure of Theorem 3.4 for this choice of parameters,
i.e., we could not verify the crucial inequality (3.11) in this case (using the first approach).
We note that all scalar values in Table 8.1 as well as in every table in the further course
are rounded upwards if the value represents an upper bound and rounded downwards
otherwise.

Re δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 2C2Re‖U + ω‖

L∞
K αmax ‖u∗ − ω̃‖

L4

1.0 0.04557009 0.06062258
7 0.05625958 0.01790798 0.15128232 0.17734018

1.21556927 3.59872171 0.02669095

1.5 0.04557040 0.11423771
0 0.06396965 0.02036218 0.12930864 0.26602739

1.36244866 2.10999994 0.03034881

2.0 0.04557483 0.19708891
0 0.07450074 0.02371433 0.12578686 0.35472626

1.54972989 1.35893709 0.03534502

2.5 0.04557102 0.33112741
0 0.09008390 0.02867460 0.13413203 0.44343698

1.79674172 0.89901383 0.04273806

3.0 0.04557140 0.56235874
3 0.11724996 0.03732182 0.15901863 0.53215972

2.13748162 0.57560323 0.05562631

3.5 0.04557230 0.99918116
5 0.23373186 0.07439916 0.29489009 0.62089467

2.63778932 0.24750259 0.11088824

4.0 0.04557234 1.94665391
0 - - - 0.70964199

3.44402411 - -

Table 8.1: Results on example domain: First approach

Remark 8.1. As already mentioned in Remark 6.5, both norm bounds K > 0 and K∗ > 0
coincide provided both constants exist such that assumptions (A2) and (A3) hold true
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respectively. Therefore, in Table 8.1 as well as in the following tables we only present
the norm bound K appearing in the crucial inequality of Theorem 3.4. However, we
want to emphasize that in all our examples we computed both constants to guarantee their
existence. Finally, in the affirmative case, we can choose the same constant for K and
K∗ respectively.

Additionally, in view of Theorem 3.7 we computed the value αmax corresponding to the
radii of uniqueness introduced Section 3.2.

Moreover, in the case where the application of Theorem 3.4 was successful, Corollary 3.5
for instance yields the error bounds ‖u∗ − ω̃‖L2(Ω,R2) and ‖u∗ − ω̃‖L4(Ω,R2) which are also
listed in Table 8.1. Finally, in the affirmative case we use the strategy introduced in
Chapter 7 to compute the desired error bound ‖∇p̃−∇p∗‖H−1(Ω,R2) for the pressure. These
results are also listed in Table 8.1.

At this stage, we want to point out that our first approach fails for the Reynolds number
Re = 4.0 (cf. Table 8.1). Formula (6.5) for computing the norm bound suggests that K
increases with the Reynolds number (assuming that the other terms remain in the same
magnitude, which we might expect if the same mesh is used in all the computations).
Hence, on the basis of the results in Table 8.1 we expect that the first approach also fails
for higher Reynolds numbers.

Considering the values in the last column of Table 8.1 we realize that our (first) approach
actually does not fail because the crucial inequality 2C2Re‖U + ω‖L∞(Ω,R2) < 1 (cf. Sec-
tion 6.1) is not satisfied but the inequality (3.11) in Theorem 3.4 does not hold true.
Thus, we might expect that the first approach is successful for slightly larger values of Re
if we compute another approximate solution of higher accuracy (which would result in a
lower defect bound δ). However, on the one hand, computing the approximate solutions
on the next finer level, results in a significantly increased computational effort and on the
other hand it makes the comparability between our different approaches difficult (or even
impossible). Thus, for the reason of comparability in all our computations for each of the
approaches we stick to the same approximate solutions (computed on the same mesh, i.e.,
on the same refinement level). Nevertheless, we want to point out that in general (if we
do not only compare the different approaches) the additional computational effort (for the
computations on a refined mesh) is justified if Theorem 3.4 can be applied successfully
with this refined mesh.

Second Approach with Straightforward Coefficient Homotopy

Next, we consider our second approach (see Section 6.2) together with the simple straight-
forward coefficient homotopy presented in Section 6.2.1.1. As already mentioned in Sec-
tion 6.2.1.1 we have to choose a positive parameter σ appearing in the inner product.
Hence, in the case of the straightforward coefficient homotopy we fix σ = 1.0 for the most
of our computations.

In Table 8.2 below we present the results for different values of the Reynolds number using
our second approach. Again, we list the defect bound δ and the norm bounds K and K∗

(which actually coincide in all our computations). Although, in each case we have used
the same approximate solution (compared to the first approach), the defect bound slightly
differs from that one presented in the previous Section concerning the first approach. This
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difference originates from the fact that for both approaches we have chosen a different
parameter for the inner product, which (via the embedding constant C2, cf. Lemma A.2)
indirectly influences the value of δ (cf. (5.6)).

Moreover, (using the second approach) we compute the desired constants K and K∗

satisfying (A2) and (A3) respectively. We note that in our applications we make use of
the possibility to compute the norm bound with a second approximate solution (on a much
coarser level) and then, transform it to the “fine setting” (cf. strategy introduced in the
beginning of Section 6.2).

Re δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 γ1 γ2 n0

K αmax ‖u∗ − ω̃‖
L4 γ̂1 γ̂2 n̂0

1.0 0.04558526 0.09381954
3 0.07395372 0.02243124 0.17912429 0.72400100

099 1.00721563
2 0

1.58332845 3.00329150 0.03350376 0.72400100
099 1.00721563

2 0

1.5 0.04558551 0.14092518
7 0.07496833 0.02273898 0.14073141 0.67800117

6 1.51012698
7 0

1.58442553 1.97510798 0.03396341 0.67800117
6 1.51012698

7 0

2.0 0.04558578 0.18816200
199 0.07604058 0.02306421 0.12207151 0.63200133

2 2.01258625
4 0

1.58552412 1.46045129 0.03444918 0.63200133
2 2.01258625

4 0

2.5 0.04558609 0.31437819
8 0.09142339 0.02773004 0.12879221 0.58600150

49 2.51460281
0 0

1.83305964 0.97178039 0.04141816 0.58600150
49 2.51460281

0 0

3.0 0.04558646 0.38182647
6 0.09412761 0.02855027 0.12284498 0.54000166

5 3.01618613
2 4

1.84412788 0.78655785 0.04264327 0.54000166
5 3.01618613

2 4

3.5 0.04558730 0.45651646
5 0.09797822 0.02971821 0.12053771 0.49400183

2 3.51734576
5 10

1.86684755 0.64770817 0.04438774 0.49400183
2 3.51734576

5 10

4.0 0.04558732 0.55429744
3 0.10520483 0.03191015 0.12329038 0.44800199

8 4.01809137
6 16

1.92422558 0.52781474 0.04766166 0.44800199
8 4.01809137

6 16

4.5 0.04558781 0.69686680
79 0.11960978 0.03627938 0.13443622 0.40200216

5 4.51843271
0 28

2.03414005 0.41266972 0.05418763 0.40200216
5 4.51843271

0 28

5.01 0.04558162 0.86145410
09 0.13944852 0.04330448 0.15680348 0.42138584

3 5.01837959
8 20

2.09902270 0.30480891 0.06458074 0.42138584
3 5.01837959

8 20

Table 8.2: Results on example domain: Second approach with straightforward coefficient homotopy

In the case where Theorem 3.4 was successfully applied we list the bounds for the error
estimates for the velocity measured in the H1

0 -, L2- and L4-norm respectively as well as
the error bound for the pressure measured in the H−1-norm. Additionally, for each value
of Re we present a lower bound for the corresponding “maximal” radius of uniqueness (in
the sense introduced in the previous Subsection).

Furthermore, in Table 8.2 we give an overview about the “size” of the corresponding base
problems which somehow gives an indication for the magnitude of the computational effort
caused by the homotopy method. In view of the notations introduced in Section 6.2.1.1, n0

denotes the number of eigenvalues (below some ρ0) considered in our eigenvalue homotopy
corresponding to our eigenvalue problem (6.8), whereas n̂0 represents the number of eigen-
values used in the “adjoint” homotopy (corresponding to our eigenvalue problem (6.9)).
Looking at the number of eigenvalues listed in Table 8.2 we see that (beginning from the
case Re = 3.0) the numbers n0 and n̂0 respectively rapidly increase with the Reynolds
number. Hence, in the homotopy process more eigenvalues have to be considered for
higher values of Re, i.e., the homotopy method becomes more and more challenging since

1Computed with σ = 0.5 because otherwise too many eigenvalues have to be considered in the homotopy
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the computational effort massively increases with the number of eigenvalues which have
to be considered.

Using the explanations in Section 6.2.1.3, the essential spectra of the base problems consist
of the single values γ1 (for the eigenvalue problem (6.8)) and γ̂1 (for the “adjoint” eigen-
value problem (6.9)). Therefore, the procedure described in Section 6.2.2 about obtaining
a lower bound for the essential spectrum via the homotopy method implies that the values
for γ1 and γ̂1 listed in Table 8.2 also provide the (required) lower bounds for the essential
spectra of the eigenvalue problems (6.8) and (6.9) respectively.

Finally, we note that due to the structure of our simple coefficient homotopy (see definitions
of γ2 and γ̂2 in the case of the straightforward coefficient homotopy) the magnitudes
of the constants γ2 and γ̂2 increase “moderately” with respect to the Reynolds number
which results in a relatively “moderate” (compared to the extended homotopy method)
number of eigenvalues appearing in the base problems. Hence, for “moderate” values of the
Reynolds number the computational effort for the homotopy method is reasonable in our
considerations, but for larger values the number of eigenvalues which have to be considered
in the homotopy becomes too large for our numerical computations, i.e., our existence
proof fails due to memory issues and not because of the computer-assisted approach itself.
However, at this stage we want to emphasize that we expect our method to be successful
for larger values of the Reynolds number as well if enough memory is available for the
numerical computations.

To get a better impression of this memory issue, we again have a closer look at the
constraint homotopy introduced in Section 6.2.1.2. Especially, the computation of the
functions w2, w3, w5 (introduced in Section 6.2.1.2 after (6.67)) required in the Goerisch
setting to compute the desired new eigenvalue bound via (6.21) in Corollary 6.9 is of
interest. As mentioned at the end of Section 6.2.1.2 (see p. 102) we minimize bt over
a finite element space contained in H1(S,R2×2) × L2(S,R2) × H1(S) in order to obtain
“good” lower bounds. Hence, using Lagrangian finite elements for the computation of the
functions w2, w3, w5 the matrices appearing in the approximation procedure become very
large which results in a huge amount of memory. In this context one can also think of
using other finite element spaces for the computation of the desired functions w2, w3, w5.

Moreover, we would like to mention that the number of eigenvalues which have to be
considered in our homotopy process heavily depends on the choice of the parameter σ
appearing in the definition of the inner product. We do not go into further details at this
stage, however, we will investigate this observation later.

We note that by construction of our straightforward coefficient homotopy method our
second approach (together with this homotopy) fails for large Reynolds numbers which
can be seen by definition of the constants γ1 and γ̂1 (since for Re large enough they would
become negative). To overcome this disadvantage we introduced the extended coefficient
homotopy for which we present some results in the following Subsection.

Second Approach with Extended Coefficient Homotopy

Similar to the previous cases in Table 8.3 we list the results for our second approach using
the extended coefficient homotopy. We note that all computations in this Subsection
use the parameter σ = 0.25 for the inner product defined on our space H(Ω). We note
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that for the reason of comparability for all computations presented in Table 8.3 we fix
the constant σ = 0.25. However, since the success of our eigenvalue homotopy method
heavily depends on the choice of σ we drop this restriction to a single value of σ for all
further computations. Especially, in Section 8.3 we exploit the freedom in the choice of
the parameter σ to obtain more cases where our computer-assisted proof is successful (cf.
for instance Table 8.16).

Moreover, we would like to emphasize that in contrast to the straightforward coefficient
homotopy, now the constants γ1 and γ̂1 as well as γ2 and γ̂2 do not coincide anymore
(see (6.54), (6.55) and (6.59), (6.60) respectively) implying that the base problems for
the eigenvalue problems (6.8) and (6.9) differ in this approach. For this reason, the
computational effort of this approach (compared to the simple coefficient homotopy) is
much larger since in any case we have to perform the complete homotopy method (starting
from the base problem) for both of our eigenvalue problems.

Re δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 γ1 γ2 n0

K αmax ‖u∗ − ω̃‖
L4 4K2C4

2Re δ γ̂1 γ̂2 n̂0

1.0 0.04557395 0.10076731
0 0.07422755 0.02367565 0.18379895 0.91985163

2 3.17538155
4 0

1.58660767 2.79606750 0.03478300 0.91208357
6 3.52523542

1 0

1.5 0.04557424 0.15132295
4 0.07531538 0.02273898 0.14549569 0.88559016

5 5.17750181
0 2

1.58750513 1.83713287 0.03529276 0.86101726
5 5.53978522

1 0

2.0 0.04557453 0.20959561
0 0.07807149 0.02454205 0.12916831 0.87731365

4 7.19698730
29 8

1.61801702 1.32921658 0.03658428 0.79328017
6 7.23873415

4 4

2.5 0.04557489 0.30609566
5 0.08696706 0.02733840 0.12825000 0.85656867

6 9.34116181
0 12

1.74889552 0.95461193 0.04075273 0.70930612
1 8.94089592

1 10

3.0 0.04557523 0.42158050
49 0.09700553 0.03049403 0.13171053 0.83245587

6 11.64888039
8 16

1.87362754 0.71319323 0.04545676 0.60930565
4 10.64252056

5 16

Table 8.3: Results on example domain: Second approach with extended coefficient homotopy

A More Detailed Analysis of the Approaches

In this Section we perform a more detailed analysis for each of our approaches and point
out advantages and disadvantages of each of the methods. Moreover, we present significant
differences between the strategies. To easily distinguish our two versions of the second
approach, in the following the second approach combined with the straightforward (or
simple) coefficient homotopy method will be referred as Approach 2 (a), whereas Approach
2 (b) denotes the second approach using the extended coefficient homotopy method. In
the same sense, the first approach will be referred as Approach 1 in the further course.

First, we investigate our second approaches in view of the eigenvalues occurring in the
different homotopy methods. Since in our formulation of the base problem the integral∫
SR
u · ϕd(x, y) directly following to the constant γ2 in (6.71) is computed on the domain

SR (which is the domain [−3, 3] × [0, 1] in our examples) it makes sense to choose a
slightly larger computational domain for our eigenvalue computations. As suggested in
several works using these techniques (cf. [117]) in our examples we use a computational
domain for the eigenvalue computations with radius twice as large as for our computational
domain Ω0 on which we have computed the approximate solution ω̃, i.e., we consider the
finite strip [−6, 6] × [0, 1] for our eigenvalue computations. Moreover, having a closer
look at the symmetric and antisymmetric eigenfunctions of the base problem computed
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in Section 6.2.1.3 (which might have high oscillations in the compact set SR) we do not
use a mesh with cells of equal diameter. To obtain tight eigenvalue bounds it makes sense
to add more cells (with smaller diameter) in the region [−3, 3] × [0, 1] (cf. red part in
Figure 8.4).

Figure 8.4: Domain for the eigenvalue computations with its (coarsest) triangulation

As already mentioned earlier, the number of eigenvalues of the base problem (and thus
the eigenvalues needed to be considered in our homotopy method) heavily depends on
the choice of the parameter σ of the inner product. To get an idea how the number of
eigenvalues changes with respect to the magnitude of σ, we performed several computations
for different values of σ but for the fixed Reynolds number Re = 2.0. For our test series
we applied our second approach with the extended coefficient homotopy method.

Next, in Table 8.4 we list the lower bounds for the essential spectrum κ computed via
the strategy introduced in Section 6.2.2 as well as Section 6.2.1.4. Based on the value of
κ we can choose the lower bound ρ0 (cf. Section 6.2.1.2) which somehow determines the
number of base eigenvalues that have to be considered in our homotopy. We note that in
our examples we choose the constant ρ0 relatively “small” which results in an appropriate
amount of eigenvalues. Moreover, Table 8.4 shows the crucial constants γ0, γ1 and γ2

appearing in the course of the homotopy. Finally, we present the number of eigenvalues
of each of the base problems below ρ0.

σ κ γ0 γ1 γ2 ρ0 n0

0.25 0.92731364 −3.41129180 0.87731365
4 7.19698730

29 0.4 8

0.50 0.88790644 −3.41129180 0.83790645
4 7.27622253

2 0.4 10

1.00 0.80665580 −3.41129180 0.76016103
2 7.50300041

0 0.4 12

2.00 0.65756425 −3.41129180 0.61707910
09 8.03245395

4 0.4 20

Table 8.4: Approach 2 (b): Comparison of the “size” of the base problem with respect to σ (and Re = 2.0)

Hence, it makes sense to choose σ “small” to avoid unreasonable computational effort
concerning the homotopy method. On the other hand, our examples suggest to fix the pa-
rameter σ “large” enough since σ “small” has has a negative effect on the lower (Lehmann-
Goerisch) bounds, i.e., they become worse if σ is chosen too “small”. Thus, one has to
find a suitable balance for the parameter of the inner product.

Next, we have a closer look at the number of eigenvalues of the base problem (below
some constant ρ0) with respect to the Reynolds number (i.e., we now fix the parameter
σ = 1.0). From Table 8.5 we conclude that the number of eigenvalues below the constant
ρ0 increases with the value of the Reynolds number.

Moreover, our second approach compared to the first one provides the existence of solutions
to the Navier-Stokes equations (1.15) for a larger range of Reynolds numbers if we use
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the same approximate solutions on the same level in both cases (compare Table 8.1 and
Table 8.2 and to some extend Table 8.3). Thus, looking at the corresponding results again,
we see that the first approach cannot be extended to larger values of Re, whereas in our
second approach the proofs for higher Reynolds numbers do not fail because of the method
itself but become more and more challenging in view of the computational effort.

Re τ γ1 γ2 K = K∗ ρ0 n0

1.0 2.00721563 0.72400100
099 1.00721563

2 1.58332845 0.4 0

1.5 2.00675132 0.67800117
6 1.51012698

7 1.58442553 0.4 0

2.0 2.00629313 0.63200133
2 2.01258625

4 1.58552412 0.4 0

2.5 2.00584113 0.58600150
49 2.51460281

0 1.83305964 0.3 0

3.0 2.00539538 0.54000166
5 3.01618613

2 1.84412788 0.3 4

3.5 2.00495593 0.49400183
2 3.51734576

5 1.86684755 0.3 10

4.0 2.00452285 0.44800199
8 4.01809137

6 1.92422558 0.3 16

4.5 2.00409616 0.40200216
5 4.51843271

0 2.03414005 0.3 28

Table 8.5: Approach 2 (a): Comparison of the “size” of the base problem with respect to Re (and σ = 1.0)

Finally, we compare our three approaches with respect to their computational time. For
special values of Re in Table 8.6 we list the total computational times needed to achieve
the results presented before for the different approaches. Additionally, we present the
computational time required for the pure computation of the approximate solutions to the
velocity and pressure, as well as the time needed to compute defect bound which coincides
for all three approaches. In particular, the remaining computational time amounts to the
computation of the norm bounds.

Re Approach 1 Approach 2 (a) Approach 2 (b) Approximation Defect computation

1.0 1h : 51m : 42s 2h : 11m : 15s 3h : 00m : 40s 0h : 59m : 46s 0h : 49m : 05s

2.0 1h : 40m : 26s 1h : 51m : 01s 4h : 42m : 14s 0h : 49m : 17s 0h : 48m : 23s

3.0 1h : 40m : 24s 3h : 06m : 37s 18h : 55m : 37s 0h : 49m : 03s 0h : 48m : 34s

Table 8.6: Example domain: Comparison of the computational time with respect to Re

Analysis of the Homotopy Method

In the further course, we describe the homotopy method using the extended coefficient
homotopy for a specific set of parameters in detail. In our example we fix σ = 0.25
and Re = 2.0 and run our calculations on the example domain (cf. Figure 8.1) and
the (extended) strip domain introduced in Figure 8.4. First, we consider the homotopy
method corresponding to the eigenvalue problem (6.8) and afterwards, we shortly give
some remarks on the “adjoint” eigenvalue problem(6.9).

Having a closer look at Table 8.3 again, we see that for our set of parameters we computed
γ1 = 0.87731365

4 (which yields a lower bound for the essential spectrum of the base prob-
lem). Hence, the lower bound ρ0 = 0.4 < γ1 is a possible choice to start our homotopy
method.
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Now, by the techniques presented in Section 6.2.1.3 we compute enclosures for all eigenval-
ues of the base problem (corresponding to the eigenvalue problem (6.8)) below ρ0 = 0.4.
Recall that for the computation of these eigenvalues we first have to consider the scalar
valued eigenvalue problem (6.72) and count each eigenvalue with doubled multiplicity.
The enclosure intervals (for the 8 eigenvalues below ρ0) are listed in Table 8.7.

n µ
n

µn

1 0.18158506 0.18158507

2 0.18158506 0.18158507

3 0.22440170 0.22440171

4 0.22440170 0.22440171

5 0.28567230 0.28567231

6 0.28567230 0.28567231

7 0.35512881 0.35512882

8 0.35512881 0.35512882

Table 8.7: Example domain: Eigenvalues of the base problem below ρ0 = 0.4

On the basis of these eigenvalue enclosures, we conclude that our base problem has exactly
n0 = 8 eigenvalues (counted by multiplicity) below ρ0 = 0.4.

Next, we apply our algorithm presented in Section 9.5.3 to compute the next homotopy
parameter t1. Moreover, in view of definition (9.7) given in Section 9.5.3 we denote the
number of eigenvalues which have to be considered in the first homotopy step by N1

which takes the value 8 in our example. Then, we check the crucial assumption needed in
Corollary 6.9, i.e., we (try to) confirm the inequality

Mt1(ũ
(t1)
N1

, ũ
(t1)
N1

)

〈ũ(t1)
N1

, ũ
(t1)
N1
〉H1

0 (S,R2)

< ρ0.

In the affirmative case, the application of Corollary 6.9 provides a lower bound ρ1 for the
8th eigenvalue which can be computed by

ρ1 :=
ρ0〈ũ(t1)

N1
, ũ

(t1)
N1
〉H1

0 (S,R2) −Mt1(ũ
(t1)
N1

, ũ
(t1)
N1

)

ρ0b(w
(t1)
N1

, w
(t1)
N1

)− 〈ũ(t1)
N1

, ũ
(t1)
N1
〉H1

0 (S,R2)

≤ λ(t1)
N1

< ρ0.

Concerning our example, the results of the first homotopy step (as well as all these of the
subsequent homotopy steps) are presented in Table 8.8.

Having computed the new lower bound ρ1, we go on with this procedure (cf. description
of the homotopy method in Section 6.2.1) and obtain new lower bounds ρi step by step (cf.
Table 8.8). Finally, we obtain the lower bound ρ8 = 0.38421380 for the first eigenvalue of
the eigenvalue problem with parameter t8 = 0.96027. Hence, ρ8 is the desired eigenvalue
bound which can be used for the computation of the norm bound K satisfying assumption
(A2).
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i ti ρi

Mti

(
ũ

(ti)
Ni

,ũ
(ti)
Ni

)
〈
ũ

(ti)
Ni

,ũ
(ti)
Ni

〉
H1

0(S,R2)

Ni

0 0.00000 0.40000000 - -

1 0.05750 0.39911532 0.39939589 8

2 0.12200 0.39815305 0.39834289 7

3 0.15700 0.39725018 0.39751945 6

4 0.16150 0.39621090 0.39635284 5

5 0.18325 0.39526156 0.39540210 4

6 0.46425 0.39425466 0.39445505 3

7 0.76825 0.39332896 0.39371741 2

8 0.96027 0.38421380 0.39251742 1

Table 8.8: Example domain: Steps of the eigenvalue homotopy

Remark 8.2. From Table 8.7 we gather that the first eigenvalue of the base problem is
positive. Since eigenvalues are non-decreasing with respect to increasing homotopy param-
eter (cf. Section 6.2.1) one can think of using its lower bound for the computation of the
desired norm bound K directly without any eigenvalue homotopy. However, our applica-
tions it show that for the norm bound computed via K := 1√

µ
1

the crucial inequality (3.11)

of Theorem 3.4 is not satisfied and hence, this choice of K does not lead to a successful
application of Theorem 3.4. Thus, we have to perform a homotopy method anyway.

Finally, we shortly give some remarks on the “adjoint” eigenvalue problem (6.9). Using
the lower bound ρ̂0 = 0.15 for γ̂1 = 0.79328017

6 (cf. Table 8.3) we obtain the following
eigenvalues of the “adjoint” eigenvalue problem below ρ̂0 (cf. Table 8.9).

n µ̂
n

µ̂n

1 0.09351593 0.09351594

2 0.09351593 0.09351594

3 0.13658093 0.13658094

4 0.13658093 0.13658094

Table 8.9: Example domain: Eigenvalues of the “adjoint” base problem below ρ̂0 = 0.15

At this stage we want to recall that for the “adjoint” constant K∗ no crucial inequality
has to be satisfied. The existence of a constant K∗ satisfying (A3) is sufficient to prove
the surjectivity of the operator LU+ω (cf. Proposition 3.3). As a consequence, it is not
necessary to choose K∗ as small as possible. Thus, for the “adjoint” problem it suffices
to set K∗ := 1√

µ̂
1

directly (without preforming any homotopy method) provided that

the lower bound for the first eigenvalue of the “adjoint” base problem is positive (cf.
Remark 8.2), i.e., we might not need to compute the homotopy method for the “adjoint”
problem.
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8.2 Existence and Enclosure Theorem for Continuous Values of
the Reynolds Number

In each of the previous examples we applied Theorem 3.4 to a single discrete Reynolds
number and therefore, we “only” obtained an existence and enclosure result for our Navier-
Stokes equations for discrete values of Re. However, having a closer look at the proof of
Theorem 3.4 again, we see that we can extend our Theorem to continuous values of the
Reynolds number.

Therefore, we suppose that our assumptions (A1), (A2) and (A3) (see Chapter 3) do not
only hold for a single discrete value Re, but for all Reynolds numbers in some compact
interval

[
Re,Re

]
⊆ (0,∞). Hence, in contrast to the assumptions introduced in Chapter 3,

in the further course of this Subsection, we assume that the following assumptions hold
true (uniformly in Re):

(A1b) Suppose on
[
Re,Re

]
a uniform bound δ ≥ 0 for the defect (residual) of ω̃ has been

computed, i.e., the following estimate holds true

‖F ω̃‖H(Ω)′ ≤ δ for all Re ∈
[
Re,Re

]
.

(A2b) Assume a constant K > 0 is in hand such that

‖u‖H1
0 (Ω,R2) ≤K‖Φ−1 LU+ω u‖H1

0 (Ω,R2) for all u ∈ H(Ω), Re ∈
[
Re,Re

]

with LU+ω defined in (3.9).

(A3b) Let a constant K∗ > 0 be in hand such that

‖u‖H1
0 (Ω,R2) ≤K∗‖(Φ−1 LU+ω)∗u‖H1

0 (Ω,R2) for all u ∈ H(Ω), Re ∈
[
Re,Re

]
.

Similar as before, assumptions (A2b) and (A3b) imply the bijectivity of LU+ω for all
Re ∈

[
Re,Re

]
. Then, we can mimic the proof of Theorem 3.4 and obtain the following

existence and enclosure theorem for continuous values of the Reynolds number.

Theorem 8.3. Let ω̃ ∈ H(Ω)∩W (Ω) be an approximate solution of (1.15) and constants
δ ≥ 0 and K,K∗ > 0 be computed satisfying the assumptions (A1b), (A2b) and (A3b)
uniformly on the compact interval [Re,Re]. If

4K2C4
2Re δ < 1 for all Re ∈

[
Re,Re

]
, (8.1)

then for all Re ∈
[
Re,Re

]
there exists a locally unique solution u∗Re ∈ H(Ω) of (1.15)

satisfying the error enclosure

‖u∗Re − ω̃‖H1
0 (Ω,R2) ≤

2Kδ

1 +
√

1− 4K2C4
2Re δ

.

Applying Theorem 8.3 several times to small compact intervals we proved the existence of
a solution to our Navier-Stokes equations (1.15) (on our example domain; cf. Figure 8.1)
for all Re ∈ [1.0, 3.5]. Each application of Theorem 8.3 on a suitable subinterval is listed
in Table 8.10. For the most of our computations we used the first approach. However,
similar to the previous observations, for larger values of Re (precisely for the interval
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[3.375, 3.500]) the first approach failed. In this case, we used the second approach together
with the straightforward coefficient homotopy.

Re δ K 4K2C4
2Re δ ‖u∗Re − ω̃‖H1

0
‖u∗Re − ω̃‖L2 ‖u∗Re − ω̃‖L4 ‖∇p∗ −∇p̃‖H−1

[1.000, 1.125] 0.04571812 1.24923125 0.07226395
6423461 0.05818335 0.01852034 0.02760364 1.61318551

[1.125, 1.250] 0.04571820 1.28481656 0.08493300
7643969 0.06004268 0.01911218 0.02848575 1.18336606

[1.250, 1.375] 0.04571829 1.32248992 0.09898572
8998700 0.06203717 0.01974705 0.02943199 0.90382092

[1.375, 1.500] 0.04571840 1.36244068 0.11460737
0505675 0.06418352 0.02043025 0.03045027 0.71450102

[1.500, 1.625] 0.04571848 1.40488178 0.13201395
2185902 0.06650149 0.02116809 0.03154997 0.58185646

[1.625, 1.750] 0.04571851 1.45005358 0.15145839
4063993 0.06901474 0.02196808 0.03274232 0.48614899

[1.750, 1.875] 0.04571861 1.49822840 0.17323890
6168963 0.07175217 0.02283943 0.03404102 0.41603555

[1.875, 2.000] 0.04571870 1.54971598 0.19770750
8535077 0.07474885 0.02379330 0.03546273 0.36431513

[2.000, 2.125] 0.04572294 1.60487021 0.22530351
1205035 0.07805617 0.02484605 0.03703180 0.32369057

[2.125, 2.250] 0.04571887 1.66409724 0.25646639
4221825 0.08170681 0.02600809 0.03876375 0.29357071

[2.250, 2.375] 0.04571896 1.72786549 0.29186021
7649914 0.08579502 0.02730940 0.04070330 0.27077029

[2.375, 2.500] 0.04571944 1.79671810 0.33219714
1558727 0.09040865 0.02877797 0.04289213 0.25370795

[2.500, 2.625] 0.04571914 1.87128839 0.37835883
6034173 0.09567397 0.03045398 0.04539013 0.24149996

[2.625, 2.750] 0.04571941 1.95231946 0.43144968
1183832 0.10177620 0.03239638 0.04828518 0.23323389

[2.750, 2.875] 0.04571934 2.04068896 0.49281792
7139104 0.10898345 0.03469051 0.05170448 0.22880396

[2.875, 3.000] 0.04571939 2.13744108 0.56416363
4065680 0.11772525 0.03747312 0.05585181 0.22814409

[3.000, 3.125] 0.04571962 2.24382799 0.64762985
2172465 0.12874807 0.04098179 0.06108131 0.23183904

[3.125, 3.250] 0.04571961 2.36136429 0.74594519
1725498 0.14356101 0.04569689 0.06810893 0.24134512

[3.250, 3.375] 0.04571973 2.49189959 0.86264791
3069798 0.16624558 0.05291762 0.07887106 0.26161113

[3.375, 3.500]2 0.04572012 1.65008307 0.35769581
4492095 0.08375748 0.02540486 0.03794522 0.14526337

Table 8.10: Example domain: Approach 1 with continuous values of the Reynolds number

Remark 8.4. (i) We note that for each compact subinterval we only pick one approxi-
mate solution ω̃. Since we require a small defect bound δ uniformly in Re it makes
sense to choose the radius of the subintervals “small”. In our applications it turned
out that the radius 0.125 is sufficient to obtain the desired results. However, if the
computation of K and K∗ becomes more and more challenging one has to decrease
the radius of the subintervals.

(ii) To check the crucial inequality (8.1) uniformly (for all Re ∈
[
Re,Re

]
) we can use

standard interval arithmetic operations (cf. Section 3.3) to evaluate the expression
on the left-hand side of (8.1) for all values of the Reynolds number in the interval[
Re,Re

]
simultaneously. Finally, we check if the upper bound of the resulting interval

value is strictly less than one.

Finally, in the affirmative case of Theorem 8.3 we can apply Theorem 7.2 which provides
the existence of a corresponding pressure for each Re ∈

[
Re,Re

]
. Moreover, we can adapt

the procedure introduced in Section 7.3 to obtain an error bound for the pressure as well
(see Table 8.10).

2Computed with Approach 2 (a) since Approach 1 failed
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In the subsequent section we present more results for different types of obstacles. In some
cases we also proved the existence of solutions for a continuous interval of the Reynolds
number (cf. Table 8.14).

8.3 More Results on Several Domains

In this Section we list results for different domains and several Reynolds numbers. In
view of the first example presented in Section 8.1 we continue with (symmetric) obstacles
located at the boundary of the strip.

At this stage, we note that for each of the following example domains we use our first
approach for the computation of the norm bounds whenever it is possible just to reduce
the computational effort. However, we want to emphasize that in each parameter setting
where the second approach is used (which can be gathered from the last column in the
corresponding tables) our existence proof together with the first approach failed in these
examples.

Parallelogram Obstacles Located at the Boundary of the Strip

We start the presentation of our results with a series of obstacles consisting of similar
parallelograms with 45◦ angles at the bottom, varying in their height and width (cf.
Figure 8.5, Figure 8.6 and Section 8.3).

The first (and smallest) obstacle considered in this series consists of a parallelogram with
height 0.0625 and width 0.375 at the bottom. Some approximate solutions for this domain
are plotted in Figure 8.5.

(a) Re = 1.0

(b) Re = 3.0

Figure 8.5: Some approximate solutions for 45◦-parallelogram obstacle 1

Similar to the example domain, for the entire series we fix the constants d0 := 2.5, d1 := 0.5,
d2 := 0.5 and d3 := 1.0 (cf. Chapter 1 and Section 4.1). Again, we want to emphasize
that each finite element mesh considered in our examples consists of triangles with corners
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which can be represented on the computer exactly. In particular, this is possible since
the obstacles have 45◦ angles at the bottom and due to the fact that their corners are
representable exactly on the computer.

Table 8.11 shows successful results for the smallest obstacle of the 45◦-parallelogram type
for different values of the Reynolds number. Similar to the first Section, we list the values
for the defect bound δ, for the norm bounds K and K∗ respectively, and for the error
bound (measured in different norms), as well as for the radius of uniqueness.

Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.04805920 0.06396618
7 0.05939963 0.01890749 0.23065094 Approach 1

1.21587631 3.59465868 0.02818067

1.5 0.00 0.04805956 0.12058064
3 0.06761023 0.02152101 0.21745318 Approach 1

1.36303101 2.10543054 0.03207599

2.0 0.00 0.04805993 0.20810705
4 0.07887099 0.02510542 0.22749530 Approach 1

1.55074111 1.35363210 0.03741837

2.5 0.00 0.04806037 0.34988071
0 0.09570313 0.03046326 0.25707329 Approach 1

1.79845218 0.89245388 0.04540396

3.0 0.00 0.04806088 0.59470354
3 0.12570938 0.04001454 0.32115032 Approach 1

2.14040637 0.56619705 0.05963967

3.5 0.50 0.04806939 0.45702789
8 0.09849545 0.03058688 0.23797859 Approach 2 (a)

1.77944256 0.65013906 0.04561475

Table 8.11: Results for 45◦-parallelogram obstacle 1

Next, we consider a slightly larger obstacle (again a 45◦-parallelogram) which now has
height 0.125 and width 0.5 at the bottom. Again, we plotted some of the approximate
solutions for this obstacle (cf. Figure 8.6).

(a) Re = 1.0

(b) Re = 3.0

Figure 8.6: Some approximate solutions for 45◦-parallelogram obstacle 2

Similar to the previous example, in the following Table we list the parameter settings
where we successfully applied Theorem 3.4 in this second parallelogram domain.
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Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.04918807 0.06623240
39 0.06118489 0.01947576 0.27538839 Approach 1

1.22294751 3.57174530 0.02902764

1.5 0.00 0.04918881 0.12586134
3 0.06998348 0.02227644 0.26841168 Approach 1

1.37647985 2.08182567 0.03320191

2.0 0.00 0.04918981 0.21948911
0 0.08222500 0.02617303 0.28821090 Approach 1

1.57418723 1.32894223 0.03900960

2.5 0.00 0.04919046 0.37416888
7 0.10097598 0.03214166 0.33410639 Approach 1

1.83834010 0.86574021 0.04790553

3.0 0.00 0.04919146 0.64845092
1 0.13644650 0.04343227 0.43379703 Approach 1

2.20920253 0.53391347 0.06473363

3.5 0.25 0.04919677 0.63646607
6 0.12592249 0.03958417 0.38512889 Approach 2 (a)

2.05141426 0.50834825 0.05900724

Table 8.12: Results for 45◦-parallelogram obstacle 2

Finally, we close this series of 45◦-parallelograms with the largest one which has height
0.25 and width 1.0 at the bottom. In Section 8.3 we present some approximate solutions
for this type of obstacle.

(a) Re = 1.0

(b) Re = 3.0

Figure 8.7: Some approximate solutions for 45◦-parallelogram obstacle 3

We note that the previous definitions of the constants d0, d1, d2 and d3 are appropriate in
this setting as well.

Figure 8.8 shows the Euclidean norm of the approximate solution U+ω for Re = 3.0. The
red color located in the center of the strip above the obstacle indicates that the speed of the
fluid increases around the obstacle which coincides with the physical intuition. Moreover,
we see that the fluid slows down in the corners to the right and left of the obstacle.
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Figure 8.8: Euclidean norm of U + ω for 45◦-parallelogram obstacle 3 and Re = 3.0

Again, we successfully applied Theorem 3.4 to a certain set of parameters which is pre-
sented in Table 8.13. Moreover, we want to point out that our second approach outscored
the first one in this setting as well.

Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.05471468 0.08025868
7 0.07129991 0.02269547 0.39771650 Approach 1

1.27642863 3.40941402 0.03382646

1.5 0.00 0.05471526 0.16211282
1 0.08462505 0.02693699 0.41569743 Approach 1

1.48119165 1.91506348 0.04014824

2.0 0.00 0.05471619 0.30666177
6 0.10534673 0.03353291 0.48278656 Approach 1

1.76424680 1.15379766 0.04997913

2.5 0.00 0.05471683 0.58588355
4 0.14522917 0.04622788 0.63723722 Approach 1

2.18111035 0.66956368 0.06890035

3.0 0.25 0.05471619 0.53740507
6 0.12575425 0.03953129 0.53116037 Approach 2 (a)

1.93053462 0.66056196 0.05892840

Table 8.13: Results for 45◦-parallelogram obstacle 3

Moreover, using Theorem 8.3 on this domain we proved the existence of solutions to our
Navier-Stokes equations for Reynolds numbers in the compact interval [1.0, 2.0]. The
corresponding results are presented in Table 8.14.

Re δ K 4K2C4
2Re δ ‖u∗Re − ω̃‖H1

0
‖u∗Re − ω̃‖L2 ‖u∗Re − ω̃‖L4 ‖∇p∗ −∇p̃‖H−1

[1.000, 1.125] 0.05603943 1.32211234 0.09921516
8819125 0.07602539 0.02419964 0.03606835 2.21682022

[1.125, 1.250] 0.05603965 1.37119606 0.11857678
0671909 0.07926522 0.02523091 0.03760541 1.70923878

[1.250, 1.375] 0.05603983 1.42406659 0.14068740
2789763 0.08282804 0.02636499 0.03929570 1.37505353

[1.375, 1.500] 0.05604031 1.48117976 0.16603605
5219970 0.08677092 0.02762004 0.04116629 1.15164203

[1.500, 1.625] 0.05604022 1.54306758 0.19521726
8020054 0.09116440 0.02901853 0.04325067 1.00257891

[1.625, 1.750] 0.09197625 1.61035488 0.37579591
4895333 0.16548486 0.05267547 0.07851016 1.22605028

[1.750, 1.875] 0.05604051 1.68378047 0.26820655
5032610 0.10171112 0.03237566 0.04825430 0.83281779

[1.875, 2.000] 0.05604076 1.76422445 0.31407744
29444759 0.10815909 0.03442811 0.05131338 0.79013492

Table 8.14: Continuous results for 45◦-parallelogram obstacle 3

Next, we consider a parallelogram obstacle again but now with a flatter ramp to the left
and right, i.e., the angle at the bottom is smaller than 45◦. In particular, this parallelogram
obstacle has height 0.125 and width 1.0 at the bottom. In this setting we compute several
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approximate solutions to our Navier-Stokes equations, where some of them are plotted in
Figure 8.9.

(a) Re = 1.0

(b) Re = 3.0

Figure 8.9: Some approximate solutions for flatter parallelogram obstacle

Moreover, in Figure 8.10 we present the Euclidean norm of the velocity field.

Figure 8.10: Euclidean norm of U + ω for flatter parallelogram obstacle and Re = 3.0

On the basis of our approximate solutions the application of Theorem 3.4 yields the ex-
istence of a solution to our Navier-Stokes equations in the parameter settings listed in
Table 8.15.

Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.04712400 0.06345920
19 0.05857750 0.01864580 0.21033806 Approach 1

1.22300621 3.57417834 0.02779063

1.5 0.00 0.04712420 0.12058112
1 0.06694921 0.02131060 0.19575921 Approach 1

1.37649461 2.08483688 0.03176238

2.0 0.00 0.04712427 0.21023382
1 0.07854723 0.02500236 0.20360045 Approach 1

1.57404235 1.33274990 0.03726477

2.5 0.00 0.04712488 0.35824607
6 0.09617043 0.03061200 0.23021682 Approach 1

1.83779906 0.87083036 0.04562566

3.0 0.00 0.04712474 0.62039045
4 0.12875200 0.04098304 0.29128628 Approach 1

2.20775007 0.54204899 0.06108317

Table 8.15: Results for flatter parallelogram obstacle
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Our next results are obtained on a strip perturbed by a large parallelogram. In this setting
we consider a parallelogram of height 0.46875, width 4.5 at the bottom and width 0.75
at the top. Some approximate solutions are printed in Figure 8.11. We note that for the
computation of approximate solutions, compared to the previous examples, in this setting
we use a larger computational domain of width 10.0.

(a) Re = 1.0

(b) Re = 2.0

Figure 8.11: Some approximate solutions for larger parallelogram obstacle

Similar to the previous results, in Figure 8.12 we present the Euclidean norm of the velocity
field, which again shows that the speed of the fluid increases in the narrowing caused by
the obstacle.

Figure 8.12: Euclidean norm of U + ω for larger parallelogram obstacle and Re = 2.0

Using the approximate solutions together with Theorem 3.4 we proved the existence of
exact solutions to or Navier-Stokes equations in several parameter sets where the results
are listed in Table 8.16.

Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.12425770 0.22971610
09 0.18965892 0.06037031 0.72534203 Approach 1

1.43296802 2.91081707 0.08997894

1.5 1.00 0.12430478 0.39523660
59 0.22472087 0.06816110 0.69129771 Approach 2 (a)

1.60685102 1.79674422 0.10180682

2.0 1.00 0.12430851 0.57782691
0 0.25356139 0.07690884 0.67713257 Approach 2 (a)

1.68255797 1.19432033 0.11487263

2.5 0.50 0.12429032 0.86636660
59 0.32817082 0.10191049 0.86600720 Approach 2 (a)

1.80278167 0.70634878 0.15198091

Table 8.16: Results for larger parallelogram obstacle
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Rectangular Obstacles Located at the Boundary of the Strip

In the further course we investigate a series of rectangular obstacles. Due to the large
reentrant corners the numerical approximation procedure in this setting becomes more
challenging compared to the previous examples. We start our considerations with small
obstacle of height 0.0625 and width 0.125. Figure 8.13 shows some approximate solutions
for this small rectangular obstacle.

(a) Re = 1.0

(b) Re = 3.0

Figure 8.13: Some approximate solutions for rectangular obstacle 1

In this setting, for the computations of our approximate solutions we choose the constants
d0 := 2.5, d1 := 0.5, d2 := 0.5 and d3 := 1.0 (cf. Chapter 1 and Section 4.1) again.

Applying Theorem 3.4 with the approximate solutions we proved the existence of exact
solutions to our Navier-Stokes equations for the following parameter settings.

Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.05699289 0.07853763
2 0.07195177 0.02290296 0.33751350 Approach 1

1.23717467 3.51920076 0.03413572

1.5 0.00 0.05699309 0.15164032
1 0.08328433 0.02651023 0.33501625 Approach 1

1.40363139 2.02690071 0.03951217

2.0 0.00 0.05699337 0.26994141
0 0.09969028 0.03173240 0.36792151 Approach 1

1.62184763 1.27000771 0.04729556

2.5 0.00 0.05699371 0.47309655
4 0.12683523 0.04037291 0.44303302 Approach 1

1.92040964 0.79856792 0.06017381

3.0 0.00 0.05699412 0.85280546
5 0.19390214 0.06172097 0.65193503 Approach 1

2.35370375 0.43530233 0.09199202

Table 8.17: Results for rectangular obstacle 1

The next obstacle of this series consists of a rectangle of height 0.46875 and width 1.4375.
For this obstacle we changed the constants for the computation of V to d0 := 3.0, d1 := 1.0,
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d2 := 0.5 and d3 := 1.0. Figure 8.14 shows some selected approximate solution for this
domain.

(a) Re = 1.0

(b) Re = 2.0

Figure 8.14: Some approximate solutions for rectangular obstacle 2

Similar to the previous examples, Figure 8.15 shows the Euclidean norm of U + ω in the
case Re = 2.0.

Figure 8.15: Euclidean norm of U + ω for rectangular obstacle 2 and Re = 2.0

Again, the computer-assisted techniques presented in this thesis yield the existence of a
solution to our Navier-Stokes equations for this type of obstacle (cf. Table 8.18)

Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.08451542 0.16328302
1 0.12931983 0.04116378 2.38358798 Approach 1

1.46488983 2.90359284 0.06135256

1.5 0.00 0.08452554 0.41602601
0 0.18293536 0.05823014 3.25545958 Approach 1

1.90907544 1.36856013 0.08678911

2.0 0.50 0.08453668 0.49529145
4 0.18266024 0.05672349 3.06620833 Approach 2 (a)

1.84788008 1.07892931 0.08459274

Table 8.18: Results for rectangular obstacle 2

In Figure 8.16 we print the solution for Re = 2.0 again with more stream lines. Especially,
at each of the corners (at the bottom) on the left and right of the rectangular obstacle a
vortex can be seen.
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Figure 8.16: Approximate solution for rectangular obstacle 2 and Re = 2.0

Non-symmetric Obstacles Located at the Boundary of the Strip

In contrast to all previous examples, we now consider a non-symmetric obstacle located
at the boundary of the strip.

(a) Re = 1.0

(b) Re = 2.0

Figure 8.17: Some approximate solutions for non-symmetric obstacle 1

To get an impression of the velocity field, in Figure 8.18 we plot the Euclidean norm of
the approximate solution U + ω in the case Re = 2.0.

Figure 8.18: Euclidean norm of U + ω for non-symmetric obstacle 1 and Re = 2.0

We want to point out that our methods are applicable in the case of non-symmetric
obstacles as well. In the present case, Theorem 3.4 provides the existence of an exact
solution for several sets of parameters. The results are listed in Table 8.19.
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Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.06289941 0.09224825
4 0.08222160 0.02617195 0.52035283 Approach 1

1.27631604 3.39879942 0.03900798

1.5 0.00 0.06290065 0.18628252
1 0.09794348 0.03117638 0.55486615 Approach 1

1.48086446 1.90218687 0.04646684

2.0 0.00 0.06290399 0.35222853
2 0.12292196 0.03912728 0.65615897 Approach 1

1.76343980 1.13679864 0.05831725

2.5 0.00 0.06290061 0.67233826
5 0.17434757 0.05549656 0.89702908 Approach 1

2.17920930 0.64115608 0.08271485

Table 8.19: Results for non-symmetric obstacle 1

Next, we consider a second non-symmetric obstacle and plot some selected approximate
solutions for this type of obstacle (cf. Figure 8.19).

(a) Re = 1.0

(b) Re = 2.0

Figure 8.19: Some approximate solutions for non-symmetric obstacle 2

In the following the Euclidean norm of the approximate solution U+ω in the case Re = 2.0
is visualized.

Figure 8.20: Euclidean norm of U + ω for non-symmetric obstacle 2 and Re = 2.0

Applying our computer-assisted techniques we obtain the existence of an exact solution
for different values of the Reynolds number (cf Table 8.20).
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Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.07780904 0.14727520
19 0.11731017 0.03734099 1.00082994 Approach 1

1.44994737 2.94685825 0.05565488

1.5 0.00 0.07781151 0.36772238
7 0.16216826 0.05161976 1.27269739 Approach 1

1.87066029 1.42118813 0.07693668

2.0 0.00 0.07782548 0.97304684
3 0.35231185 0.11214435 2.64285233 Approach 1

2.63507766 0.49071509 0.16714555

Table 8.20: Results for non-symmetric obstacle 2

Rectangular Obstacle Detached from the Boundary of the Strip

Finally, we consider an obstacle which is detached from the boundary of the strip. We
want to emphasize that in this setting our domain is not simply connected. As already
mentioned earlier, our methods can also treat such obstacles as well (Recall that our
computer-assisted approach does not require a stream function formulation of the Navier-
Stokes equations). Figure 8.21 shows some approximate solutions computed on the strip
perturbed by a square of length 0.5 in the center.

(a) Re = 1.0

(b) Re = 2.0

Figure 8.21: Some approximate solutions for centered square obstacle

Moreover, for this type of obstacle, in Figure 8.22 we present the Euclidean norm of the
approximate solution U + ω for Re = 2.0.

Figure 8.22: Euclidean norm of U + ω for centered square obstacle and Re = 2.0
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Having a closer look at Figure 8.22 again, we see that the flow actually splits up at the
obstacle into a lower and upper part. From the red color between the obstacle and the
boundary we conclude that the speed of the flow increases near the obstacle which again
fits into our physical intuition.

As in the previous examples, in this setting our existence Theorem 3.4 applied to our
approximate solutions provides the existence of an exact solution for several parameter
settings (cf. Table 8.21).

Re σ δ 4K2C4
2Re δ ‖u∗ − ω̃‖

H1
0

‖u∗ − ω̃‖
L2 ‖∇p∗ −∇p̃‖H−1 Approach

K αmax ‖u∗ − ω̃‖
L4

1.0 0.00 0.10202764 0.15834396
5 0.13972537 0.04447597 2.28109593 Approach 1

1.31293815 3.24419864 0.06628921

1.5 0.00 0.10202473 0.33385827
6 0.17488916 0.05566895 2.74146059 Approach 1

1.55662915 1.72789030 0.08297179

2.0 0.00 0.10204330 0.67139986
5 0.24797407 0.07893260 3.80963606 Approach 1

1.91155077 0.91414074 0.11764510

Table 8.21: Results for centered square obstacle

Finally, we want to mention that in this setting (since the obstacle is symmetric and
located in the center of the strip) one might exploit the symmetry u(x, y) = u(x, 1 − y)
for all (x, y) ∈ Ω to reduce the computational effort. Especially, in the context of our
eigenvalue computations using symmetric sub spaces could result in less eigenvalues of the
base problem. However, we do not make use of this symmetry since we do not want to
exclude symmetry breaking solutions a piori. However, later we did not find any symmetry
breaking solution.

8.4 Conclusion

In this thesis we introduced an appropriate computer-assisted setting to prove the existence
of exact solutions to the Navier-Stokes equations

−∆u+Re [(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u+∇p]
div u

= g

= 0

}
in Ω

u = 0 on ∂Ω

in a weak setting. Especially, the weak formulation

Find u ∈ H(Ω) such that∫

Ω
(∇u • ∇ϕ+Re [(u · ∇)u+ (u · ∇)Γ + (Γ · ∇)u] · ϕ) d(x, y)

=

∫

Ω
g · ϕd(x, y) for all ϕ ∈ H(Ω)

on the divergence-free subspace H(Ω) ⊆ H1
0 (Ω,R2) played a crucial role in our computer-

assisted proof.
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At this stage, we want to emphasize again that for the Navier-Stokes equations the lin-
earized operator is not self-adjoint and therefore, the established computer-assisted tech-
niques providing the surjectivity of Φ−1 L are not applicable in this setting. Nevertheless,
in this thesis we showed that computer-assisted techniques can successfully be applied to
the Navier-Stokes equations as well.

Therefore, in Chapter 6 we suggested two approaches for the computation of the crucial
norm bounds K and K∗ respectively. As already expected in advance our applications
showed that by construction our first approach fails for higher Reynolds numbers. To
overcome this disadvantage and to make our computer-assisted techniques applicable also
for higher Reynolds numbers we introduced our second approach based on eigenvalue
bounds for suitable eigenvalue problems and a homotopy method (cf. Section 6.2.1).

In this setting, we introduced a straightforward eigenvalue homotopy which opens up the
opportunity to deal with larger Reynolds numbers as well. We want to point out that using
this approach massively increases the computational effort (and time) for the computa-
tion of the desired norm bounds compared to the first approach. However, applying this
approach we were able to prove the existence of exact solutions to our Navier-Stokes equa-
tions for parameter settings where the application of the first approach was unsuccessful
(cf. for instance Table 8.16). Nevertheless, by construction also this approach is expected
to fail for higher Reynolds numbers (cf. definition of γ1 in this homotopy setting).

Therefore, we finally introduced a more complex homotopy method which has no theo-
retical restriction to small Reynolds numbers. However, our examples showed that due to
the complex homotopy structure many eigenvalues have to be considered in the homotopy
methods and thus, the computational effort compared to the straightforward approach
again increases. Nevertheless, we want to emphasize that using the computer-assisted
methods presented in this thesis together with our second approach and the extended
homotopy method, at least theoretically allow us to prove the existence of a solution of
the Navier-Stokes equations for arbitrarily high Reynolds numbers provided it exists and
enough computational power is available.

Concerning the computational effort we note that the computation of an approximate
solution to our Navier-Stokes equations is possible without any problems also for higher
Reynolds numbers. The problems appear in the computations of the homotopy method, es-
pecially, in the computations of accurate functions wi, which are required for the Lehmann
Goerisch method, we were running out of memory (cf. remarks on p. 140). Hence, it makes
sense to use the first approach whenever it is possible. If the first approach fails one tries
the second approach together with the straightforward homotopy method and finally, in
the non-affirmative case the second approach with the extended homotopy method has to
be applied.

8.5 Future Projects and Outlook

In the following, we would like to give some concluding remarks and an outlook on sev-
eral interesting questions concerning computer-assisted techniques for Navier-Stokes equa-
tions.

Our applications showed that most of the eigenvalues which have to be considered in our
eigenvalue homotopy emerge in the (final) constraint homotopy (cf. Section 6.2.1.2). In
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this context one can think of considering the base problem on the space H(S) instead of
H1

0 (S,R2), i.e., using the eigenvalue problem (6.61) as our final base problem. However,
solving this eigenvalue problem rigorously on the space H(S) requires new ideas to enclose
all eigenvalue of the problem below the prescribed bound ρ0. If such enclosures are in hand,
our constraint homotopy is obsolete and we expect that the number of eigenvalues, which
have to be considered in the remaining homotopies, is much smaller compared to the
situation considered in our examples.

Concerning the increasing memory usage for the computation of the homotopy method,
especially, for the computation of the functions wi needed for the Lehmann Goerisch
computations, one can think of using symmetric matrices (and MatrixGraph) in M++ to
reduce the memory usage required in the approximation procedure. However, to exploit
this symmetry major changes in basic routines of M++ (like solvers, matrix access, et
cetera) are required.

Moreover, in the case of a symmetric obstacle (with respect to the y-axis) we can use
this symmetry in the definitions of each of our spaces. Thus, we expect the number of
eigenvalues of the base problems to be smaller than in case without using the symmetry.
Additionally, in this setting it seems to make sense to use half of the strip (or half of the
computational domain, respectively) for our numerical computations. Therefore, suitable
boundary conditions have to be imposed on ({0} × [0, 1]) ∩ Ω.

Since in our second approach together with the extended homotopy method the number
of eigenvalues which have to be considered in the homotopy method depends on the values
γ1 and γ2 (see (6.54) and (6.55)) we are interested in a constant κ > 0 (satisfying (6.82))
as large as possible. Therefore, the estimate 〈Φ−1(BU −σ)u,Φ−1(BU −σ)u〉H1

0 (Ω,R2) ≥ 0 (cf.
p. 110) might be too “rough”. In this context, we tried to improve this estimate by using
bilinear forms with appropriate constraint conditions which however did not lead to the
desired success.

Finally, we would like to emphasize that the methods presented in this thesis also apply to
the 3-dimensional case, especially, Theorem 3.4 remains valid for the 3D case. However,
compared to the 2-dimensional case at several stages adaptions are necessary. For instance,
the definition of the function V introduced to obtain Dirichlet boundary conditions on the
complete boundary (cf. Chapter 1) needs to be adapted properly to transform the Navier-
Stokes equations in the 3D case correctly. Moreover, the divergence-free finite element
using Argyris elements introduced in Section 4.2 is not applicable in the 3-dimensional
case. Therefore, for the computation of the required approximate solution ω̃ ∈ H(Ω) we
have to use different divergence-free finite elements like the Scott-Vogelius finite element
(cf. [17] and [37]) which are not part of the M++ finite element software package yet.
However, several other finite element software packages, for instance in the Verified Finite
Element Method (VFEM) libary (written in MATLAB language) by Liu (see [60]), already
provide the Scott-Vogelius finite element.
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9 Extensions for the FEM-Software M++
(Meshes, Multigrid and More)

The programs realizing the numerical parts needed for our computer-assisted proof de-
scribed in the previous Sections are implemented in C++. For the computation of the
approximate solution (cf. Section 4.2) and other finite element functions, we use the Fi-
nite Element Software M++ (Meshes, Multigrid and More) developed by Wieners and his
group (see [113]). The software M++ is written in C++ and uses the MPI (Message Pass-
ing Interface) which allows parallel computations to distribute computational load and
to reduce computational time. Furthermore, the basic routines of M++ provide several
solvers for linear problems, a realization of the Newton method described in Section 4.2 as
well as iterative solvers for eigenvalue problems which can be used to compute approximate
eigenpairs. The latest version of the Finite Element Software M++, a tutorial project as
well as several applications using M++ can be downloaded form gitLab (see [114]). For
all our computations we used the Release 2.6.1 of M++.

To treat all our numerical computations appearing in our computer-assisted proof, espe-
cially the interval arithmetic parts, the software M++ needs to be extended by several
new classes and routines. We add an efficient implementation of the Argyris element for
the approximation procedure as well as the corresponding shape functions (cf. Section 4.2
and Section 9.4.1). For the interval arithmetic basic data types we use the external li-
brary C-XSC (see [38] and [43]) and wrote wrapper classes to use the interval arithmetic
data types of C-XSC in M++. Additionally, the new wrapper classes open up the oppor-
tunity to easily change the basic interval arithmetic types by multiple-precision types if
necessary.

Furthermore, we use modern C++ standard techniques to extend several established M++
classes to improve their efficiency. Additionally, we exploit templates to implement interval
arithmetic versions of the basic M++ classes like Quadrature, Transformation, Shape,
Discretization, Element and many more. Hence, these established classes can now
be used with interval arithmetic operations just by changing the corresponding template
parameter.

Finally, we added several routines for the computation and verification of eigenvalues
as described in Section 6.2.1 like the Rayleigh-Ritz method and the Lehmann-Goerisch
method. Moreover, we added a semi-automatic homotopy procedure which performs the
computations needed for the homotopy method described in Section 6.2.1. Especially,
the “next” homotopy parameter ti is computed automatically in this homotopy process.
We want to emphasize that our implementation of the eigenvalue methods is based on an
assemble class which can easily be adapted to many other problems which guarantees a
flexible use of the new features.

Throughout this chapter we give an overview about the developments concerning the
established classes of M++ and describe the main ideas of the new routines, especially
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their implementations. All addressed changes are already part of the latest release of the
Finite Element Software M++ to be found on gitLab (see [110]).

9.1 New Interval Arithmetic Classes

As already mentioned, at several stages in this thesis verified computations are required
(cf. Section 3.3). Therefore, we implemented a wrapper class that provides the basic data
types IAInterval and IACInterval, the basic interval arithmetic operations (⊕,	,�,c)
as well as several standard functions (cf. Section 3.3). In principle each external interval
arithmetic library can now be used with M++ if a proper implementation of the wrapper
class is written. Moreover, each interval arithmetic class contained in M++ can easily be
identified by its prefix IA.

At the moment, the interval arithmetic library C-XSC (see [43]) is integrated into M++.
Since the latest release of C-XSC is written using the C++14 standard (the latest release
is form 2014) we had to adapt the code at several points to make C-XSC run with a today’s
C++ compiler that uses the C++17 standard (or newer). However, using our wrapper
class we were successfully able to integrate the C-XSC library to M++.

Moreover, we integrated the interval arithmetic library MPFI (based on the MPFR library
[21]) by Nathalie Revol and Fabrice Rouillier which supports the latest C++ standard (see
[87]). MPFI is a multi-precision interval arithmetic library that allows interval arithmetic
computations with arbitrary large mantissa. However, the usage of MPFI lead to a strong
increase of computational time in all our examples.

9.2 Developments for the Established Classes of M++

Extensions Using Templates

Up to the present day, none of the former interval arithmetic extensions for M++ (see
for instance [89]) were integrated into its source files. For successful interval arithmetic
computations with M++ several classes, starting from Point, VectorField, Tensor over
Transformation, Quadrature, Discretization and the shape functions up to the ele-
ments (to name just a few of them), need their interval arithmetic counterpart. Since
the modern C++ standard provides templates, we restructured the existing classes by
adding a template parameter that play the role of the underlying data type, i.e., a class
can either be compiled with the type double or with one of the interval arithmetic data
types IAInterval and IACInterval. This approach combines the most possible flexibil-
ity on the one hand and a very efficient and compact implementation of the new interval
arithmetic classes on the other hand.

Nevertheless, since some of the implementations strongly differ depending on the template
parameter we need template specialization for some classes. For instance, the implementa-
tion of the Quadrature class, which provides several quadrature rules for the different cell
types and for multiple polynomial degrees, obviously depends on the used data type. While
in the standard case (for double) approximate quadrature points and weights are sufficient
for the computation of integrals, in the interval arithmetic case verified enclosures for the
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(exact) quadrature points and weights are required to compute integrals rigorously. In
Section 9.3 we shortly describe the computation of verified interval arithmetic quadrature
rules.

As mentioned in Chapter 8, in our examples we are restricted to meshes where the corners
of the triangles are exactly representable on the computer. We want to point out that for
the setup of the transformation ΦT (see Section 9.4.1) the corners or the corresponding
cell need to known rigorously to guarantee the verified evaluation of the transformation
ΦT . Hence, the classes representing the different cell types and the mesh itself can also
be extended by the additional template parameter to provide a verified cell refinement
procedure. If this is the case, the (verified) methods developed in this thesis can be
applied to meshes with arbitrary triangles.

A More Flexible Class dof

To determine the nodal points and the correct size of memory corresponding to a certain
finite element discretization, M++ uses the interface DoF. In particular, a class inheriting
from DoF implements functions for the computation of the nodal points and the number
of degrees of freedom at each of these points.

For Lagrangian finite elements we introduced the flexible class LagrangeDoF which pro-
vides all nodal points and degrees of freedom depending on the cell type and the desired
order of the polynomials. Thus, the new LagrangeDoF opens up the opportunity to use
higher order Lagrangian finite elements assuming that appropriate shape functions are
implemented.

Moreover, we extended the existing class dof, which could handle only a single DoF class so
far, to an arbitrary number of DoF classes D1, . . . , DN . In particular, the new implemen-
tation of the class dof allows the combination of all existing DoF classes among themselves.
For that purpose, the new class automatically combines all nodal points of the single
classes D1, . . . , DN (corresponding to shapes S1, . . . , SN ) to a collection of nodal points.
In this process it is checked whether a new nodal point needs to be added to the existing
list or the nodal point already exists and thus, a doubling of nodal points is impossible.
Additionally, the number of degrees of freedom at each nodal point is accumulated for all
D1, . . . , DN . Besides the access to the complete collections of nodal points one can also
access the list of nodal point of each class Di for i = 1, . . . , N individually. This enables the
implementation of Taylor Hood elements of arbitrary order by adding two LagrangeDoF

objects of appropriate order to the container dof.

A class of the type Vector contains the coefficients of a function lying in a finite element
space, i.e., a Vector represents a finite element solution by storing its coefficients corre-
sponding to the finite element basis. In this context, we also needed to adapt the access
to the entries of a Vector. If multiple DoF classes are added to the container dof, the new
classes MixedRowValues, MixedRowBndValues and MixedRowEntries have to be used in
order to distinguish between the different shapes Si for i = 1, . . . , N . For that purpose,
an additional integer component in the case of MixedRowValues and MixedRowBndValues

and two additional integer components in MixedRowEntries to identify the corresponding
shape Si have been added to all operators dealing with the access to the Vector. For an
example of usage we refer to the tutorial project [111] on gitLab where the new features
are used for some of the computations.
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9.3 Quadrature Rules

Since the Argyris element uses polynomial shape functions with relatively high degree,
quadrature rules of higher order are required to evaluate the occurring integrals at least
accurately or even exactly (cf. Section 4.2 and explanations in 5). Hence, we extended the
existing Quadrature class of M++ by several new quadrature rules for instance higher
order quadrature rules on the reference interval [0, 1]. Furthermore, we added a set of
symmetric quadrature rules for triangles which allow the integration of polynomials up to
a specific order with relatively low number of quadrature points. The quadrature points
and corresponding weights for such symmetric quadrature rules on triangles are given for
instance in [23].

Since we are interested in a rigorous analytical proof (cf. Theorem 3.4) several integrals
have to be evaluated using verified quadrature rules, i.e., verified enclosures of the quadra-
ture points and its corresponding weights have to be in hand explicitly. The computation
of such enclosures is presented in the following Subsection.

Verified Quadrature Rules

In our examples, we only need verified quadrature rules on triangles, however, for the
reader’s convenience we begin our explanations in the one-dimensional case since the
argumentation becomes more understandable and remains almost the same for the most
parts or can be extended to the triangular case. Hence, we try to compute quadrature
points x̂1, . . . , x̂d ∈ [−1, 1] and their corresponding weights w1, . . . , wd (or at least verified
enclosures of these values) such that

∫ 1
−1 p(x, y) dx =

∑d
i=1wip(x̂i) for all polynomials

p : [−1, 1]→ R up to a certain degree. It is well-known (cf. [84, Corollary 6.38]) that the
Gaussian quadrature rule of order d integrates all monomials up do degree 2d− 1 exactly,
i.e., the following equalities hold true:

∫ 1

−1
xq d(x, y) =

d∑

i=1

wix̂
q
i for all q = 0, . . . , 2d− 1. (9.1)

Thus, to obtain the desired quadrature points and weights a non-linear system with 2d
equations and 2d unknowns has to be solved rigorously. Since the computational effort for
rigorously solving a non-linear system strongly increases with the number of unknowns,
we are interested in reducing the size of our system. Therefore, we exploit the symmetry
x 7→ −x to obtain a system which has almost half the size of the original system, more
precisely, we obtain a non-linear system with

⌊
d
2

⌋
equations as well as unknowns. Moreover,

we have the relations x̂i = −x̂d−i and wi = wd−i for all i = 1, . . . , d for the quadrature
points and their weights (Note that if d is odd we obtain x̂b d2c = 0).

For solving the non-linear system we apply an algorithm provided by the toolbox of the
interval library C-XSC which uses an interval Gauss-Seidel method and an interval Newton
method to enclose the solutions of a non-linear system in a prescribed interval region. For
more details about the implementation we refer the reader to [38, Chapter 13]. As initial
intervals for our verification procedure we use the non-verified quadrature points and
weights (which can be found in several numeric books, for instance [1, Table 25.4]) and
inflate them by a “small” ε. Thus, we expect that our algorithm successfully encloses a
solution of our non-linear system, if the approximate (and non-verified) quadrature points
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and weights are “sufficiently accurate”. We note that for our applications in M++ we
need quadrature rules on the reference interval [0, 1] and thus, we need to perform a final
verified transformation of the quadrature points and weights from [−1, 1] to [0, 1].

Remark 9.1. To obtain the desired quadrature points and weights in the one-dimensional
case we actually do not need to solve a non-linear system. In this case, we can compute
(or enclose) x̂1, . . . , x̂d as the roots of a Legendre polynomial of appropriate order (cf. [84,
Theorem 6.35]. Inserting these roots into (9.1) yields a linear system for the quadrature
weights w1, . . . , wd. However, since this strategy is not applicable for the computation of
quadrature rules for triangles we do not use this fact in our explanations here.

For integration on triangles, the reduction of the size plays an even more crucial role for
a successful verification procedure. To the end of this Section we will have a closer look
at the verification procedure of quadrature points and their corresponding weights for an
quadrature rule that integrates polynomials exact up to degree d on triangles. Especially,
we are interested in quadrature rules on the reference triangle T̂ which first was defined
in Section 4.2. Similar to the one-dimensional case considering a suitable transformed
triangle and polar coordinates, we can reduce the size of our non-linear system. For
detailed information about the reduction of the system we refer the reader to a paper
by Dunavant (cf. [23]). Applying the methods described by Dunavant, we end up with
a non-linear system which can be solved rigorously using the same algorithms as in the
one-dimensional case.

After transforming the output of our algorithm back to the reference triangle, we obtain
the enclosures (X̂1, Ŷ1), . . . , (X̂Nd , ŶNd) for the quadrature points (x̂1, ŷ1), . . . , (x̂Nd , ŷNd)
and enclosures W1. . . . ,WNd for the weights w1, . . . , wNd , i.e., the following enclosing result
holds true for all p ∈ Pd(T̂ ) := span

{
xiyj : 0 ≤ i, j, i+ j ≤ d

}
:

∫

T̂
p(x, y) d(x, y) ∈

Nd∑

i=1

Wi � p(X̂i, Ŷi) for all p ∈ Pd(T̂ ),

where all operations (including the sum and the evaluation of the polynomial p) on the
right-hand side have to be performed using interval arithmetic calculations.

As described before the successful enclosure of the quadrature points and their weights
strongly depends on the size of the non-linear system which has to be solved. To compute
the 73 quadrature points and weights corresponding to the quadrature rule which inte-
grates polynomials exact up to degree 19, the non-linear system that has to be considered
consists of 40 equations as well as unknowns. It turned out that the interval arithmetic
with double precision is not sufficient to obtain the desired accuracy. Therefore, we
extended the single-precision algorithms contained in C-XSC (cf. [38, Chapter 13]) to
multiple-precision versions which finally yields enclosures with sufficient accuracy.

All programs used in our verification procedure including the extensions for the C-XSC
toolbox are part of the source code of the Finite Element Software M++ (see gitLab [110])
and can easily be extended to higher order quadrature rules if necessary (cf. Dunavant
[23]).
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9.4 Implementation of Additional Finite Elements

In addition to the verified quadrature rules for our applications, we added several new
discretizations and their corresponding finite elements to the M++. In the following we
explain the implementation of the Argyris element which is used to construct an exactly
divergence-free element (cf. 4.2). Afterwards, a possible construction of higher order
Raviart Thomas elements for triangles based on a description by Ervin (cf. [25, Section
3.4]) is presented in Section 9.4.2. All elements introduced in the further course are already
implemented in the latest version of M++ which can be found on gitLab (see [110]).

9.4.1 Argyris Element

In this Section we present a development of the well-known Argyris element based on ideas
of Dominguez and Sayas described in [22]. This implementation uses the transformation
ΦT : T̂ → T (cf. Section 4.2) to “move” the evaluation of the shape functions to the
reference cell T̂ := {(0, 0), (1, 0), (0, 1)}. At this stage we note, that in the following in
the context of finite elements for any object O (in the context of a triangle T ) we denote
the corresponding object in the reference setting by Ô.

In the further course we will shortly describe some of the ideas by Dominguez and Sayas
in detail to get an impression how our implementation in M++ is constructed. Therefore,
we first fix an arbitrary triangle T = conv {(x0, y0), (x1, y1), (x2, y2)} (where conv denotes
the convex hull) contained in our finite element mesh M. Then, the transformation ΦT
(cf. Figure 4.7) is explicitly given by

ΦT (x̂, ŷ) =

(
x0

y0

)
+

(
x1 − x0 x2 − x0

z1 − z0 y2 − y0

)(
x̂

ŷ

)
.

Since we assumed our cell T to be non-degenerate, the matrix in the definition of ΦT
is clearly invertible and thus, the transformation is bijective (which was claimed in Sec-
tion 4.2).

For the reference triangle T̂ we consider the functionals L̂1, . . . , L̂21 : P5(T̂ ) → R repre-
senting the degrees of freedom introduced in Section 4.2 for T̂ (cf. Figure 4.6). To obtain
the desired local shape functions ζ̂1, . . . , ζ̂21 ∈ P5(T̂ ) on the reference triangle we have to
determine the dual basis corresponding to the degrees of freedom L̂1, . . . , L̂21, i.e., we have
to compute reference shape functions ζ̂1, . . . , ζ̂21 such that L̂i(ζ̂j) = δi,j holds true for all
i, j = 1, . . . , 21. These equations lead to a linear system which can easily be solved using a
computer algebra software (cf. Appendix A.4). To the end of this Section we suppose that
the reference shape functions ζ̂1, . . . , ζ̂21 ∈ P5(T̂ ) have been computed already. We will
not state the actual definition of these local shape functions here and refer the reader to
Appendix A.4 or the implementation in the class ArgyrisShapes in M++ (see [110]).

Applying the transformation ΦT we define linear functionals L̃T1 , . . . , L̃T21 on P5(T ) via

L̃i(ζ) := L̂i(ζ ◦ ΦT ) for all ζ ∈ P5(T ), i = 1, . . . , 21 (9.2)

We note that, in contrast to the Lagrangian case, the functionals L̃T1 , . . . , L̃T21 : P5(T )→ R
do not necessarily coincide with the functionals LT1 , . . . ,LT21 : P5(T )→ R representing the
degrees of freedom on T as described in Figure 4.6. Recall that LT1 , . . . ,LT21 form a dual
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basis corresponding to the (unknown) local shape functions ζT1 , . . . , ζ
T
21 ∈ P5(T ) defined on

T , i.e., we want to construct ζT1 , . . . , ζ
T
21 such that the duality condition LTi (ζTj ) = δi,j holds

true for all i, j = 1, . . . , 21. Since both sets of functionals L̃T1 , . . . , L̃T21 and LT1 , . . . ,LT21

respectively form a basis of the dual space of P5(T ), we can compute a transformation
matrix CT ∈ R21×21 such that

L̃Ti =
21∑

j=1

CTi,jLTj for all i = 1, . . . , 21. (9.3)

We do not want to go into further details about the computation of the transformation
matrix CT and refer to the paper [22] by Dominguez and Sayas for more information
about the construction process. In the following we suppose that we have the matrix CT

in hand and thus, we are in a position to show that the local shape functions ζT1 , . . . , ζ
T
21

defined by

ζTj : T → R, ζTj (x, y) :=
21∑

k=1

CTk,j ζ̂k(Φ
−1
T (x, y)) for all j = 1, . . . , 21

(cf. (4.10)) actually form a dual basis associated to the degrees of freedom LT1 , . . . ,LT21

defined via Figure 4.6 in Section 4.2.

With DT denoting the inverse matrix of CT the transformation formula (9.3) implies
LTi =

∑21
k=1D

T
i,kL̃Tk for all i = 1, . . . , 21. Hence, using the local shape functions from

above (see (4.10)), we calculate

LTi (ζTj ) =
21∑

k=1

DTi,kL̃Tk

(
21∑

l=1

CTl,j
(
ζ̂l ◦ Φ−1

T

))
=

21∑

k,l=1

DTi,kC
T
l,jL̃Tk (ζ̂l ◦ Φ−1

T )

for all i, j = 1, . . . , 21. Furthermore, the definition of the functionals (see (9.2)) and
the duality condition on the reference cell T̂ yield L̃Tk (ζ̂l ◦ Φ−1

T ) = L̂k(ζ̂l) = δk,l for all
k, l = 1, . . . , 21. Combining the arguments above and the fact that CT and DT are inverse
to each other, we obtain

LTi (ζTj ) = δi,j for all i, j = 1, . . . , 21

which proves the desired duality property for the functionals LT1 , . . . ,LT21 and the local
shape functions ζT1 , . . . , ζ

T
21.

Applying the chain rule and using the fact that the derivative of the transformation ΦT
is a constant matrix, we obtain representation formulas for the gradients and Hessian
matrices of the local shape functions on T using the corresponding counterparts on the
reference cell T̂ . To obtain these formulas we first denote the inverse of the Jacobian of
the transformation ΦT by F T . Hence, we calculate

∂ζTj
∂x

(x, y) =

21∑

k=1

CTk,j

[
∂ζ̂k
∂x̂

(Φ−1
T (x, y))F T1,1 +

∂ζ̂k
∂ŷ

(Φ−1
T (x, y))F T2,1

]
,

∂ζTj
∂y

(x, y) =
21∑

k=1

CTk,j

[
∂ζ̂k
∂x̂

(Φ−1
T (x, y))F T1,2 +

∂ζ̂k
∂ŷ

(Φ−1
T (x, y))F T2,2

] (9.4)

for all j = 1, . . . , 21 and (x, y) ∈ T .
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Similar arguments yield the following representation for the entries of the Hessian matri-
ces

∂2ζTj
∂x2

(x, y) =

21∑

k=1

CTk,j

[
∂2ζ̂k
∂x̂2

(Φ−1
T (x, y))(F T1,1)2 +

∂2ζ̂k
∂x̂∂ŷ

(Φ−1
T (x, y))2F T2,1F

T
2,1

+
∂2ζ̂k
∂ŷ2

(Φ−1
T (x, y))(F T2,1)2

]
,

∂2ζTj
∂x∂y

(x, y) =

21∑

k=1

CTk,j

[
∂2ζ̂k
∂x̂2

(Φ−1
T (x, y))F T1,1F

T
1,2 +

∂2ζ̂k
∂x̂∂ŷ

(Φ−1
T (x, y))(F T1,1F

T
2,2 + F T1,2F

T
2,1)

+
∂2ζ̂k
∂ŷ2

(Φ−1
T (x, y))F T2,1F

T
2,2

]
, (9.5)

∂2ζTj
∂y2

(x, y) =
21∑

k=1

CTk,j

[
∂2ζ̂k
∂x̂2

(Φ−1
T (x, y))(F T1,2)2 +

∂2ζ̂k
∂x̂∂ŷ

(Φ−1
T (x, y))2F T1,2F

T
2,2

+
∂2ζ̂k
∂ŷ2

(Φ−1
T (x, y))(F T2,2)2

]

for all j = 1, . . . , 21 and (x, y) ∈ T . Finally, these representation formulas are used for the
implementation of the Argyris element in M++ (see [110, ArgyrisElement]).

9.4.2 Raviart Thomas Element

In Section 5.2 and Section 7.2 we rely on finite elements that provide an approximation
in H(div,Ω,R2×2). In this Section we present an implementation of higher order Raviart
Thomas elements using the ideas described by Ervin in [25, Section 3.4], i.e., we are in-
terested in the explicit construction of a basis for the Raviart Thomas space RTk. Once
more, for the computation of the Raviart Thomas basis functions we consider the refer-
ence triangle T̂ (see Section 4.2) and consider a counterclockwise numbering of the edges
starting at the bottom edge with the number zero.

Following the lines in [25] we first define the auxiliary functions ê0, . . . , ê4 by

ê0(x̂, ŷ) :=

(
x̂

ŷ − 1

)
, ê1(x̂, ŷ) :=

(
x̂

ŷ

)
, ê2(x̂, ŷ) :=

(
x̂− 1

ŷ

)
,

ê3(x̂, ŷ) := ŷ

(
x̂

ŷ − 1

)
, ê4(x̂, ŷ) := x̂

(
x̂− 1

ŷ

)

for all (x̂, ŷ) ∈ T̂ . Note that the functions ê0, ê1, ê2 are the well-known basis functions for
the lowest order Raviart Thomas space RT0(T̂ ).

In contrast to Ervin for the construction of the Lagrangian polynomials l0, . . . , lk (cf. [25,
Section 3.4]), we do not use the Gaussian quadrature points on [0, 1]. Rather, we chose
points such that [0, 1] is divided into k+ 2 equidistant subintervals which allows us to use
the Lagrangian basis functions of order k (together with an easy transformation) as the
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desired polynomials l0, . . . , lk. We note that only the k + 1 points in the interior of [0, 1]
have to be considered which provides the correct number of Raviart Thomas basis functions
(cf. Figure 9.1 and [25, Section 3.4]). We do not want to go into further details here and
refer the reader to the implementation in the class RTShapesTriangular where especially
the formulas for the transformation mentioned above can be found. Furthermore, let
{bi : i = 1, . . . , k(k+1)

2 } denote a basis for Pk−1(T̂ ), i.e., we can use Lagrangian basis

functions of order k − 1 for triangles to form the desired basis of Pk−1(T̂ ). Thus, in
the implementation of the Raviart Thomas shape functions we can mostly use functions
that are already part of the Finite Element Software M++.

Similar to Ervin we define the functions

r̂0,i(x̂, ŷ) := li(x̂)ê0(x̂, ŷ), r̂1,i(x̂, ŷ) := li(ŷ)ê1(x̂, ŷ), r̂2,i(x̂, ŷ) := lk−i(ŷ)ê2(x̂, ŷ)

for all (x̂, ŷ) ∈ T̂ and i = 0, . . . , k as well as

r̂3,i(x̂, ŷ) := bi(x̂, ŷ)ê3(x̂, ŷ), r̂4,i(x̂, ŷ) := bi(x̂, ŷ)ê4(x̂, ŷ)

for all (x̂, ŷ) ∈ T̂ and i = 1, . . . , k(k+1)
2 . Then, from [25, Section 3.4] it follows that these

functions r̂k,i form the desired basis for RTk(T̂ ).

9.5 Methods for Approximating and Enclosing Eigenvalues

For a successful computation of the norm bounds K, and K∗ respectively, described in
Section 6.2 we heavily rely on rigorous bounds for the isolated eigenvalues of an eigenvalue
problem of the form

M(u, ϕ) = λN(u, ϕ) for all ϕ ∈ H, (9.6)

where H denotes a separable (complex) Hilbert space endowed with the inner product
N : H ×H → R and M : H ×H → R is a bounded, positive definite symmetric bilinear
form on H. We note that the unconventional notation N for the inner product coincides
with the naming in M++ and is only used for the reader’s convenience when looking at
the source code.

All eigenvalue methods described in Section 6.2.1 require the computation of approxi-
mate eigenpairs or at least approximate eigenvalues of our eigenvalue problem (9.6). To
obtain such approximations, we use an implementation of the Locally Optimal Block Pre-
conditioned Conjugate Gradient method (LOBPCG) which is an iterative procedure to
compute approximate eigenpairs of a symmetric generalized eigenvalue problem (cf. [20]).
Note that several versions of LOBPCG are already implemented in M++ (see for instance

RT2
0 1

RT3
0 1

RT4
0 1

Figure 9.1: Points used for the Lagrangian polynomials l0, . . . , lk for k = 2, 3, 4
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[62]). However, at several stages of the code we made small changes in the implementation
to increase the efficiency of the algorithms.

The implementation of the Rayleigh Ritz method and Lehmann method (together with
its Goerisch extension) to compute upper and lower eigenvalue bounds respectively are
straightforward (cf. Section 6.2.1). In contrast to that the realization of an “automated”
homotopy method needs several new ideas. Hence, in Section 9.5.3 we explain our imple-
mentation which allows the application of the homotopy method in an almost automatic
framework.

Moreover, to guarantee the most possible flexibility for all eigenvalue methods presented in
Section 6.2.1 we make use of an adaptable assemble class which can easily be adjusted to
several other problems. In Section 9.5.2 we shortly explain the usage of our new assemble
class IAEigenvalueAssemble.

9.5.1 Verified Matrix Eigenvalue Computations

At several stages in this thesis, especially in the application of the eigenvalue methods
presented earlier (cf. Theorem 6.7 or Theorem 6.8), we have to compute verified enclosures
for eigenvalues of the generalized matrix eigenvalue problem Ax = λBx with a hermitian
matrix A and a positive definite, hermitian matrix B.

First, regarding the definitions in Section 3.3 we denote the space of complex d×d interval
matrices with [C]d×d. Then, the following Lemma together with the interval arithmetic
operations described in Section 3.3 yields verified eigenvalue enclosures on the basis of
approximate eigenpairs. For a proof we refer to [42] and references therein.

Lemma 9.2. Let [A], [B] ∈ [C]d×d be hermitian matrices with interval entries such that
[B] is positive definite for all hermitian B ∈ [B]. Moreover, for fixed hermitian A0 ∈ [A]
and B0 ∈ [B] let (λ̃i, x̃i) for all i = 1, . . . , d denote approximate eigenpairs of A0x = λB0x

with x̃i
T
B0x̃j ≈ δij for all i, j = 1, . . . , d. Additionally, suppose that some r0, r1 > 0 exist

such that
∥∥∥XT

AX −XT
BXK

∥∥∥
∞
≤ r0 and

∥∥∥XT
BX − id

∥∥∥
∞
≤ r1 for all A ∈ [A], B ∈ [B]

with X := (x̃1, . . . , x̃d), K := diag(λ̃1, . . . , λ̃d).

If r1 < 1, we have for all A ∈ [A], B ∈ [B] and all eigenvalues λ of Ax = λBx:

λ ∈
d⋃

i=1

B(λ̃i, r) where r =
r0

1− r1
, and B(λ, r) = {z ∈ C : |z − λ| ≤ r}

Additionally, each connected component of this union contains as many eigenvalues as
midpoints λ̃i.

Remark 9.3. The MATLAB package INTLAB by Rump (cf. [90]) provides highly accu-
rate algorithms for enclosing the eigenvalues of the generalized matrix eigenvalue problem
Ax = λBx. However, we do not make use of these algorithms since our programs are writ-
ten in C++, i.e., each time a generalized matrix eigenvalue problem has to be solved we
would have to transform the matrices to MATLAB, perform the calculations and transform
back the results which is simply not practical.
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We note that the fixed hermitian matrices A0 and B0 required in Lemma 9.2 to compute
the approximate eigenpairs can be chosen arbitrarily in [A] and [B] respectively. Hence,
in our implementations we use the midpoint matrix of [A] and [B] respectively.

To compute the required approximate eigenpairs we use routines implemented in the
standard BLAS library (see for instance [80]). The verification process described above is
implemented in the latest version of M++ (see IASpectrum).

Since all calculations (except of the computation of the approximate eigenpairs) require
interval arithmetic operations, the enclosing procedure needs relatively high computa-
tional effort. But in all (our) applications the dimension d is small, which makes the
computational effort acceptable.

9.5.2 Assemble Class IAEigenvalueAssemble

As mentioned in the beginning of this Section, all implementations of the eigenvalue ap-
proximation and enclosure methods introduced in Section 6.2.1 are based on the assemble
class IAEigenvalueAssemble which provides an interface with all routines necessary for
the computations. This assemble class can easily be adopted to several other problems
guaranteeing the maximal flexibility in the application of the eigenvalue methods. More-
over, we added the data type Eigenpair which contains a Vector to store the approximate
eigenfunction and a double data type for the approximate eigenvalue. Note that there ex-
ists also the corresponding “vector version” Eigenpairs which consists of a set of finitely
many eigenpairs.

First of all, the assemble can be initialized with an additional shift parameter which is
accessible in each function and thus, for instance, can be used as required in the Lehmann
Goerisch method (cf. Section 6.2.1).

Furthermore, since all implemented eigenvalue methods require approximate eigenpairs
the assemble also provides an interface to the non-verified iterative eigenvalue solvers
LOBPCG mentioned above. In this procedure the local finite element basis functions
are used to compute approximate eigenpairs to our eigenvalue problem (9.6). There-
fore, the user can implement the boundary conditions cell-wise by overriding the function
BoundaryConditionsEigenSolver. Moreover, the mass matrix as well as the stiffness
matrix corresponding to our eigenvalue problem (9.6) are assembled cell-wise by overrid-
ing the function MatricesEigenSolver. Note that besides the shift parameter mentioned
above a second parameter t is passed in this function which can be used as the homotopy
parameter introduced in Section 6.2.1. Finally, the computation of approximate eigenpairs
is realized in the function InitEigenpairs which is contained in all the eigenvalue meth-
ods of M++. Note that InitEigenpairs requires an instance of IAEigenvalueAssemble
where the functions for the approximate computation of eigenpairs are overridden.

In the further course let (ũ1, λ̃1), . . . , (ũd, λ̃d) denote approximate eigenpairs which can be
computed by the algorithms presented above. In the following, we shortly describe which
functions have to be implemented for an application of the eigenvalue methods of M++.

For the application of the Rayleigh Ritz method the user has to override the function
MatrixentriesRayleighRitz, which provides the matrix entries M(ũi, ũj) and N(ũi, ũj)
for all i, j = 1, . . . , d (cf. Section 6.2.1). We want to point out that the parameter t

can be ignored if no homotopy is involved and only upper bounds for a single eigenvalue
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problem are of interest. Finally, the Rayleigh Ritz computation can be started by calling
the operator() of the class RayleighRitzMethod.

Recall that in the Lehmann Goerisch method the computation of additional functions wi
(for all i = 1, . . . , d) is a crucial step (cf. Section 6.2.1). Thus, in our assemble class
one has to implement the functions BoundaryConditionsGoerisch, EnergyGoerisch,
ResidualGoerisch and JacobiGoerisch which provide all the data needed for the com-
putation of the functions wi (for all i = 1, . . . , d) via Newton’s methods. Additionally, the
user has to override the function MatrixentriesGoerisch which assembles the cell-wise
computation of the matrix entries b(wi, wj) for all i, j = 1, . . . , d needed for the Lehmann
Goerisch method. Again, the step parameter t can be ignored if only a single eigenvalue
problem is considered.

Remark 9.4. (i) Besides a verified version of the functions to set up the Rayleigh Ritz
and Lehmann Goerisch matrices, our assemble class IAEigenvalueAssemble pro-
vides a non-verified version which can be used to run our eigenvalue methods without
verified computations which massively decreases the computational time. In particu-
lar, this feature can be used to get a rough idea if the eigenvalue might be successful
for this setting of parameters.

(ii) From Section 6.2.1 it follows that the homotopy method needs a Lehmann Goerisch
computation (of “small” size) in each homotopy step. Thus, we can use the functions
of the Lehmann Goerisch method described above for the homotopy method as well,
where the additional homotopy parameter t comes into play.

(iii) In some applications for the assembling of the Rayleigh Ritz matrices additional New-
ton computations are required. Therefore, similar to the Lehmann Goerisch method
our assemble provides the additional functions BoundaryConditionsRayleighRitz,
EnergyRayleighRitz, ResidualRayleighRitz and JacobiRayleighRitz.

9.5.3 Implementation of the Homotopy Method

In the following we present an approach for the implementation of the homotopy method
described in Section 6.2.1 which allows an almost automatic usage of the algorithm.
Thereby, the main difficulty lies in the correct computation of the next homotopy step
parameter, i.e., the new parameter value for which we have to compute new approximate
eigenpairs (cf. Section 6.2.1).

Before starting the homotopy algorithm the user has to fix the range in which the homo-
topy parameter can be varied, i.e., stepMin denotes the starting value for the homotopy
parameter for which the exact number of eigenvalues below the lower bound of the essen-
tial spectrum ρ0 is known. In addition to that, stepMax contains the maximal value for
our homotopy parameter which will be denoted by tmax in the further course.

In the following, with respect to Section 6.2.1, we denote the number of eigenpairs con-
sidered in the i-th homotopy step by Ni and obtain

Ni =

{
n0, i = 1,

n0 − ni−1, i > 1,
(9.7)
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where the values ni are defined as in the description of the homotopy method in Sec-
tion 6.2.1.

For the reader’s convenience, in the following description of our approach for the compu-
tation of a new homotopy parameter, we first assume that all eigenvalues of the considered
eigenvalue problem are well separated, i.e., no clustered eigenvalues do exist. If there are
such eigenvalue clusters we slightly have to change our strategy which will be presented
at the end of this Section.

Now, assume that for some i ∈ N we already computed i−1 steps of the homotopy method,
i.e., the next step under investigation is the i-th one (in the case i = 1 this is the first step).
In other words the currently taken homotopy parameter is ti−1 and we are interested in a
parameter ti > ti−1 such that assumption (6.20) in Corollary 6.9 is satisfied (and almost

an equality) for the approximate eigenfunction with v replaced by ũ
(ti)
Ni

and ρ replaced by
ρi−1 (cf. blue bracket in Figure 9.2).

ti−1

λ
(ti)

Ni

ti

λ
(ti−1)

Ni

λ
(ti−1)

Ni−1

ρi−1

Figure 9.2: Possible course of the largest eigenvalues in the i-th homotopy step

Since up to the present day there exists no analytical theory on the computation of an
optimal homotopy parameter value ti, we developed an algorithm that exploits the fact
that the computation of approximate eigenpairs is of lower computational effort and thus
relatively fast compared to the computation of the lower bounds via the Lehmann-Goerisch
method. Our algorithm is divided into two parts, whereas the first part deals with the

computation of two step parameters ti−1 < ti < ti such that λ̃
(ti)
Ni
≤ ρi−1 < λ̃

(ti)
Ni

. In the
second part we perform several bisection steps based on both values ti and ti to obtain the
desired candidate for ti. Algorithm 4 gives an overview of the entire algorithm in pseudo
code. Afterwards we present the steps of our algorithm in detail.

Remark 9.5. We note that, compared to a simple “guess” of the new homotopy parameter,
in our algorithm several approximate eigenpairs have to be computed (cf. Algorithm 4).
However, our examples showed that the quality of the lower eigenvalue bounds required
in the homotopy steps heavily depends on the choice of the homotopy parameter value ti.
Therefore, the extra effort for the additional computation of approximate eigenpairs is
justified. Moreover, in Remark 9.6 (iii) we present a strategy to reduce the computational
effort by first using a coarser finite element mesh for a rough computation of the desired
homotopy parameter.
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Algorithm 4: Computation of the next homotopy parameter ti
Ni : Number of eigenpairs to be considered
ρi−1 : Lower bound for the (probably existing) (Ni + 1)st eigenvalue
ti−1 : Previous homotopy parameter
tmax: Prescribed maximal homotopy parameter (stepMax)
τ : Prescribed step size (stepSize)
ε : Prescribed tolerance (nearRho)
S : Prescribed maximal number of bisection steps (numBisectionSteps)

1 ti := ti−1
2 r := 0
3 while true do
4 ti := ti
5 ti := min{ti + 2rτ, tmax}
6 Compute approximate eigenvalues

{
λ̃
(ti)
j : 1, . . . , Ni

}
for step parameter ti

7 if ρi < λ̃
(ti)
Ni

then break

8 if ti == tmax then return tmax

9 r := r + 1

10 end

11 if ρi−1 − ε ≤ λ̃(ti)Ni
then return ti

12 for k := 0 to S do
13 mi := 1

2 (ti + ti)

14 Compute approximate eigenvalues
{
λ̃
(mi)
j : 1, . . . , Ni

}
for step parameter mi

15 if ρi−1 ≤ λ̃(mi)
Ni

then
16 ti := mi

17 else if ρi−1 − ε ≤ λ̃(ti)Ni
then

18 return mi

19 else
20 ti := mi

21 end

22 end
23 return ti

Now, we describe the ideas used in our algorithm in detail starting with the first part.
Therefore, we first fix some step size τ > 0 (which in our software is stored in the variable
stepSize). Starting from the previous homotopy parameter ti−1, we first consider the
new homotopy parameter ti,0 := min{ti + τ, tmax} and compute approximate eigenpairs

(λ̃
(ti,0)
j , ũ

(ti,0)
j ) for j = 1, . . . , Ni.

Then, on the basis of the approximate eigenvalues we check the inequality ρi−1 < λ̃
(ti,0)
Ni

. In
the affirmative case we set ti := ti−1 and ti := ti,0. Otherwise, we have to distinguish two
cases: First, if ti,0 equals tmax our algorithm for the computation of the desired homotopy
parameter stops and we obtain ti = tmax.

Otherwise, we have ti,0 < tmax and thus, we continue our algorithm by repeating the
first step but now with the new homotopy parameter ti,1 := min{ti + 2τ, tmax}, i.e., we

compute approximate eigenpairs (λ̃
(ti,1)
j , ũ

(ti,1)
j ) for j = 1, . . . , Ni and check the condition

ρi−1 < λ̃
(ti,1)
Ni

.

Now, in the affirmative case we set ti := ti,0 and ti := ti,1. If the inequality is not satisfied
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for the approximate eigenvalue λ̃
(ti,1)
Ni

we check if ti,1 = tmax which (in the affirmative case)
stops our algorithm with ti = tmax.

Otherwise, we can repeat this procedure until we either end up with ti = tmax (which
finishes our algorithm) or after finitely many iterations of the procedure presented above,
we obtain ti := ti−1 + 2r−1τ and ti := ti−1 + 2rτ for some integer r ∈ N such that

λ̃
(ti−1+2r−1τ)
Ni

≤ ρi−1 < λ̃
(ti−1+2rτ)
Ni

(cf. Figure 9.3).

We note that if the approximate eigenpairs are computed with sufficient accuracy we
might expect that the same inequalities hold true for the exact eigenvalues instead of the

approximations as well, i.e., we expect λ
(ti)
Ni
≤ ρi−1 < λ

(ti)
Ni

to be satisfied too.

ti−1 ti,0

λ̃
(ti,0)

Ni

ti,1= ti

λ̃
(ti,1)

Ni

ti,2= ti

λ̃
(ti,2)

Ni

ρi−1

Figure 9.3: First part of the algorithm in the i-th homotopy step

Now, the second part of our algorithm uses several bisection steps to “optimize” the step

parameter ti such that λ̃
(ti)
Ni

< ρi−1 is almost an equality. Thus, for the explanations in
the following, we set ti,0 := ti and ti,0 := ti.

To specify the “quality” of a parameter t̃ we first fix a tolerance ε > 0 which in our
implementation is denoted by nearRho and state that our present homotopy parameter t̃

is “sufficiently good” if ρi−1 − ε ≤ λ̃(t̃)
Ni
< ρi−1. Thus, we check this condition for our final

parameter ti,0 (below ρi−1) from the previous step, i.e., if ρi−1 − ε ≤ λ̃
(ti,0)

Ni
(< ρi−1) holds

true ti := ti,0 is our desired homotopy parameter.

If this is not the case, we start our bisection procedure for the “improvement” of ti,0,

i.e., in the first refinement step we compute approximate eigenpairs (λ̃
(mi,1)
j , ũ

(mi,1)
j ) for

j = 1, . . . , Ni with the midpoint parameter mi,1 := 1
2(ti,0 + ti,0). Then, if λ

(mi,1)
Ni

> ρi−1

holds true we set ti,0 := mi,1 and ti,1 := ti,0. Otherwise, we define ti,0 = mi,1 and ti,1 := ti,0.

Moreover, we check again if ρi−1 − ε ≤ λ̃
(ti,1)

Ni
(< ρi−1) holds true. In the affirmative case

we obtain ti := ti,0 which is the desired final homotopy parameter (cf. Figure 9.4).

Otherwise, we repeat this step until either we have found the desired homotopy parameter

ti with ρi−1 − ε ≤ λ̃
(ti)
Ni

< ρi−1 or a predefined maximal number of bisection steps is
reached (in our algorithm denoted by numBisectionSteps). Note that in the second case
our algorithm stops without finding an “optimal” homotopy parameter, nevertheless, the
final parameter can be used in the further homotopy steps but the bounds might be a bit
smaller than possibly could be achieved.



178 9 Extensions for the FEM-Software M++ (Meshes, Multigrid and More)

ti−1 ti,0= ti,1 ti,0ti,1= ti,2ti,2

ρi−1

Figure 9.4: Second part of the algorithm in the i-th homotopy step

Having computed the next homotopy step parameter ti we use the Temple-Lehmann
method together with its Goerisch extension in form of Corollary 6.9 to compute the
new bound ρi. The algorithm used for the homotopy method is listed in Algorithm 5.

Algorithm 5: Computation of the homotopy

ρ0 : Prescribed bound (cf. Section 6.2.1)
n0 : Number of eigenvalues of the base problem below ρ0
tmin : Prescribed minimal homotopy parameter (stepMin)
tmax: Prescribed maximal homotopy parameter (stepMax)

1 t := tmin, ρ := ρ0, n := n0
2 while true do
3 t← Compute next parameter (cf. Algorithm 4) starting from previous step t
4 if t == tmax then break

5 Compute approximate eigenfunctions
{
ũ
(t)
j : 1, . . . , n

}
for step parameter t

6 Check condition (6.20) in Corollary 6.9 with ũ
(t)
n and ρ

7 Compute w corresponding to ũ
(t)
n satisfying (6.16) in Theorem 6.8

8 ρ← Compute new lower bound by (6.21) in Corollary 6.9
9 n := n− 1 // eigenvalues are assumed to be well separated

10 if n == 0 then return ρ

11 end
12 Final Rayleigh Ritz computation for the n remaining eigenpairs
13 return ρ

Since the implementation of the Lehmann-Goerisch algorithm (or its Corollary) is straight-
forward we omit an description of the implementation in this thesis, however, it is part
of our M++ package for (verified) eigenvalue methods. Note that for the computation
of the function w needed in Corollary 6.9 in the IAEigenvalueAssemble the functions
BoundaryConditionsGoerisch, ResidualGoerisch and JacobiGoerisch need to be im-
plemented. Of course, for the computation of the lower bound given by (6.21) in our eigen-
value assemble the functions MatrixentriesGoerisch and MatrixentriesRayleighRitz

have to be overridden as well.

Remark 9.6. (i) In our applications it turned out that for the computation of the new
bounds ρi using Corollary 6.9, it makes sense to reduce the bound ρi−1 (which is the
bound from the previous step) by some small constant ρ̂ > 0 which is denoted by
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separationRho in our implementation. Hence, compared to the explanations above
our algorithm in fact uses the bound ρi−1 − ρ̂ instead of ρi−1 to check the crucial

inequalities like λ̃
(ti)
Ni
≤ ρi−1 − ρ̂ < λ̃

(ti)
Ni

mentioned above. Nevertheless, for the
reader’s convenience we used the non-shifted bounds in our explanations above.

(ii) In all our examples choosing the step size in the range 0.001 to 0.05 turned out to
be a “good” choice. However, this choice heavily depends on the problem which is
under investigation.

(iii) In view of Remark 9.5, to speed up the computation of the new homotopy parameter
and to reduce the computational effort of our procedure, we first perform our algo-
rithm on a coarser mesh to obtain a “rough” homotopy parameter which afterwards
(in a second step) can be improved by additional bisection steps computed on the fine
mesh. In all our applications it turned our that this additional improvement part
only requires a few (in most of the examples only one) steps.

At the end of this Section, we shortly describe our algorithm if eigenvalue clusters ap-
pear during the application. Therefore, we assume that starting from step i − 1 (and
ti−1) we have computed a new homotopy step parameter ti using the algorithm presented
above. Moreover, we fix a parameter ε > 0 which represents the minimal distance of two
consecutive eigenvalues (in our software denoted by separationCluster). Now, before

computing the desired new bound ρi, on the basis of the approximate eigenvalues λ̃
(ti)
j for

j = 1, . . . , Ni, we check if the distance between λ̃
(ti)
Ni

and λ̃
(ti)
Ni−1 is greater or equal to a

prescribed tolerance ε. In the affirmative case, we expect the eigenvalues λ
(ti)
Ni

and λ
(ti)
Ni−1

to be “well separated” and we are in the situation described previously.

Otherwise, we bunch together all eigenvalues (counted from above) which have a distance
smaller than our prescribed tolerance ε. Hence, we compute some mi ≤ Ni such that the

distance λ̃
(ti)
k+1 − λ̃

(ti)
k < ε for all mi ≤ k < Ni. Then, instead of Corollary 6.9 we apply

the Lehmann-Goerisch method (cf. Theorem 6.8) to the complete eigenvalue cluster and

obtain the desired bound ρi < λ
(ti)
mi .
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A Appendix

A.1 Basic Inequalities and Embedding Constants

In this section we present proofs of several basic inequalities and embedding constants.
We start with the investigation of the divergence operator, after that we give a short proof
of Poincaré’s inequality on the unbounded strip S := R × (0, 1). Moreover, we present a
method to obtain computable upper bounds for Sobolev’s embedding constants. Finally,
we close this Section with a proof providing that the operator Φ (see (2.14) and (2.15))
actually defines an isometric isomorphism.

Lemma A.1. Let G ⊆ Ω be a (sub) domain of Ω. Then, the divergence operator

div : H1
0 (G,R2)→ L2(G)

is bounded with ‖div u‖L2(G) ≤
√

2‖u‖H1
0 (G,R2) for all u ∈ H1

0 (G,R2).

Proof. For all u ∈ H1
0 (G,R2) we calculate

‖div u‖2L2(G) =

∫

G

∣∣∣∣
∂u1

∂x
+
∂u2

∂y

∣∣∣∣
2

d(x, y)

≤ 2

∫

G

[(
∂u1

∂x

)2

+

(
∂u2

∂y

)2
]

d(x, y)

≤ 2‖∇u‖2L2(G,R2×2) ≤ 2‖u‖2H1
0 (G,R2).

Thus, we obtain ‖div u‖L2(G) ≤
√

2‖u‖H1
0 (G,R2) for all u ∈ H1

0 (G,R2) which also implies the
boundedness of div.

All over this thesis we trust on the existence of computable bounds for the Sobolev embed-
dings H1

0 (Ω) ↪→ Lp(Ω) for p ∈ [2,∞). The following Lemma yields possibly not optimal,
but easily computable constants Cp satisfying

‖u‖Lp(Ω) ≤ Cp‖u‖H1
0 (Ω) for all u ∈ H1

0 (Ω) (A.1)

with theH1
0 -norm defined in [85, p. 34], i.e., the identity ‖u‖2

H1
0 (Ω)

= ‖∇u‖2
L2(Ω,R2)

+σ‖u‖2
L2(Ω)

holds true for all u ∈ H1
0 (Ω).
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Lemma A.2. Let G ⊆ S be a (sub) domain of S, p ∈ [2,∞), ν :=
⌈p

2

⌉
and

γ :=





(
2
pσ

) 2
p
(

1− 2
p

)1− 2
p
, 2(π2 + σ) ≤ pσ,

π
2(1− 2

p )

π2+σ
, otherwise.

(A.2)

Then
‖u‖Lp(G) ≤ Cp‖u‖H1

0 (G) for all u ∈ H1
0 (G) (A.3)

holds true with

(
1

2

) 1
2

+ 2ν−3
p [p

2

(p
2
− 1
)
· · ·
(p

2
− ν + 2

)] 2
p √

γ,

where the bracket-term is set equal to 1 if ν = 1.

For a proof we refer the reader to [74, Lemma 7.10]. We note, that the constants given
in [74] depend on a minimum ρ∗ of the spectrum of −∆ on H1

0 (G). Since G ⊆ S, [74,
Remark 7.11 (a)] gives ρ∗ = π2. Thus, [74, Lemma 7.10] directly yields the assertion for
σ > 0. Nevertheless, for ρ∗ > 0, the proof can be extended to the case σ = 0 as well.

Hence, Lemma A.2 applied with G := Ω yields the desired embedding constants Cp sat-
isfying (A.1). Especially, Lemma A.2 provides explicit bounds for the cases p = 2 and
p = 4, respectively, i.e., we obtain

C2 =
1√

π2 + σ
and C4 =





1
4√8σ

, π2 ≤ σ,
1
4√2

√
π

π2+σ
, otherwise.

At this stage, we want to point out that for p = 2 the first case in (A.2) cannot occur
which results in the definition for the embedding constant C2 above. Moreover, in most
of our examples we choose σ ∈ [0, 1], i.e., in our applications only the second case in the
definition of C4 is used.

Remark A.3. We note that [74, Lemma 7.10] provides an analogue version of Lemma A.2
for dimensions n ≥ 3.

Then, Poincaré’s inequality on the unbounded strip S is a direct consequence of Lemma A.2.

Lemma A.4 (Poincaré’s inequality on the strip).

(i) On the strip S Poincaré’s inequality holds true, i.e. we have

‖u‖L2(S) ≤
1

π
‖∇u‖L2(S,R2) for all u ∈ H1

0 (S).

(ii) For u ∈ H1
0 (S,R2) we have

‖u‖L2(S,R2) ≤
1

π
‖∇u‖L2(S,R2×2), (A.4)

where the norms are similarly defined as in (2.1) and (2.4) with Ω replaced by S.
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Proof. (i) Lemma A.2 applied with σ = 0 and p = 2 directly yields C2 = 1
π . Thus, from

(A.3) the assertion follows.

(ii) The assertion is a direct consequence of part (i) and the definitions of the involved
norms:

‖u‖2L2(S,R2) = ‖u1‖2L2(S) + ‖u2‖2L2(S)

≤ ‖∇u1‖2L2(S,R2) + ‖∇u2‖2L2(S,R2) = ‖∇u‖2L2(S,R2×2) for all u ∈ H1
0 (S,R2).

Remark A.5. For any (sub) domain G ⊆ S we can embed H1
0 (G,R2) into H1

0 (S,R2) by
zero extension which directly implies that (A.4) is satisfied for all u ∈ H1

0 (G,R2) as well.
Especially, since our domain Ω is contained in the strip S, Poincaré’s inequality (A.4)
holds for H1

0 (Ω,R2) as well.

Finally, we catch up with the proof that the operator Φ is actually defines an isometric
isomorphism.

Lemma A.6. Φ: H(Ω)→ H(Ω)′, Φu := −∆u+σu defined in Section 2.3 is an isometric
isomorphism, i.e, Φ is bijective and the equality ‖Φu‖H(Ω)′ = ‖u‖H1

0 (Ω,R2) holds true for all
u ∈ H(Ω).

Proof. First, by Riesz’ Representation Lemma for bounded linear functionals for a given
functional l ∈ H(Ω)′ there exists an element wl ∈ H(Ω) such that

l[ϕ] = 〈wl, ϕ〉H1
0 (Ω,R2) = (Φwl)[ϕ] for all ϕ ∈ H(Ω),

i.e., Φ is surjective.

Furthermore, using Cauchy-Schwarz’ inequality we calculate

‖Φu‖H(Ω)′ = sup
ϕ∈H(Ω)
ϕ6=0

|(Φu)[ϕ]|
‖ϕ‖H1

0 (Ω,R2)

= sup
ϕ∈H(Ω)
ϕ 6=0

∣∣〈u, ϕ〉H1
0 (Ω,R2)

∣∣
‖ϕ‖H1

0 (Ω,R2)

≤ ‖u‖H1
0 (Ω,R2) for all u ∈ H(Ω).

Moreover, testing Φu against ϕ = u 6= 0 we obtain ‖Φu‖H(Ω)′ ≥ ‖u‖H1
0 (Ω,R2) and thus, we

proved the equality ‖Φu‖H(Ω)′ = ‖u‖H1
0 (Ω,R2) for all u ∈ H(Ω) (note that the equality also

holds for u = 0) which especially implies that Φ is one-to-one.

A.2 Fourier Transform on the Strip

In this paragraph we present the proofs omitted in Section 2.4. First, we show a Lemma
dealing with the invertibility of the Fourier transform introduced in Section 2.4.

Lemma A.7. For the Fourier transform on D defined in (2.19) the identities

Fx ◦ F−1
x = F−1

x ◦ Fx = idD

hold true, where F−1 is defined in (2.20) and D is given in (2.18).
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Proof. Let u =
∑N

n=−N unϕn ∈ D. Then (2.19) and (2.20) together with well-known
properties of the common Fourier transform F on L2(R,C) imply

Fx
[
F−1
x [u]

]
(x, y) = Fx

[
N∑

n=−N
F−1[un]ϕn

]
(x, y) =

N∑

n=−N
F
[
F−1[un]

]
(x)ϕn(y)

=

N∑

n=−N
un(x)ϕn(y) = u(x, y) for all (x, y) ∈ S.

Hence, we obtain Fx ◦ F−1
x = idD. Similar calculations show

F−1
x [Fx[u]](x, y) =

N∑

n=−N
F−1[F [un]](x)ϕn(y) = u(x, y) for all (x, y) ∈ S,

yielding F−1
x ◦ Fx = idD, which finishes the proof.

In the further course, we give the proof of Lemma 2.4 omitted in Section 2.4 which provides
some basic properties concerning derivatives of the new Fourier transform Fx.

Proof of Lemma 2.4 . First, by (2.17) we get ∂ϕn
∂y = −2iπnϕn for all n ∈ Z. Thus, iterative

application of this formula, together with cn := −2iπn, yields ∂kϕn
∂yk

= cknϕn for all n ∈ Z.

Now, let u =
∑N

n=−N unϕn ∈ D.

(i) For the first assertion we calculate

∂j+ku

∂xj∂yk
(x, y) =

N∑

n=−N

∂jun
∂xj

(x)
∂kϕn
∂yk

(y) =

N∑

n=−N

∂jun
∂xj

(x)cknϕn(y) for all (x, y) ∈ S.

(A.5)

Since ∂jun
∂xj

ckn ∈ S(R,C), (A.5), (2.19) and the well-known properties of the Fourier
transform on S(R,C) imply

Fx
[
∂j+ku

∂xj∂yk

]
(ξ, y) =

N∑

n=−N
F
[
∂jun
∂xj

ckn

]
(ξ)ϕn(y) = (iξ)j

N∑

n=−N
F [un](ξ)cknϕn(y)

= (iξ)j
N∑

n=−N
F [un](ξ)

∂kϕn
∂yk

(y) = (iξ)j
(
∂k

∂yk
Fx[u]

)
(ξ, y)

for all (ξ, y) ∈ S.

(ii) The definition of v directly yields

∂kv

∂yk
(x, y) = (−ix)j

∂ku

∂yk
(x, y) =

N∑

n=−N
(−ix)jun(x)cknϕn(y) for all (x, y) ∈ S.

The usual Fourier transform, applied to vn : R → C, vn(x) := (−ix)jun(x)ckn for all
n ∈ Z, gives

F [vn](ξ) = ckn

(
∂j

∂ξj
F [un]

)
(ξ) for all ξ ∈ R, n ∈ Z.
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Combining the arguments above implies

Fx
[
∂kv

∂yk

]
(ξ, y) =

N∑

n=−N
F [vn](ξ)ϕn(y) =

N∑

n=−N

(
∂j

∂ξj
F [un]

)
(ξ)cknϕn(y)

=

N∑

n=−N

(
∂j

∂ξj
F [un]

)
(ξ)

∂kϕn
∂yk

(y) =

(
∂j+k

∂ξj∂yk
Fx[u]

)
(ξ, y)

for all (ξ, y) ∈ S.

After having completed the proofs for the Fourier transform Fx, in the following, we
prove related results for the distributional Fourier transform defined in (2.25). First, we
start with the proof of a Lemma similar to Lemma A.7 but for the distributional Fourier
transform.

Lemma A.8. Fx : D′ → D′ is invertible and its inverse is given by (2.26).

Proof. We consider the operator

G : D′ → D′, (G[f ])[ϕ] := f [F−1
x [ϕ]] for all ϕ ∈ D

defined by the right-hand side of (2.26). Then, applying Lemma A.7, for f ∈ D′, we
calculate

(Fx[G[f ]])[ϕ] =
(
F−1
x [f ]

)
[Fx[ϕ]] = f

[
F−1
x [Fx[ϕ]]

]
= f [ϕ] for all ϕ ∈ D

and

(G[Fx[f ]])[ϕ] = (Fx[f ])
[
F−1
x [ϕ]

]
= f

[
Fx
[
F−1
x [ϕ]

]]
= f [ϕ] for all ϕ ∈ D,

i.e., G is the inverse of Fx and the assertion follows.

Finally, we close this subsection with the proof of Lemma 2.7 introduced in Section 2.4
using the corresponding Lemma 2.4 for the Fourier transform on D.

Proof of Lemma 2.7 . (i) Let f ∈ D′ and ϕ ∈ D. Then, the definition of the distribu-
tional Fourier transform (see (2.25)) and the definition of its derivative (see (2.28))
imply

(
Fx
[
∂j+kf

∂xj∂yk

])
[ϕ] =

(
∂j+kf

∂xj∂yk

)
[Fx[ϕ]] = (−1)j+kf

[
∂j+k

∂xj∂yk
Fx[ϕ]

]
.

Next, applying Lemma 2.4 (ii) with v := (−ix)jϕ we obtain

(−1)j+kf

[
∂j+k

∂xj∂yk
Fx[ϕ]

]
= (−1)j+kf

[
Fx
[
∂kv

∂yk

]]

which, together with (2.25), yields

(−1)j+kf

[
∂j+k

∂xj∂yk
Fx[ϕ]

]
= (−1)j+k(Fx[f ])

[
∂kv

∂yk

]
.
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Finally, (2.28) and (2.29), together with the definition of v and the linearity of the
Fourier transform, show

(−1)j+k(Fx[f ])

[
∂kv

∂yk

]
= (−1)j

(
∂k

∂yk
Fx[f ]

)
[v] =

(
(ix)j

∂k

∂yk
Fx[f ]

)
[ϕ]

which proves the first assertion.

(ii) Again, let f ∈ D′ and ϕ ∈ D. Using the same arguments as in part (i), with
Lemma 2.4 (i) (instead of (ii)), and the definition of g we get

(
Fx
[
∂kg

∂yk

])
[ϕ] =

(
∂kg

∂yk

)
[Fx[ϕ]] = (−1)kg

[
∂k

∂yk
Fx[ϕ]

]

= (−1)j+kf

[
(i · )j ∂

k

∂yk
Fx[ϕ]

]
= (−1)j+kf

[
Fx
[
∂j+kϕ

∂xj∂yk

]]

= (−1)j+k(Fx[f ])

[
∂j+kϕ

∂xj∂yk

]
=

(
∂j+k

∂ξj∂yk
Fx[f ]

)
[ϕ].

A.3 Properties of some Integral Terms

Here, we present some useful facts about the integrals contained in the definition of the
operators B and Bw (for some w ∈W (Ω)). The proofs are rather technical but the results
are used at several stages of this work. First, using matrix vector multiplication and the
definition of the derivative introduced in Section 2.1 we calculate

[(u · ∇)v] · ϕ =

[
u1
∂v

∂x
+ u2

∂v

∂y

]
· ϕ = [(∇v)u] · ϕ = ϕT (∇v)u (A.6)

for sufficiently smooth functions u, v, ϕ : Ω→ R2.

Before proving several statements concerning integral terms we state the proofs of Proposi-
tion 3.1 (which was left out in Section 3.1) and Proposition 6.2 (postponed in Chapter 6):

Proof of Proposition 3.1 . (i) Let v, w ∈ W (Ω) and u ∈ H(Ω). Using the definition of
Bv+w and the bilinearity of the inner product we conclude

Bv+w u = Re[(u · ∇)(v + w) + ((v + w) · ∇)u]

= Re[(u · ∇)v + (v · ∇)u] +Re[(u · ∇)w + (w · ∇)u] = Bv u+ Bw u.

(ii) Let v ∈W (Ω) and u ∈ H(Ω). The same arguments as in part (i) yield

B−v u = Re[(u · ∇)(−v) + ((−v) · ∇)u] = −Re[(u · ∇)v + (v · ∇)u] = −Bv u.
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(iii) Let w ∈ H(Ω)∩W (Ω) and u, ϕ ∈ H(Ω). Using the definitions of B and Bw together
with the ideas presented in Section 2.2 we calculate

(B(u,w) + B(w, u))[ϕ] = Re

∫

Ω
[(u · ∇)w] · ϕd(x, y) +Re

∫

Ω
[(w · ∇)u] · ϕd(x, y)

= Re

∫

Ω
[(u · ∇)w + (w · ∇)u] · ϕd(x, y)

=

∫

Ω
(Bw u) · ϕd(x, y) = (Bw u)[ϕ].

Proof of Proposition 6.2 . (i) Let v, w ∈ W (Ω) and u ∈ H(Ω). The definition of B̂v+w

together with the linearity of the matrix product implies

B̂v+w u = Re[(∇(v + w))Tu− (∇u)(v + w)]

= Re[(∇v)Tu− (∇u)v] +Re[(∇w)Tu− (∇u)w] = B̂v u+ B̂w u.

(ii) Let v ∈W (Ω) and u ∈ H(Ω). The same arguments as in part (i) yield

B̂−v u = Re[(−∇v)Tu− (∇u)(−v)] = −Re[(∇v)Tu− (∇u)v] = − B̂v u.

The following Lemma provides some results for estimating integral terms appearing at
several stages of this thesis. We proof this Lemma in a slightly more general setting, i.e.,
for functions in H1

0 (Ω,R2), but since we have H(Ω) ⊆ H1
0 (Ω,R2) the assertions remain

valid also if we replace H1
0 (Ω,R2) by H(Ω) (which will be the standard application in most

of the cases).

Lemma A.9. (i) For u, v, ϕ ∈ H1
0 (Ω,R2) the following estimates are satisfied:

∫

Ω
[(u · ∇)v] · ϕd(x, y) =

∫

Ω
ϕT (∇v)ud(x, y)

≤ ‖u‖L4(Ω,R2)‖∇v‖L2(Ω,R2×2)‖ϕ‖L4(Ω,R2)

≤ C4‖u‖L4(Ω,R2)‖∇v‖L2(Ω,R2×2)‖ϕ‖H1
0 (Ω,R2)

≤ C4
2‖u‖H1

0 (Ω,R2)‖v‖H1
0 (Ω,R2)‖ϕ‖H1

0 (Ω,R2).

(ii) Let w ∈W 1,∞(Ω,R2), u ∈ H1(Ω,R2) and define Q := supp(w) ∩ supp(u). Then for
all ϕ ∈ H1

0 (Ω,R2) the following inequalities hold true:
∫

Ω
[(u · ∇)w] · ϕd(x, y) =

∫

Ω
ϕT (∇w)ud(x, y)

≤ ‖u‖L2(Q,R2)‖∇w‖L∞(Q,R2×2)‖ϕ‖L2(Q,R2)

≤ C2‖u‖L2(Q,R2)‖∇w‖L∞(Q,R2)‖ϕ‖H1
0 (Ω,R2).

Furthermore, for u ∈ H1
0 (Ω,R2) we get

∫

Ω
[(u · ∇)w] · ϕd(x, y) ≤ C2

2‖u‖H1
0 (Ω,R2)‖∇w‖L∞(Q,R2)‖ϕ‖H1

0 (Ω,R2).
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(iii) Let w ∈W 1,∞(Ω,R2), A ∈ L2(Ω,R2) and set Q := supp(w)∩ supp(A). Then for all
ϕ ∈ H1

0 (Ω,R2) we have

∫

Ω
(Aw) · ϕd(x, y) ≤ ‖A‖L2(Q,R2×2)‖w‖L∞(Q,R2)‖ϕ‖L2(Q,R2)

implying

∫

Ω
[(w · ∇)u] · ϕd(x, y) =

∫

Ω
ϕT (∇u)w d(x, y)

≤ ‖∇u‖L2(Q,R2×2)‖w‖L∞(Q,R2)‖ϕ‖L2(Q,R2)

≤ C2‖∇u‖L2(Q,R2×2)‖w‖L∞(Q,R2)‖ϕ‖H1
0 (Ω,R2)

for any function u ∈ H1(Ω,R2). Moreover, for u ∈ H1
0 (Ω,R2) we obtain

∫

Ω
[(w · ∇)u] · ϕd(x, y) ≤ ‖u‖H1

0 (Ω,R2)‖w‖L∞(Q,R2)‖ϕ‖L2(Q,R2)

≤ C2‖u‖H1
0 (Ω,R2)‖w‖L∞(Q,R2)‖ϕ‖H1

0 (Ω,R2).

Proof. In each part the equality is a direct consequence of (A.6).

(i) By Hölder’s inequality we get

∫

Ω
ϕT (∇v)ud(x, y)

≤
2∑

i=1

∫

Ω

∣∣∣∣u1
∂vi
∂x

ϕi + u2
∂vi
∂y

ϕi

∣∣∣∣ d(x, y)

≤
2∑

i=1

[
‖u1‖L4(Ω)

∥∥∥∥
∂vi
∂x

∥∥∥∥
L2(Ω)

‖ϕi‖L4(Ω) + ‖u2‖L4(Ω)

∥∥∥∥
∂vi
∂y

∥∥∥∥
L2(Ω)

‖ϕi‖L4(Ω)

]

for all u, v, ϕ ∈ H1
0 (Ω,R2). Hence, applying Cauchy-Schwarz’ inequality in R2 twice,

we obtain

∫

Ω
ϕT (∇v)ud(x, y)

≤ ‖u‖L4(Ω,R2)

2∑

i=1

‖ϕi‖L4(Ω)

(∥∥∥∥
∂vi
∂x

∥∥∥∥
2

L2(Ω)

+

∥∥∥∥
∂vi
∂y

∥∥∥∥
2

L2(Ω)

) 1
2

≤ ‖u‖L4(Ω,R2)‖∇v‖L2(Ω,R2×2)‖ϕ‖L4(Ω,R2)

for all u, v, ϕ ∈ H1
0 (Ω,R2) which proves the first part of the assertion. The second

and the third inequality directly follow from the embedding (2.12).
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(ii) Let u ∈ H1(Ω,R2), ϕ ∈ H1
0 (Ω,R2), w ∈ W (Ω) and Q = supp(w). Using Cauchy-

Schwarz’ inequality we obtain

∫

Ω
ϕT (∇w)ud(x, y)

=

∫

Q
ϕT (∇w)ud(x, y)

≤
2∑

i=1

∫

Q

∣∣∣∣ϕi
(
∂wi
∂x

u1 +
∂wi
∂y

u2

)∣∣∣∣ d(x, y)

≤
2∑

i=1

(∥∥∥∥
∂wi
∂x

∥∥∥∥
L∞(Q)

∫

Q
|ϕiu1| d(x, y) +

∥∥∥∥
∂wi
∂y

∥∥∥∥
L∞(Q)

∫

Q
|ϕiu2| d(x, y)

)

≤
2∑

i=1

‖ϕi‖L2(Q)

(∥∥∥∥
∂wi
∂x

∥∥∥∥
L∞(Q)

‖u1‖L2(Q) +

∥∥∥∥
∂wi
∂y

∥∥∥∥
L∞(Q)

‖u2‖L2(Q)

)
.

Now, Cauchy-Schwarz’ inequality in R2 implies

∥∥∥∥
∂wi
∂x

∥∥∥∥
L∞(Q)

‖u1‖L2(Q) +

∥∥∥∥
∂wi
∂y

∥∥∥∥
L∞(Q)

‖u2‖L2(Q)

≤ ‖u‖L2(Q,R2)

(∥∥∥∥
∂wi
∂x

∥∥∥∥
2

L∞(Q)

+

∥∥∥∥
∂wi
∂y

∥∥∥∥
2

L∞(Q)

) 1
2

Inserting this result into the first calculation we get

∫

Ω
ϕT (∇w)ud(x, y)

≤ ‖u‖L2(Q,R2)

2∑

i=1

‖ϕi‖L2(Q)

(∥∥∥∥
∂wi
∂x

∥∥∥∥
2

L∞(Q)

+

∥∥∥∥
∂wi
∂y

∥∥∥∥
2

L∞(Q)

) 1
2

≤ ‖u‖L2(Q,R2)‖ϕ‖L2(Q,R2)

(
2∑

i=1

(∥∥∥∥
∂wi
∂x

∥∥∥∥
2

L∞(Q)

+

∥∥∥∥
∂wi
∂y

∥∥∥∥
2

L∞(Q)

)) 1
2

= ‖u‖L2(Q,R2)‖∇w‖L∞(Q,R2×2)‖ϕ‖L2(Q,R2),

where we again used Cauchy-Schwarz’ inequality in R2 for the last estimate, which
proves the first assertion.

Hence, the embedding result (2.12) yields

‖u‖L2(Q,R2)‖∇w‖L∞(Q,R2×2)‖ϕ‖L2(Q,R2) ≤ C2‖u‖L2(Q,R2)‖∇w‖L∞(Q,R2)‖ϕ‖H1
0 (Ω,R2).

Finally, for u ∈ H1
0 (Ω,R2) (note that the calculations above remain true) we use the

embedding (2.12) again to conclude the remaining assertion.

(iii) Let A ∈ L2(Ω,R2×2), ϕ ∈ H(Ω), w ∈W (Ω) and Q := supp(w). The same arguments
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as in part (ii) yield
∫

Ω
(Aw) · ϕd(x, y)

=
2∑

i,j=1

∫

Q
ϕiAijwj d(x, y) ≤

2∑

i,j=1

‖wj‖L∞(Q)

∫

Q
|ϕiAij | d(x, y)

≤
2∑

j=1

‖wj‖L∞(Q)

2∑

i=1

‖Aij‖L2(Q)‖ϕi‖L2(Q)

≤
2∑

j=1

‖wj‖L∞(Q)

(
2∑

i=1

‖Aij‖2L2(Q)

) 1
2

‖ϕ‖L2(Q,R2)

≤ ‖A‖L2(Q,R2×2)‖w‖L∞(Q,R2)‖ϕ‖L2(Q,R2).

Since u ∈ H1(Ω,R2) implies ∇u ∈ L2(Ω,R2×2) the inequality above implies
∫

Ω
[(w · ∇)u] · ϕd(x, y) =

∫

Ω
ϕT (∇u)w d(x, y)

≤ ‖∇u‖L2(Q,R2×2)‖w‖L∞(Q,R2)‖ϕ‖L2(Q,R2)

≤ C2‖∇u‖L2(Q,R2×2)‖w‖L∞(Q,R2)‖ϕ‖H1
0 (Ω,R2)

for u ∈ H1(Ω,R2), where we used the embedding (2.12) again. Finally, once more
the embedding (2.12) yields the last equalities for u ∈ H1

0 (Ω,R2).

Again, we note that by Lemma A.9 above the integrals of the form used in the definition
of the operator B (cf. (3.1)) and B̂ (cf. (6.2)) are well-defined. The next Lemma provides
some useful calculation rules when dealing with such integrals.

Lemma A.10. (i) For all u, v, ṽ ∈ H(Ω)
∫

Ω
[(u · ∇)v] · ṽ d(x, y) =

∫

Ω
ṽT (∇v)ud(x, y)

= −
∫

Ω
vT (∇ṽ)ud(x, y) = −

∫

Ω
[(u · ∇)ṽ] · v d(x, y)

holds true.

(ii) For all u, v ∈ H(Ω) and w ∈W (Ω) we have
∫

Ω
[(w · ∇)u] · v d(x, y)

∫

Ω
vT (∇u)w d(x, y)

= −
∫

Ω
uT (∇v)w d(x, y) = −

∫

Ω
[(w · ∇)v] · ud(x, y)

and
∫

Ω
[(u · ∇)w] · v d(x, y) =

∫

Ω
vT (∇w)ud(x, y)

= −
∫

Ω
wT (∇v)ud(x, y) = −

∫

Ω
[(u · ∇)v] · w d(x, y).
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(iii) It holds

∫

Ω
[(u · ∇)v] · v d(x, y) =

∫

Ω
vT (∇v)ud(x, y) = 0 for all u, v ∈ H(Ω)

and
∫

Ω
[(w · ∇)v] · v d(x, y) =

∫

Ω
vT (∇v)w d(x, y) = 0 for all v ∈ H(Ω), w ∈W (Ω).

Proof. (i) The first and last equality of the assertion directly follow from (A.6). Thus,
the second equality remains to be proved. Using integration by parts we obtain for
all u, v, ṽ ∈ H(Ω):

∫

Ω
ṽT (∇v)u d(x, y)

=

∫

Ω

[
u1
∂v

∂x
+ u2

∂v

∂y

]
· ṽ d(x, y)

=
2∑

i=1

∫

Ω

[
u1
∂vi
∂x

ṽi + u2
∂vi
∂y

ṽi

]
d(x, y)

= −
2∑

i=1

∫

Ω

[
∂u1

∂x
viṽi +

∂u2

∂y
viṽi + u1vi

∂ṽi
∂x

+ u2vi
∂ṽi
∂y

]
d(x, y)

= −
2∑

i=1

∫

Ω
div(u)viṽi d(x, y)−

∫

Ω

[
u1
∂ṽ

∂x
+ u2

∂ṽ

∂y

]
· v d(x, y)

= −
2∑

i=1

∫

Ω
div(u)viṽi d(x, y)−

∫

Ω
vT (∇ṽ)ud(x, y).

Due to u ∈ H(Ω) we have div(u) = 0 which implies the missing assertion.

(ii) The same arguments as in part (i) imply the assertion.

(iii) Let u, v ∈ H(Ω). Applying part (i) with ṽ = v we obtain

∫

Ω
[(u · ∇)v] · v d(x, y) = −

∫

Ω
[(u · ∇)v] · v d(x, y)

and thus,
∫

Ω[(u · ∇)v] · v d(x, y) = 0. The remaining equality is proved mutatis
mutandis using part (ii) instead of (i).

Finally, we close this Subsection with the proof of a Lemma providing estimates for the
norms ‖Φ−1 Bw u‖H1

0 (Ω,R2) and ‖Φ−1 B̂w u‖H1
0 (Ω,R2) respectively.

Lemma A.11. For fixed w ∈W (Ω) the following inequalities hold true for all u ∈ H(Ω):

(i) ‖Φ−1 Bw u‖H1
0 (Ω,R2) ≤ 2Re‖w‖L∞(supp(w),R2)‖u‖L2(supp(w),R2).

(ii) ‖Φ−1 B̂w u‖H1
0 (Ω,R2) ≤ Re (‖w‖L∞(supp(w),R2) + C2‖∇w‖L∞(supp(w),R2×2)) ‖u‖L2(supp(w),R2).
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Proof. (i) Let w ∈W (Ω), u, ϕ ∈ H(Ω). Using the definition (3.2) we obtain

(Bw u)[ϕ] = Re

∫

Ω
[(∇w)u+ (∇u)w] · ϕd(x, y).

Moreover, Lemma A.10 (ii) and (A.6) imply
∫

Ω
[(u · ∇)w] · ϕd(x, y) = −

∫

Ω
[(u · ∇)ϕ] · w d(x, y) = −

∫

Ω
wT (∇ϕ)u d(x, y),

and∫

Ω
[(w · ∇)u] · ϕd(x, y) = −

∫

Ω
[(w · ∇)ϕ] · ud(x, y) = −

∫

Ω
uT (∇ϕ)w d(x, y).

Hence, we get

(Bw u)[ϕ] = −Re
∫

Ω
[wT (∇ϕ)u+ uT (∇ϕ)w] d(x, y)

= −Re
∫

Ω
uT [(∇ϕ)T + (∇ϕ)]w d(x, y).

Now, Lemma A.9 (iii) yields

|(Bw u)[ϕ]| ≤ Re‖u‖L2(supp(w),R2)‖(∇ϕ)T + (∇ϕ)‖L2(supp(w),R2×2)‖w‖L∞(supp(w),R2)

Due to the definition of the L2-norm (see (2.1)) and (2.6) we get

‖(∇ϕ)T + (∇ϕ)‖L2(supp(w),R2×2) ≤ ‖(∇ϕ)T ‖L2(supp(w),R2×2) + ‖∇ϕ‖L2(supp(w),R2×2)

= 2‖∇ϕ‖L2(supp(w),R2×2) ≤ 2‖ϕ‖H1
0 (Ω,R2)

which, together with the definition of the dual norm and (2.14), implies the assertion.

(ii) Again, let w ∈W (Ω), u, ϕ ∈ H(Ω). By (6.2) we obtain

(B̂w u)[ϕ] = Re

∫

Ω
ϕT [(∇w)Tu− (∇u)w] d(x, y).

We note that due to the transposed derivative (∇w)T in the first term we cannot
obtain an analogue result as in part (i) (i.e., with an estimate only depending on
‖w‖L∞(supp(w),R2)).

Now, applying Lemma A.10 (ii) and (A.6) we obtain
∫

Ω
ϕT (∇u)w d(x, y) =

∫

Ω
[(w · ∇)u] · ϕd(x, y)

= −
∫

Ω
[(w · ∇)ϕ] · ud(x, y) = −

∫

Ω
uT (∇ϕ)w d(x, y)

implying

(B̂w u)[ϕ] = Re

∫

Ω
[uT (∇w)ϕ+ uT (∇ϕ)w] d(x, y).

Hence, Lemma A.9 (ii) and (iii) together with (2.6) and (2.12) imply

|(Bw u)[ϕ]|
≤ Re‖u‖L2(supp(w),R2)‖ϕ‖L2(supp(w),R2)‖∇w‖L∞(supp(w),R2×2)

+Re‖u‖L2(supp(w),R2)‖∇ϕ‖L2(supp(w),R2×2)‖w‖L∞(supp(w),R2)

≤ Re (C2‖∇w‖L∞(supp(w),R2×2) + ‖w‖L∞(supp(w),R2)) ‖u‖L2(supp(w),R2)‖ϕ‖H1
0 (Ω,R2).

Thus, again using the definition of the dual norm and (2.14) the assertion follows.
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A.4 Argyris Reference Shape Functions

For the reference triangle T̂ we consider the functionals L̂1, . . . , L̂21 : P5(T̂ ) → R rep-
resenting the degrees of freedom introduced in Section 4.2 for T̂ (cf. Figure 4.6). To
calculate the desired Argyris reference shape functions ζ̂1, . . . , ζ̂21 ∈ P5(T̂ ) corresponding
to the degrees of freedom L̂1, . . . , L̂21 we insert the ansatz

ζ̂j(x̂, ŷ) =

5∑

k=0

k∑

l=0

w
(j)
k,l x̂

lŷk−l for all j = 1, . . . , 21

into the duality condition L̂i(ζ̂j) = δi,j for all i, j = 1, . . . , 21 which leads to a linear system

of equations for the coefficients w
(j)
k,l . This system can be solved using a computer algebra

software.

In the following, we list these Argyris shape functions defined on the reference cell T̂ :

ζ̂1(x̂, ŷ) := 1− 10(x̂3 + ŷ3) + 15(x̂2 − ŷ2)(x̂2 − ŷ2)− 6(x̂5 + ŷ5) + 30x̂2ŷ2(x̂+ ŷ),

ζ̂2(x̂, ŷ) := ((((−3x̂+ 8)x̂+ (ŷ2 − 6))x̂− 10ŷ2(ŷ − 1))x̂− (4ŷ + 1)(2ŷ − 1)(ŷ − 1)2)x̂,

ζ̂3(x̂, ŷ) := ((((−3ŷ + 8)ŷ + (x̂2 − 6))ŷ − 10x̂2(x̂− 1))ŷ − (4x̂+ 1)(2x̂− 1)(x̂− 1)2)ŷ,

ζ̂4(x̂, ŷ) := 1
2 x̂

2(1− x̂3 + 2ŷ3 − 3(1− x̂)(x̂+ ŷ2)),

ζ̂5(x̂, ŷ) := x̂ŷ(1 + (x̂+ zŷ)(−4 + (x̂+ ŷ)(5− 2(x̂+ ŷ)))),

ζ̂6(x̂, ŷ) := 1
2 ŷ

2(1− ŷ3 + 2x̂3 − 3(1− ŷ)(ŷ + x̂2)),

ζ̂7(x̂, ŷ) := x̂2(10x̂+ 6x̂3 − 15(ŷ2(ŷ − 1) + x̂(x̂+ ŷ2))),

ζ̂8(x̂, ŷ) := x̂2(x̂(−4 + ŷ(7− 3x̂))− 7
2 ŷ

2(1− x̂− ŷ)),

ζ̂9(x̂, ŷ) := (−5 + 2x̂(7− 4x̂) + 37
2 ŷ(1− x̂)− 27

2 ŷ
2)x̂2ŷ,

ζ̂10(x̂, ŷ) := 1
4 x̂

2(2x̂(1− x̂)2 + ŷ2(1− x̂− ŷ)),

ζ̂11(x̂, ŷ) := 1
2(2 + 2x̂(−3 + 2x̂)− 7ŷ(1− x̂) + 5ŷ2)x̂2ŷ

ζ̂12(x̂, ŷ) := 1
4 x̂

2ŷ2(5− 3x̂− 5ŷ),

ζ̂13(x̂, ŷ) := ŷ2(10ŷ + 6ŷ3 − 15(x̂2(x̂− 1) + ŷ(ŷ + x̂2))),

ζ̂14(x̂, ŷ) := (−5 + 2ŷ(7− 4ŷ) + 37
2 x̂(1− ŷ)− 27

2 x̂
2)ŷ2x̂,

ζ̂15(x̂, ŷ) := ŷ2(ŷ(−4 + x̂(7− 3ŷ))− 7
2 x̂

2(1− x̂− ŷ)),

ζ̂16(x̂, ŷ) := 1
4 x̂

2ŷ2(5− 3ŷ − 5x̂),

ζ̂17(x̂, ŷ) := 1
2(2 + 2ŷ(−3 + 2ŷ)− 7x̂(1− ŷ) + 5x̂2)ŷ2x̂

ζ̂18(x̂, ŷ) := 1
4 ŷ

2(2ŷ(1− ŷ)2 + x̂2(1− x̂− ŷ)),

ζ̂19(x̂, ŷ) := −16x̂2ŷ(1− x̂− ŷ)2,

ζ̂20(x̂, ŷ) := −8
√

2x̂2ŷ2(1− x̂− ŷ),

ζ̂21(x̂, ŷ) := −16x̂ŷ2(1− x̂− ŷ)2

for all (x̂, ŷ) ∈ T̂ .
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A.5 Enclosing Ranges via Bernstein Polynomials

In this Section we explain the representation of the local Argyris shape functions on a cell
T by Bernstein polynomials, which, for instance, is needed to compute the ranges of our
finite element solution(cf. Section 5.1).

Again, using the notations from Section 4.2 we get the representation w
∣∣
T =

∑21
i=1w

T
i ξ
T
i

of a finite element solution w ∈ H1(Ω0,R2) where wT1 , . . . , w
T
21 ∈ R denote the associated

coefficients. Recall that the local finite element basis functions ξT1 , . . . , ξ
T
21 are defined

using the gradients of the Argyris shape functions ζT1 , . . . , ζ
T
21. Thus, we obtain

w
∣∣
T =

21∑

i=1

wTi ξ
T
i =

21∑

i=1

wTi

(
−∂ζTi

∂y
∂ζTi
∂x

)
. (A.7)

To compute the desired Bernstein expansion for the components of our finite element

function w
∣∣
T on T , we exploit the fact that we can represent the derivatives

∂ζT1
∂x , . . . ,

∂ζT21
∂x

and
∂ζT1
∂y , . . . ,

∂ζT21
∂y , respectively, by the gradients of the reference functions on T̂ (cf. (9.4)).

Therefore, we only need to expand the derivatives (of the Argyris reference shape func-

tions)
∂ζ̂T1
∂x , . . . ,

∂ζ̂T21
∂x and

∂ζ̂T1
∂y , . . . ,

∂ζ̂T21
∂y (defined on the reference triangle T̂ ) in terms of

Bernstein polynomials of degree 4 which are given by

p
(4)
i,j (x̂, ŷ) :=

(
4

i

)(
4− i
j

)
x̂iŷj(1− x̂− ŷ)4−i−j for all (x̂, ŷ) ∈ T̂ .

As already mentioned in Section 5.1 we use a reordered set
{
p

(4)
1 , . . . , p

(4)
15

}
of these poly-

nomials defined as follows

p
(4)
1 := p

(4)
0,0,

p
(4)
2 := p

(4)
1,0, p

(4)
3 := p

(4)
0,1,

p
(4)
4 := p

(4)
2,0, p

(4)
5 := p

(4)
1,1, p

(4)
6 := p

(4)
0,2, (A.8)

p
(4)
7 := p

(4)
3,0, p

(4)
8 := p

(4)
2,1, p

(4)
9 := p

(4)
1,2, p

(4)
10 := p

(4)
0,3,

p
(4)
11 := p

(4)
4,0, p

(4)
12 := p

(4)
3,1, p

(4)
13 := p

(4)
2,2, p

(4)
14 := p

(4)
1,3, p

(4)
15 := p

(4)
0,4.

Next, we use the definition of the derivatives of the Argyris reference shape functions (see
Appendix A.4 and [110, ArgyrisShapes]) to compute appropriate transformation matrices
T x, T y ∈ R15×21 such that

∂ζ̂k
∂x̂

=
15∑

l=1

T xl,kp
(4)
l and

∂ζ̂k
∂ŷ

=
15∑

l=1

T yl,kp
(4)
l for all k = 1, . . . , 21,
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where the transformation matrices are given by

T x :=




0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1

4
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 1
4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

−5 −2 0 − 1
4

0 0 5 −2 0 1
4

0 0 0 0 0 0 0 0 0 0 0

0 1 − 11
6

1
4
− 5

12
0 0 0 − 5

6
0 1

6
0 0 0 0 0 0 0 − 8

3
0 0

0 − 5
6

0 0 − 1
6

0 0 0 0 0 0 0 0 − 5
6

0 0 1
6

0 0 0 − 8
3

0 0 0 0 0 0 0 1 0 − 1
4

0 0 0 0 0 0 0 0 0 0 0

−5 −2 5
6
− 1

4
1
6

0 5 −2 11
6

1
4
− 5

12
0 0 0 0 0 0 0 8

3
0 0

−5 5
6
−2 0 1

6
− 1

4
5
2
− 7

12
17
12

1
24
− 1

4
5
24

5
2

9
4
− 7

12
5
24
− 5

12
1
24

0 − 4
√

2
3

8
3

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 − 1
4

0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 − 1

4
1
4

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 5
2
− 17

12
7
12

5
24
− 1

4
1
24
− 5

2
− 17

12
7
12
− 5

24
1
4
− 1

24
0 4

√
2

3
0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
4
− 1

4
0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0




and

T y =




0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 1

4
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 1
4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 − 5
6

0 − 1
6

0 0 0 − 5
6

0 1
6

0 0 0 0 0 0 0 − 8
3

0 0

0 − 11
6

1 0 − 5
12

1
4

0 0 0 0 0 0 0 − 5
6

0 0 1
6

0 0 0 − 8
3

−5 0 −2 0 0 − 1
4

0 0 0 0 0 0 5 0 −2 0 0 1
4

0 0 0

0 0 0 0 0 0 0 0 1 0 − 1
4

0 0 0 0 0 0 0 0 0 0

−5 −2 5
6
− 1

4
1
6

0 5
2
− 7

12
9
4

1
24
− 5

12
5
24

5
2

17
12
− 7

12
5
24
− 1

4
1
24

8
3
− 4
√

2
3

0

−5 5
6
−2 0 1

6
− 1

4
0 0 0 0 0 0 5 11

6
−2 0 − 5

12
1
4

0 0 8
3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 − 1
4

0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 − 1

4
1
4

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 − 5
2

7
12
− 17

12
− 1

24
1
4
− 5

24
5
2

7
12
− 17

12
1
24
− 1

4
5
24

0 4
√

2
3

0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
4
− 1

4
0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0




.

Using (A.7) and the representation formulas (9.4) again, we obtain

w1(ΦT (x̂, ŷ)) =
15∑

l=1


−

21∑

i,k=1

wTi C
T
k,i

[
T xl,kF

T
1,2 + T yl,kF

T
2,2

]

 p

(4)
l (x̂, ŷ),

w2(ΦT (x̂, ŷ)) =
15∑

l=1




21∑

i,k=1

wTi C
T
k,i

[
T xl,kF

T
1,1 + T yl,kF

T
2,1

]

 p

(4)
l (x̂, ŷ)

for all (x̂, ŷ) ∈ T̂ . Thus, the coefficients needed in Section 5.1 to enclose the range on the
cell T are now given by the terms on the right-hand side.

The same techniques can also be applied to the derivative

(∇w)
∣∣
T =

21∑

i=1

wTi ∇ξTi =
21∑

i=1

wTi


−

∂2ζTi
∂x∂y −∂2ζTi

∂y2

∂2ζTi
∂x2

∂2ζTi
∂x∂y


 .

Hence, we need to express the second derivatives of the Argyris shape functions on the
reference triangle by Bernstein polynomials. Since the second derivatives are of polynomial
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degree at most 3 we need the set
{
p

(3)
1 , . . . , p

(3)
10

}
(note that dimP3(T̂ ) = 10) of Bernstein

polynomials which are sorted similar as above (where the order 4 is replaced by 3 and the
last line is omitted in (A.8)).

Hence, we compute transformation matrices T xx, T xy, T yy ∈ R10×21 such that

∂2ζ̂k
∂x̂2

=
10∑

l=1

T xxl,k p
(3)
l ,

∂2ζ̂k
∂x̂∂ŷ

=
10∑

l=1

T xyl,k p
(3)
l and

∂2ζ̂k
∂ŷ2

=
10∑

l=1

T yyl,kp
(3)
l

for all k = 1, . . . , 21, where

T xx =




0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
−20 −12 0 −2 0 0 20 −8 0 1 0 0 0 0 0 0 0 0 0 0 0

0 0 22
3

1 − 8
3

0 0 0 − 10
3

0 2
3

0 0 0 0 0 0 0 − 32
3

0 0
20 8 0 1 0 0 −20 12 0 −2 0 0 0 0 0 0 0 0 0 0 0
−20 −12 32

3
−2 7

3
0 20 −8 32

3
1 − 7

3
0 0 0 0 0 0 0 64

3
0 0

−20 20
3
−8 0 4

3
−1 10 − 7

3
17
3

1
6
−1 5

6
10 37

3
− 7

3
5
6
− 7

3
1
6

0 − 16
√

2
3

64
3

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
20 8 − 10

3
1 − 2

3
0 −20 12 − 22

3
−2 8

3
0 0 0 0 0 0 0 − 32

3
0 0

20 − 10
3

8 0 − 2
3

1 0 − 10
3
− 10

3
2
3

0 − 2
3
−20 − 44

3
14
3
− 5

3
8
3
− 1

3
0 32

√
2

3
− 32

3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0




,

T xy =




0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 − 22

3
0 − 5

3
0 0 0 − 10

3
0 2

3
0 0 0 0 0 0 0 − 32

3
0 0

0 − 22
3

0 0 − 5
3

0 0 0 0 0 0 0 0 − 10
3

0 0 2
3

0 0 0 − 32
3

0 0 10
3

0 2
3

0 0 0 22
3

0 − 5
3

0 0 0 0 0 0 0 32
3

0 0

−20 − 2
3
− 2

3
−1 7

3
−1 10 − 7

3
9 1

6
− 5

3
5
6

10 9 − 7
3

5
6
− 5

3
1
6

32
3
− 16

√
2

3
32
3

0 10
3

0 0 2
3

0 0 0 0 0 0 0 0 22
3

0 0 − 5
3

0 0 0 32
3

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

20 8 − 10
3

1 − 2
3

0 −10 7
3
−5 − 1

6
2
3

1
6
−10 − 17

3
7
3
− 5

6
1 − 1

6
− 32

3
16
√

2
3

0

20 − 10
3

8 0 − 2
3

1 −10 7
3
− 17

3
− 1

6
1 − 5

6
−10 −5 7

3
1
6

2
3
− 1

6
0 16

√
2

3
− 32

3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0




and

T yy =




0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 − 22

3
0 0 − 8

3
1 0 0 0 0 0 0 0 − 10

3
0 0 2

3
0 0 0 − 32

3
−20 0 −12 0 0 −2 0 0 0 0 0 0 20 0 −8 0 0 1 0 0 0

−20 −8 20
3
−1 4

3
0 10 − 7

3
37
3

1
6
− 7

3
5
6

10 17
3
− 7

3
5
6
−1 1

6
64
3
− 16

√
2

3
0

−20 32
3
−12 0 7

3
−2 0 0 0 0 0 0 20 32

3
−8 0 − 7

3
1 0 0 64

3
20 0 8 0 0 1 0 0 0 0 0 0 −20 0 12 0 0 −2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

20 8 − 10
3

1 − 2
3

0 −20 14
3
− 44

3
− 1

3
8
3
− 5

3
0 − 10

3
− 10

3
− 2

3
0 2

3
− 32

3
32
√

2
3

0

20 − 10
3

8 0 − 2
3

1 0 0 0 0 0 0 −20 − 22
3

12 0 8
3
−2 0 0 − 32

3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0




.

Finally, using the representation formulas for the second derivatives given in (9.5) we
obtain the coefficients (corresponding to the Bernstein basis) to enclose the range of the
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derivative ∇w, i.e., we obtain the following coefficients associated to the Bernstein basis

(∇w)1,2(ΦT (x̂, ŷ))

=
10∑

l=1

(
−

21∑

i,k=1

wTi C
T
k,i

[
T xxl,k (F T1,2)2 + T xyl,k 2F T1,2F

T
2,2 + T yyl,k (F T2,2)2

])
p

(3)
l (x̂, ŷ),

(∇w)2,1(ΦT (x̂, ŷ))

=

10∑

l=1

( 21∑

i,k=1

wTi C
T
k,i

[
T xxl,k (F T1,1)2 + T xyl,k 2F T2,1F

T
2,1 + T yyl,k (F T2,1)2

])
p

(3)
l (x̂, ŷ),

(∇w)2,2(ΦT (x̂, ŷ))

=
10∑

l=1

( 21∑

i,k=1

wTi C
T
k,i

[
T xxl,k F

T
1,1F

T
1,2 + T xyl,k (F T1,1F

T
2,2 + F T1,2F

T
2,1) + T yyl,kF

T
2,1F

T
2,2

])
p

(3)
l (x̂, ŷ)

for all (x̂, ŷ) ∈ T̂ .

A.6 Auxiliary Computations for the Eigenvalue Homotopy

In the further course we present some results needed for our eigenvalue homotopy. First, we
prove a Lemma which provides a statement needed for the computation of the constant γ1

and γ2 respectively appearing in our extended coefficient homotopy (cf. Section 6.2.1.2).

Lemma A.12. Let a, b, c be positive constants and I := (0, bc). Then the function

g : I → R, g(t) := 1
t + a

b−ct has exactly one minimum at t1 := b
c+
√
ac
∈ I with value

g(t1) = (
√
a+
√
c)2

b .

Proof. First, from the definition of g we see

lim
t→0+

g(t) =∞ and lim
t→ b

c
−
g(t) =∞.

Moreover, since g is twice continuous differentiable on I we get the derivatives

g′(t) = − 1

t2
+

ac

(b− ct)2
and g′′(t) =

2

t3
+

2ac2

(b− ct)3
for all t ∈ I.

Next, we solve

g′(t) = 0 ⇔ 1

t2
=

ac

(b− ct)2
⇔ √

act = |b− ct|

which in the case a 6= c results in the two roots t1 = b
c+
√
ac
< b

c and t2 = b
c−√ac >

b
c where

only the first one t1 is contained in our interval I. In the case a = c we directly obtain the
single root t1 = b

2c <
b
c in the interval I.
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Since t1 < b
c we conclude b − ct1 > 0 implying g′′(t2) > 0, i.e., t1 ∈ I is our desired

minimum. Furthermore, a simple calculation shows

g(t1) =
c+
√
ac

b
+

a

b− bc
c+
√
ac

=
1

b

(
c+
√
ac+

a(c+
√
ac)√

ac

)
=

(
√
a+
√
c)2

b
.

Next, we shortly introduce the computation of the integrals appearing in the definition of
the multiplication operator A (cf. (6.86) and (6.87)).

Lemma A.13. For ϕn (n ∈ N) introduced in (6.84) the following identity holds true

∫ 1

0
ϕn(y)T

(
0 1− 2y

1− 2y 0

)
ϕm(y) dy =





16dn2 edm2 e
π2
(
dn2 e2−dm2 e2

)2 , (n+m) mod 4 = 1,

0, (n+m) mod 4 6= 1

for all n,m ∈ N.

Proof. As an abbreviation we denote the integral on the left-hand side of the assertion by
In,m, Moreover, recalling the definition of the basis functions ϕn we can distinguish the
following cases:

� n = 2k − 1, m = 2l − 1 or n = 2k, m = 2l: In both cases the matrix vector product
appearing in the integral reduces to zero which leads to In,m = 0. Furthermore, we
calculate

(2k − 1 + 2l − 1) mod 4 = 2(k + l − 1) mod 4 ∈ {0, 2}

and

(2k + 2l) mod 4 = 2(k + l) mod 4 ∈ {0, 2}

implying (n+m) mod 4 ∈ {0, 2} which finally proves the assertion in these cases.

� n = 2k − 1, m = 2l or n = 2k, m = 2l − 1: Now, the matrix vector product reads as

ϕn(y)T

(
0 1− 2y

1− 2y 0

)
ϕm(y) = 2(1− 2y) sin(kπy) sin(lπy)

for all y ∈ [0, 1]. Thus, we can calculate the integral and obtain

In,m = 2

∫ 1

0
(1− 2y) sin(kπy) sin(lπy) dy

=

{
8kl(1−(−1)k+l)
π2(k2−l2)2 , k 6= l,

0, k = l,

=

{
16kl

π2(k2−l2)2 , (k + l) mod 2 = 1,

0, (k + l) mod 2 = 0.

In addition to that we get n+m = 2(k+l)−1 in both cases. Hence, if (k+l) mod 2 = 1
holds true we obtain (n+m) mod 4 = 1. Otherwise, for (k+l) mod 2 = 0 we calculate
(n+m) mod 4 = 3 proving the assertion in these cases as well.
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Finally, we calculate values of selected series needed in the computation of the functions
θ2 and θ3 in Section 6.2.1.4.

Lemma A.14. The following identities hold true for all k ∈ N:

(i)
∞∑
l=1
l 6=k

1−(−1)k+l

k2−l2 = −1−(−1)k

2k2 ,

(ii)
∞∑
l=1
l 6=k

1−(−1)k+l

(k2−l2)2 = π2

8k2 − 1−(−1)k

2k4 ,

(iii)
∞∑
l=1
l 6=k

1−(−1)k+l

(k2−l2)3 = 3π2

32k4 − 1−(−1)k

2k6 ,

(iv)
∞∑
l=1
l 6=k

1−(−1)k+l

(k2−l2)4 = π4

384k4 + 5π2

64k6 − 1−(−1)k

2k8 ,

(v)
∞∑
l=1
l 6=k

l2(1−(−1)k+l)
(k2−l2)4 = π4

384k2 − π2

64k4 .

Proof. (i) We use the Fourier series expansion of s 7→ sin(k|s|), where k ∈ N is an
arbitrary natural number. Therefore, for all l ∈ Z with l 6= ±k we calculate

cl =
1√
2π

∫ π

−π
sin(k|s|)eils ds =

2k√
2π
· 1− (−1)k+l

k2 − l2 .

Moreover, we get c±k = 0. Since s 7→ sin(k|s|) is continuous and (for some fixed
δ > 0) of bounded variation on [s− δ, s+ δ] for all s ∈ R, [7, Theorem 15-18] implies
that its fourier series converges to sin(k| · |) pointwise on R. Hence, we obtain

sin(k|s|) =
∞∑

l=−∞
cl

e−ils

√
2π

=
c0√
2π

+
1√
2π

∞∑

l=1

(
cle
−ils + c−le

ils
)

=
1− (−1)k

kπ
+
k

π

∞∑

l=1
l 6=k

1− (−1)k+l

k2 − l2 (e−ils + eils)

=
1− (−1)k

kπ
+

2k

π

∞∑

l=1
l 6=k

1− (−1)k+l

k2 − l2 cos(ls)

which (for s = 0) implies

∞∑

l=1
l6=k

1− (−1)k+l

k2 − l2 =
π

2k

(
−1− (−1)k

kπ

)
= −1− (−1)k

2k2
.

(ii) First, for all k, l ∈ N with l 6= k we have the identity

1

k − l +
1

k + l
=

2k

(k − l)(k + l)
=

2k

k2 − l2 . (A.9)
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Thus, we obtain

∞∑

l=1
l 6=k

1− (−1)k+l

(k2 − l2)2
=

1

4k2

∞∑

l=1
l 6=k

(1− (−1)k+l)

(
1

k − l +
1

k + l

)2

=
1

4k2



∞∑

l=1
l 6=k

1− (−1)k+l

(k − l)2
+ 2

∞∑

l=1
l6=k

1− (−1)k+l

k2 − l2 +
∞∑

l=1
l 6=k

1− (−1)k+l

(k + l)2




(A.10)

Splitting the first sum into two parts and introducing index shifts (j = k − l and
j = l − k) yields

∞∑

l=1
l 6=k

1− (−1)k+l

(k − l)2
=

k−1∑

l=1

1− (−1)k+l

(k − l)2
+

∞∑

l=k+1

1− (−1)k+l

(k − l)2

=

k−1∑

j=1

1− (−1)j

j2
+

∞∑

j=1

1− (−1)j

(−j)2
.

Since 1−(−1)k+k = 0 we can omit l 6= k in the third sum in (A.10) and an additional
index shift (j = k + l) implies

∞∑

l=1
l 6=k

1− (−1)k+l

(k + l)2
=
∞∑

l=1

1− (−1)k+l

(k + l)2
=

∞∑

j=k+1

1− (−1)j

j2
.

Thus, using the results form above together with part (i) we obtain

∞∑

l=1
l6=k

1− (−1)k+l

(k2 − l2)2
=

1

4k2


2

∞∑

j=1

1− (−1)j

j2
− 1− (−1)k

k2
− 2

1− (−1)k

2k2




=
1

2k2



∞∑

j=1

1− (−1)j

j2
− 1− (−1)k

k2


 .

The well-known values
∑∞

j=1
1
j2

= π2

6 and
∑∞

j=1
(−1)j

j2
= −π2

12 (cf. [36, Sections 0.233

and 0.234]) yield the identity
∑∞

j=1
1−(−1)j

j2
= π2

4 which (inserted into the previous

equation) proves the assertion.

(iii) Using the identity (for l 6= k)

1

(k − l)2(k + l)
+

1

(k − l)(k + l)2
=

2k

(k − l)2(k + l)2
=

2k

(k2 − l2)2
, (A.11)
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applying similar arguments as before and inserting the result from part (ii) we obtain

∞∑

l=1
l 6=k

1− (−1)k+l

(k2 − l2)3
=

1

8k3

∞∑

l=1
l 6=k

(1− (−1)k+l)

(
1

k − l +
1

k + l

)3

=
1

8k3



∞∑

l=1
l 6=k

1− (−1)k+l

(k − l)3
+ 6k

∞∑

l=1
l 6=k

1− (−1)k+l

(k2 − l2)2
+
∞∑

l=1
l 6=k

1− (−1)k+l

(k + l)3




=
1

8k3

(
k−1∑

j=1

1− (−1)j

j3
+
∞∑

j=1

1− (−1)j

(−j)3
+ 6k

∞∑

l=1
l 6=k

1− (−1)k+l

(k2 − l2)2

+

∞∑

j=k+1

1− (−1)j

j3

)

=
1

8k3

(
−1− (−1)k

k3
+ 6k

(
π2

8k2
− 1− (−1)k

2k4

))
,

where in the first step we used (A.9) and in the second step (A.11). Finally, the
assertion follows.

(iv) First, using (A.9) and (A.11) we calculate

1

(k − l)3(k + l)
+

1

(k − l)(k + l)3
=

1

2k

(
1

k − l +
1

k + l

)(
1

(k − l)2
+

1

(k + l)2

)

=
1

2k

(
1

(k − l)3
+

1

(k + l)3

)
+

1

(k2 − l2)2

for l 6= k. Hence, we obtain

∞∑

l=1
l 6=k

1− (−1)k+l

(k2 − l2)4

=
1

16k4

∞∑

l=1
l 6=k

(1− (−1)k+l)

(
1

k − l +
1

k + l

)4

=
1

16k4



∞∑

l=1
l6=k

1− (−1)k+l

(k − l)4
+

2

k

∞∑

l=1
l 6=k

1− (−1)k+l

(k − l)3
+ 10

∞∑

l=1
l 6=k

1− (−1)k+l

(k2 − l2)2

+
2

k

∞∑

l=1
l 6=k

1− (−1)k+l

(k + l)3
+
∞∑

l=1
l6=k

1− (−1)k+l

(k + l)4


.

Applying the same index shifts as above and using part (ii) yields

∞∑

l=1
l6=k

1− (−1)k+l

(k2 − l2)4
=

1

16k4

(
2
∞∑

j=1

1− (−1)j

j4
− 1− (−1)k

k4
− 2

k
· 1− (−1)k

k3

+ 10

(
π2

8k2
− 1− (−1)k

2k4

))
.
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Using the well-known identities
∑∞

j=1
1
j4

= π4

90 and
∑∞

j=1
(−1)j

j4
= −7π4

720 we conclude
∑∞

j=1
1−(−1)j

j4
= π4

48 . Inserting this result into the previous equation implies the
assertion.

(v) For l 6= k we calculate

l2(1− (−1)k+l)

(k2 − l2)4
=

(l2 − k2)(1− (−1)k+l)

(k2 − l2)4
+
k2(1− (−1)k+l)

(k2 − l2)4

= −1− (−1)k+l

(k2 − l2)3
+ k2 1− (−1)k+l

(k2 − l2)4

which implies

∞∑

l=1
l 6=k

l2(1− (−1)k+l)

(k2 − l2)4
= −

∞∑

l=1
l6=k

1− (−1)k+l

(k2 − l2)3
+ k2

∞∑

l=1
l 6=k

1− (−1)k+l

(k2 − l2)4
.

Finally, inserting the results from part (iii) and (iv) proves the assertion.
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