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Abstract: Recent times have demonstrated how much the modern critical infrastructures (e.g.,
energy, essential services, people and goods transportation) depend from the global communication
networks. However, in the current Cyber-Physical World convergence, sophisticated attacks to
the cyber layer can provoke severe damages to both physical structures and the operations of
infrastructure affecting not only its functionality and safety, but also triggering cascade effects in
other systems because of the tight interdependence of the systems that characterises the modern
society. Hence, critical infrastructure must integrate the current cyber-security approach based on risk
avoidance with a broader perspective provided by the emerging cyber-resilience paradigm. Cyber
resilience is aimed as a way absorb the consequences of these attacks and to recover the functionality
quickly and safely through adaptation. Several high-level frameworks and conceptualisations have
been proposed but a formal definition capable of translating cyber resilience into an operational tool
for decision makers considering all aspects of such a multifaceted concept is still missing. To this
end, the present paper aims at providing an operational formalisation for cyber resilience starting
from the Cyber Resilience Ontology presented in a previous work using model-driven principles. A
domain model is defined to cope with the different aspects and “resilience-assurance” processes that
it can be valid in various application domains. In this respect, an application case based on critical
transportation communications systems, namely the railway communication system, is provided to
prove the feasibility of the proposed approach and to identify future improvements.

Keywords: cyber resilience; domain model; critical infrastructure; adaptive capacity; secure commu-
nications

1. Introduction

Currently, the cyber layer is becoming pervasive and ubiquitous, and it supports
many critical functions of the society, such as transport, energy, finance, commerce, health,
telecommunication, etc. We are living in Human-Cyber-Physical Systems (HCPS), where
smart technologies are deeply intertwined with physical components and human behaviour
supporting the society functioning. Although this evolving trend aims to build a more
sustainable and friction-less society, the surface of the cyber infrastructures exposed to cyber
threats is dramatically augmented. In a HCPS, cyber threats put public health, safety and
prosperity at risk, as information technologies are integrated into critical infrastructures.
Because of its tight inter-dependency and pervasiveness, a fault in the cyber layer can
rapidly provoke cascade effects in several vital services and activities mobility, energy,
telecommunication, transport, financial, water, etc. [1]. A fault in the cyber layer may be
due to:

1. the emerging threats characterised by the deliberate attempt to disrupt or obfuscate
the expected information flows [2];

2. triggered by a cyber-breach as a result of an attack (e.g., Distributed Denial of Service
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(DDoS) denying to legitimate users the access to services [3]; or
3. simply can be the results of software glitches, hardware failures or disruption, loss of

connections or energy, etc.

Hence, to correctly frame the cyber resilience, it is necessary to focus the attention
on all the events generated in the ecosystem under investigation (not necessarily caused
by cyber-attacks), to identify vulnerabilities with “local” effect and vulnerabilities with
“systemic” effects during the preparation phase to implement appropriate countermeasures
and strategies for adaptation in case of unwanted changing conditions.

For instance, critical infrastructure such as the transport system is prone to suffering
from various kinds and levels of disruption, which often result in lowering the level of
the service provided and putting at risk the security of the infrastructure and equipment,
as well as the safety of the users [4]. In particular, since the HCPS operation relies on the
collection and exchange of dependable data that contain vital information for monitoring
and control (e.g., location, condition of physical assets and associated infrastructure) [5,6],
a cyber attack may provoke the disruption and suspension of the service for several weeks
(e.g., see the ransomware attack on the Colorado Department of Transport (CODOT) in
February 2018). A cyber attack on a transport system affects the safety and security of the
operations such as physical asset damage and associated loss of use (e.g., traffic lights and
electronic traffic signals), unavailability of IT systems and networks (e.g., interruption of
ticketing services and traffic management systems), loss of operational control causing
safety issues, etc.

Usually, such risks are managed through cyber risk management and security strate-
gies to avoid a cyber breach. New technological solutions have been introduced to secure
the cyber layer in HCPS such as blockchain [6,7], moving target defence techniques [8], etc.
However, unlike the concept of resilience, the concept of risk is not focused on defining
how well the system can absorb a cyber-attack or how quickly and how completely the
system can recover from it. Whenever risks are identified, and actions are taken to reduce
risk, there remains a residual risk. Resilience addresses both that remaining known, but
unmitigated, risk as well as the unknown or emerging threats. Unfortunately, the concept
of resilience and its related quantification is far from being standardised. Different def-
initions have emerged in every discipline, and there are difficulties to reach a common
understanding on what are the system’s parameters and indicators entitled to quantify such
an emerging behaviour. In the literature, it is possible to recognise two main approaches:
functionality-based and capacity-based. Both approaches have been explored in the context
of HCPS, but they have remained substantially separated thus far.

Recently, a promising attempt to merge these two views into a coherent and unified
conceptualisation of resilience has been proposed [9]; however, this new concept has onlt
been sketched. This paper aims at presenting a meaningful extension of [9]. With respect
to this work, the present paper introduces resilience-related matters into a domain model,
translates such knowledge in the CR Unified Modelling Language (UML) Profile and then
formalises the UML-to-Bayesian Network (BN), approach applying it to the proposed
case study.

To this end, the specific objective of this paper is to provide a formalisation of the
Cyber-Resilience concepts and a model-driven method able to support the analysts and
designers of critical systems in order to reach the required level of resilience. To this
aim, a classical multi-step model-driven process is proposed: it starts from a high level
model of the system, in conformance to UML, which is then transformed into a “low-level”
formalism able to be analysed formally to get quantitative information on the system. More
concretely, in the paper, a UML Profile is defined, named CR UML Profile; as a quantitative
formalism, the BN formalism is chosen for its ability to model conditional dependency
between system entities and to be easily solved. The proposed approach is applied to a
railway metro system case study.

The paper is organised as follows. In Section 2, a background on cyber-resilience
recalling the most widespread definitions and concepts is presented. Section 3 states the
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main features of cyber-resilience and formalises them in a domain model and a UML Profile.
Section 4 is on how to integrate the presented UML Profile in design and/or Verification
and Validation (V&V) processes. A case study related to secure railway communication
system is presented in Section 5. Section 7 ends the paper.

2. Background on Cyber-Resilience

Resilience is considered a multi-faced concept and some different definitions have
been developed across scientific domains (e.g., [10,11]), while the introduction of resilience
in the cyber domain is relatively recent. Cyber resilience is focused on the data and
interconnected hardware, software and sensing components of cyber infrastructure in the
HCP system [12]. Intuitively, cyber resilience it is not (or not only) about resisting the
breach, but rather it is about learning from the breach attempt and continuously adapt the
system to the changing conditions to dampen its impact for service survivability. In other
words. its aim is to sustain operations of the system while ensuring mission execution.
In this respect, the cyber aspect of resilience is attracting interest, and several frameworks
have been proposed by NIST [13] and Accenture [14]; this last combines NIST features
with principles inspired by the resilience engineering domain [15,16]. Other frameworks
have been proposed by CISCO [17], MITRE [18], CPMI-IOSCO [19], etc. Similar to what
is stated in [20], for vulnerability, resilience is a theoretical concept, thus it could be more
accurate to speak about making the concept operational instead of measuring it. In fact,
the major issue related to such a high level frameworks is the difficulty of translating them
into an operational tool. Making a theoretical concept operational consists in providing a
formalisation to capture observable variables into a coherent schema for quantification and
interpretation. Questions about how well a system is able to absorb a cyber-attack or how
timely the system is able to recover from a cyber-attack remain difficult to answer without
a formalisation that allows quantification methods for evidence driven decision making.
Moreover, these frameworks are derived from the classical resilience conceptualisation that
adopt a partial perspective based on one of the two relevant approaches developed in the
literature for the resilience assessment of a system:

• Functionality-based: A direct quantification through the assessment of system compo-
nent’s functionality during a critical event [21,22]

• Capacity-based: An indirect quantification through the potential (capability) for re-
silience [23]

2.1. Functionality-Based Approach

The “functionality-based” approaches are mostly related to the National Academy
of Science (NAS) resilience definition, which identifies four time-dependent phases, as
proposed in [24]:

• Plan/Prepare: It includes all actions needed to keep the system functionality within
an acceptable range of functioning during known and unknown critical events.

• Absorb: It is related to the mitigation of the impact of the assets and services disruption
applying countermeasures as isolation,

• Recover: It is related to the system’s functionality restoration to the status before the
disruption (bounce-back).

• Adapt: It evolves the system to a new level (bounce forward) using the new knowledge
coming from the lesson learnt. Adaptation strategies may include new configurations
of the system, personnel training, different decision making structures, etc.

The functionality-based approach considers resilience as “a function indicating the
capability to sustain a level of functionality or performance [. . . ] over a period defined as
the control time that is usually decided by owners, or society” [22]. A similar perspective
is also adopted in [11,25–30], where resilience is quantified looking at the functionality
level dynamics evaluated within a pre-defined time frame. For instance, in a complex
system such as the smart city, the resilience performance can be assessed considering
a portfolio of functionalities composing the system (city), e.g., economic performance,
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material production performance, social and societal performance, etc. [31]. The results of
such an approach generate the typical chart presented in Figure 1, where the area R below
the curve is considered the quantification of the resilience of a system Hence, resilience R is
quantified by the following equation:

R =
∫ Tm

T0
F(t)dt (1)

Prepare

Fu
nc

tio
na

lit
y

t0 Recovery AdaptAbsorb

Critical event 

Figure 1. Critical functionality-based resilience analysis (inspired by Linkov et al. [2]).

However, it is essential to note that the high intrinsic complexity of HCP systems is
related to the under-specified nature of the operations [32]. This means that the resulting
measurement will not eliminate the uncertainty about how the system will behave in
the future in the face of similar events. Thus, the approach is useful to understand how
the systems or their components performed during the event, supporting a retrospective
analysis. On the other hand, for events not well understood because of their very low
frequency or not considered yet because they have never occurred before (unknown
unknowns), the actual capacity of the system to cope with unexpected events before they
occur can be explored only through scenario simulation.

2.2. Capacity-Based Approach

The capacity-based perspective is mainly developed within the resilience engineering
domain. It considers resilience an emerging property of the system [33], and it is not
possible to measure it directly [34] because only the processes the system develops towards
resilience can be assessed in time. The assumption is that, if a system experiences a failure,
it can still exhibit a resilient behavior in the form of survival and recovery from that
failure. For instance, Sutcliffe and Vogus [35] stated that resilience requires the presence
of latent resources that can be activated or recombined as new situations and challenges
arise. Therefore, assessing the number of latent resources, whether this is time, financial
or technical resources, can be considered a proactive and indirect approach to measure
resilience.

Thus, what can be actually quantified is the potential for resilience that can be assessed
against the “four resilience cornerstones” [36]:

• Respond: Knowing what to do
• Monitor: Knowing what to look for
• Anticipate: Knowing what to expect
• Learn: Knowing what has happened

Examples can be found in [4,15,23,37,38], where methods are defined to quantify the
four resilience cornerstones and applied to a HCPS as the Urban Transport System.

Such potential is linked to the resources available in the system. Thus, the quali-
quantitative assessment of the assets (including human, technological, organisational and
financial) can provide valuable insights on how the system will behave in the case of a
critical event, without waiting for that event to actually occur. The potential for resilience
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can be considered a proxy indicator of resilience. In resilience engineering, the emergence
of a resilient behaviour is represented by the exhibited ability of the system to cope with
the operations variability and uncertainty, as discussed in [36].

To this end, the quantification of the potential of resilience requires the understanding
of the internal performance variability of the interdependent functions composing the
system itself. In particular, it depends on the combination of the output variability of an
upstream function with the variability acceptance capacity of the function receiving varied
inputs. The function dampens the inbound variability in order to continue to provide
output without variation. In the case the incoming variability exceeds the damping capacity
of the function (Functional Dumping Capacity (FDC)), the function will provide an output
different from the normal behaviour. In [15], the factors composing the FDC are identified
as: Function Buffer Capacities (FBC), Function Flexibility (FF), Function Margin (FM) and
Function Tolerance (FTO).

When the amount of not dampened variability increases in an uncontrolled way in the
system, we are in the presence of the so-called resonance effect where a disruption starts
from one function, and it is propagated along its inter dependencies causing a cascade
effect that leads to systemic trouble. This view realises the shift from the efficiency of the
function perspective towards the existence of the function presented in [39].

Even if these two views are well established in the literature, they present some
limitations. In the functionality-based view, the aspect of capacity building is missing. The
relation between performance and the available and consumed resources is not properly
addressed. In this sense, the preparation phase, instead of being focused in “expecting the
unexpected”, is more focused in implementing countermeasures and mitigation strategies
according to the adaptation process occurring after the recovery phase.

The capacity-based view is focused on the potential for resilience, but the aspects
related to how such potential is actually exploited during an event is slightly neglected.
Moreover, the assumption that only the potential of resilience can be measured and not
the resilience itself places the concept at an epistemic level of uncertainty that could limit
its usefulness in the decision making. The current research hypothesis of merging the
two views in a unified concept aims at better understanding the systems resilience and
providing a valuable tool for both ex-ante and ex-post quantitative analysis.

2.3. Merging the Views: Resilience as an Emerging Property of a Synergistic Dynamic
Dual System

The idea of merging the two aforementioned views is very recent and under de-
velopment [4,9,38], where a new and comprehensive conceptualisation of resilience as a
synergistic dynamic dual system (SDDS) has been proposed. The idea is not to consider the
concepts of Adaptive Capacity (grounded on the capacity-based perspective) and the Cop-
ing Ability (grounded on the functionality-based perspective) as synonyms of resilience but
as synergistic elements composing a dynamic dual systems where the resilience emerges
from a dynamic interaction between them and through which successful performance is
continually pursued. In fact, the potentiality is an enabling of the Coping Ability that is
expressed in terms of performance in securing service survivability. However, the Coping
Ability is exhibited and consequently can be assessed only in the case a critical event occurs.
This condition limits the possibility of analyse the resilience of the system adopting only
this one perspective since several vulnerabilities may remain latent for years (e.g., software
bug) preventing an appropriate preparation. Thus, to gain a better understanding of the
resilience, it is necessary to integrate the two perspectives into a holistic view. The concept
is depicted in Figure 2.
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Figure 2. Combining Adaptive Capacity and Coping Ability in a synergistic dynamic dual system.

This concept has been further elaborated in a mind map presented in [9] and here
slightly improved (see Figure 3).

Preventing Absorbing Recovering

Adaptive Capacity

Monitoring RespondingAnticipating Learning

Asset

Human
Capital

Organization
Technology

Dependency

Logical Physical

Adapting

Coping Ability

Output

BufferMarginTolerance

Critical Function

Performance 
Variability

Stressor

Cyber Resilience

Vulnerability
Cyber Attack

Unknow 
unknows

Finance

Flexibility

FDCInput

Protecting

FunctionalHCP System

Resilience

Figure 3. Resilience Ontology.

Adaptive Capacity

There are four considered adaptive capacities. Anticipating is the ability to detect
hazards, evaluate risks and plan proper countermeasures also by means of continuous
learning activities. The capacity of Responding is related to the ability of a system to avoid
disruption given a stressing event. Monitoring deals with the ability of the system to collect
relevant data on its functioning: it should be adaptable in both frequency (i.e., the collection
should be more frequent when an attack is suspected) and content (i.e., some data that are
not usually collected could become relevant in some situations). The capacity of Learning
is related to the presence of assets able to process and transform collected data to extract
non-evident knowledge useful for the system functioning.

Coping Ability

Each coping ability may need one or more enabling adaptive abilities.
Prevention is in charge of continuously detecting valuable assets to protect, evaluating

the risk the infrastructure is taking and finding the most appropriate countermeasures.
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Protection refers to the ability to detect anomalies and creating passive or active barriers
to avoid the damaging of the system. If the protection fails, Absorption comes into the play
by trying to resist the attack to avoid critical function interruption. If the absorption actions
totally/partially fails, two actions can intervene: (1) Recovery (bounce back) is related to
the ability to move, from a degraded state to a previous state, where the Function Dumping
Capacity (FDC) values of the critical functions are reported into acceptable limits; and (2)
Adaptation (bounce forward) is similar to Recovery, but, instead of pursuing a previous
state, it tries to find a new state where FDC values are acceptable.

Assets

The Adaptive Capacity is directly related to the availability of a set of specific Assets
(resource) that is a pre-requirement to exhibit a resilient behaviour. An asset is everything
which constitutes a valuable element for an organisation or system. Some examples of
considered assets are hardware, services, operators and infrastructures: they are classified
into four fundamental main sub-cases of the Asset concept.

• Human: It includes technical skills, expertise and competencies (knowledge), as
well as cognitive resources, particularly those relating to decision-making processes.
These resources should be investigated within all relevant operational and managerial
contexts. From an end-user perspective, both individual and collective behaviours (i.e.,
risk awareness , perceptions and aversion, among other aspects) are critical factors to
be considered, as they may critically impact on the effectiveness and application of
key outputs.

• Technology: It comprises ICT as well as built artefacts and infrastructure as imple-
mented by the utilities (energy, oil and gas and water networks), transport networks,
signalling systems, traffic control and ticketing related assets.

• Organisation: It includes hierarchical structures and formal procedures and regula-
tions, as well as logistics elements.

• Finance: It includes the number of financial resources available in the system and their
dynamics and the risk managed (assurance).

Therefore, a subset of the all the possible assets available in a system has to be recog-
nised as useful for resilience and classified according to the four resilience cornerstones
identified in the capacity-based approach. In this respect, system resources assessment and
assets management constitute a fundamental domain of analysis in resilience in general
and cyber resilience in particular.

Critical Functions

Every asset in the system is related to its enabled services. Some of these services
are classified as Critical Functions as the system needs them to accomplish its primary
objective. For instance, the Urban Transport System (UTS) can be considered a critical
function, adopting the city as a unit of analysis. However, within a UTS, many critical
functions should be considered if the subject of study become the UTS [4] itself such such
as traffic light system, monitoring system, etc.

According to Bellini et al. [15], a Critical Function has a property called FDC, consid-
ered one of the key proxy indicator to assess system resilience. FDC is defined in [23] as the
capacity of the system ’s function to dampen the performance variably of an input. Such
a variability is generated by a Stressor that exploits the system’s Vulnerabilities, and it is
propagated through the function’s Dependencies, from the upstream function Output to
the downstream functions Input [9].

The overall FDC index considers four different sub-indices:

• Buffer Capacities (BC) refers to the kind/quantity of damage a system can absorb
without a critical function failure.

• Flexibility (FX) reflects the capability of the system to balance between opposite critical
features. An example is constituted by the need of the balance between an efficient
centralised organisation and a flexible distributed one.
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• Margin (MA) deals with how far the system is pushed to its limit in accomplishing
its task. In other words, it is used to compute the capability of the system to tolerate
some variations in parameter values.

• Tolerance (TO) is related to the distance between the system nominal performance/quality
index and the actual ones. It determines if the system is able to respond to a stressor
properly.

Need of Formalisation

Despite the improvement in the comprehensiveness of resilience definition given by
the semantic systematisation of its building blocks presented in [9], the lack of formalisation
prevents its applicability as an operational tool for decision making.

To this end, the main contribution of the present work is to move ahead the synergistic
dynamic dual system perspective for Resilience providing a formalisation of the Cyber
Resilience based on the mind map proposed in [9].

3. The Cyber-Resilience Meta-Model
The Cyber-Resilience Domain Model

The domain model is derived from the experience gained in CIP_VAM [40]; this
notwithstanding, there are some differences between the two approaches: the CIP_VAM
approach is more oriented to physical protection while the domain here introduced to
cyber aspects; furthermore, CIP_VAM focuses on protection rather than on resilience.

The domain model is structured in two main UML packages: the first (datatypes)
contains the definition of the data types used by the meta-classes described in the model
elements package. Figure 4 depicts such a diagram.

datatypes

model
elements

Figure 4. The cyber-resilience domain model—package-level view.

Figure 5 reports the enumeration data types that are considered in the domain model:
they are in general related to abstraction as the kinds of the different dependencies (e.g.,
logical, physical and temporal), assets (e.g., human, organisational and financial), stressors
(e.g., cyber, physical and economical), etc.
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<<enum>>
FDCKind

Flexibility

Buffer Capacity

Margin

Tolerance

<<enum>>
StressorKind
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social
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<<enum>>
DependencyKind

logical

physical

functional
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<<enum>>
ACKind

anticipate

monitor

learn
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AssetKind

human

organizational

technological

financial

<<enum>>
LikelihoodLevel

very easy

easy

medium

hard

impossible

<<enum>>
CriticalityLevel

non critical

low

medium

high

Figure 5. The cyber-resilience domain model—the datatypes package.

Figure 6 reports the different meta-classes. It is easy to recall the different concepts
reported in the description of Section 2.

dependent dependee* *

exploits

impacts
*

*

refers to

refers to

outputinput

Stream

+ name: String

Dependency

+ kind: DependencyKind

+ degree: Real

Asset

+ name: String

+ kind: AssetKind

+ value: Real

Stressor

+ name: String

+ nature: StressorKind

Adaptive Capacity

+ kind: ACKind
Coping Ability

Recovering

CriticalFunction

+ criticality: CriticalityLevel

Vulnerability

+ name: String

+ likelihood: LikelihoodLevel

Protection

Absorption

Prevention

index

+ name String

+ value: Stirng

FDC

+ kind: FDCKind

Adaptation

Figure 6. The cyber-resilience domain model—the model elements package.

Based on this domain model, a UML Profile is defined, making the first concrete. While
the elements contained in the datatypes package of the domain model are implemented
as UML’s enumeration and are not explicitly reported in the schema, the domain element
contained in the model elements package is depicted in Figure 7.

Some of them are translated into UML stereotypes, others into UML data types
and still others are not directly translated since native UML elements can be used. The
UML meta-classes used to implement the domain model are chosen in order to realise
an annotated model of the system under study with both use-case diagrams and class
diagrams. Further details on the usage of this profile are described in Section 4.
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<<stereotype>>
depends from

+ input: String

+output: String

+kind: DependencyKind

+degree: Real
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Index

name: String

value: String

<<stereotype>>
CriticalFunction

+ criticality: CriticalityLevel

+ indices: Index[]

<<metaclass>>
Use Case

<<stereotype>>
Asset

+ kind: AssetKind
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+ inputPorts: String[]

+ outputPorts: String[]

+ vulnerabilities: Vulnerability[]

<<metaclass>>
Dependency

<<datatype>>
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kind: FDCKind

<<stereotype>>
Stressor

+ nature: StressorKind

+ exploits: String[]

<<stereotype>>
affects

+ exploits: Vulnerability[]
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<<datatype>>
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name: String

value: String

<<stereotype>>
Adaptive Capacity <<stereotype>>

Coping Ability
+ succProb: Real

<<stereotype>>
Anticipate

<<stereotype>>
Respond

<<stereotype>>
Monitor

<<stereotype>>
Learn

<<stereotype>>
Protection

<<stereotype>>
Absorption

<<stereotype>>
Adaptation

+ fdc: String

<<stereotype>>
Prevention
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<<stereotype>>
Recovery

<<metaclass>>
Class

<<metaclass>>
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Figure 7. The cyber-resilience UML Profile.

4. Integrating and Using the Meta-Model

In our experience, describing a problem by a domain model and providing a Domain
Specific Modelling Language (DSML) (e.g., a UML Profile) to support modelling are not
sufficient. The key to maximising the impact of the contribution on the academic and
industrial communities is to provide a modelling guideline and an automatic process
supporting the design or the V&V of a critical process.

4.1. A Model-Driven Process

In past research, various processes have been provided: a method based on formal
quantitative models is provided to analyse Physical Protection System (PPS) for critical
infrastructure is [41], functional testing and non-functional analysis are found in [42], a
security testing approach and vulnerability detection mechanism is presented in [43] early
phase security elicitation process is shown in [44].

The approach here proposed takes the modelling principles presented in [44], combin-
ing them with the quantitative analysis defined in [41]. An overview of this approach is
depicted in Figure 8.

Annotated Functional
Model

Model Transformation

Domain
Expert

<<feedback>>
CR UML Profile

<<refers to>>

Formal Quantitative
Model

Solver

Figure 8. Risk assessment process of cyber-resilient infrastructure.

In this process, a user (i.e., the Domain Expert) is in charge of creating a high level
model based on the CR UML Profile: the Annotated Functional Model. This model
describes the system to analyse, and then a Model Transformation generates a Formal
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Quantitative Model. Such a model is then capable of being analysed according to the
most proper available solver. Two examples of these formalisms in which the Formal
Quantitative Model can be expressed are Generalised Stochastic Petri Nets (GSPN) and BN.

4.2. The Annotated Functional Model

Let us focus on giving the details on how to create and annotate the high level model.
Starting from the experience on meta-modelling and modelling [44], this paper assumes the
UML Use Case diagram as a viable and assessed way to represent the functional aspects
of the system to study. This notwithstanding, concerning the work here cited, this paper
introduces the possibility to also model structural facilities and components at the support
of the functional view. This situation is represented using a sample application of the CR
UML Profile on a toy abstract example.

The model is composed of two diagrams: a functional view, represented as a UML
Use Case diagram, and a UML Component diagram reporting the structure of components
associated with the function.

For what concerns the functional view, as graphically represented in Figure 9, let
us consider first the services which are valuable inside our system: the “Assets” and, in
particular the “Critical Functions”. Critical functions and assets are related to each other:
(1) it is possible to specify the components that offers the functions by exploiting the UML
use case’s tag provided by (e.g., CF1 is provided by C1 and CF2 by C2); and (2) using the
“include” dependency, the modeller can specify that a use case needs another use case to
be accomplished (e.g., CF needs CF1 and CF2). A further specification of this last concept
is in the “depends from” dependency. By means of this stereotype, one can define the
specific input and output ports constituting the dependency between the two functions
and quantify the degree of such a dependency with a real number between 0 and 1.

CF

Alice

inputs=[I1]
output=[O1]

<<critical function>>

providedBy=[C1]

<<include>> CF1 <<stressor>>
Alpha

Mallory

<<affects>>

inputs= [IIA1]
outpus=[OA2]

<<critical function>>

Green

<<monitor>>
Red

CF2

<<include>>

inputs=[I2]
output=[O2]

<<critical function>>

providedBy=[C2]

<<depends from>>

inputs=[O1]
outputs=[I2]
degree=0.8

exploits=[V1]
succProb=[p1]

succProb=p2

<<protection>>

Figure 9. The functional view.

After the specification of the assets, the attack parts can be added by specifying both
“stressors” (e.g., Alpha in the model) and relating them with the assets they affect (e.g.,
Alpha is related in the diagram to CF1 with the “affects” dependency). In general, a stressor
can affect more than an asset: for each of these assets, a specific “affects” element can be
added, also specifying the vulnerability the stressor exploits and the probability of having
success in such an operation.

In the end of our functional view, both adaptive capacities and coping abilities can be
added to the model, depicting which are the protection mechanisms the system has. In this
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specific model, the Red “monitor” coping ability patrols the CF2 critical function, while the
Green “protection” mechanism (which needs eed to operate) is in charge of protecting the
system against the Alpha stressor. The probability of success of Green in the case of Alpha
is reported in the succProb tagged value of the Green use case.

On the other hand, a structural view is in charge of highlighting the relationships
between the components offering the services of the functional view. In Figure 10, an
example of such a component diagram is reported. There are two assets C1 and C2 as they
are shown in the functional diagram as offering components, respectively, for the critical
function CF1 and CF2. Another important modelling possibility the UML component
diagram allows is to add sub-components into a more general one graphically. In the
diagram, C1A and C2A are C1’s sub-components: in this way, an attack brought on C1A
can compromise the C1 component blocking the capability to provide the critical function
it offers.

It is worthy of underlining that the CR UML Profile contains many more tagged values
than the one used in this modelling and analysis process. Many of these processes may
be defined and automated with model-driven techniques, having in mind the generation
of formal models as well as simulation code. As an example, another possible scenario
is constituted by the generation of an event-based simulation model, based for example
on the well-known SimPy framework, to determine the dynamic evolution of a system-
under-attack. In such a scenario, the FDC features of critical functions and their protection
mechanisms can be fully explored.

<<Asset>>
C1

<<Asset>>
C1A

<<Asset>>
C1B<<Asset>>

C2

vulnerabilities=[V1]

<<asset>>

Figure 10. The structural view.

4.3. Generating the Formal Quantitative Model

In this subsection, some hints on the generation of Formal Quantitative Model are
provided. First, let us discuss about the choice of the formalism the best fits into the process
described above. As the objective of the concrete process, we describe is to provide a
probability of disruption of one or more critical functions, we propose BN as a formalism
to evaluate it.

Here, a brief introduction to the BN is reported. BN [45] provides a graphical repre-
sentation of a joint probability distribution over a set of random variables with a possible
mutual causal relationship: the network is organised as a Direct Acyclic Graph (DAG)
whose nodes represent random variables and arcs represent causal influences between pair
of nodes. A conditional probability distribution is defined for each node of the network:
in the common case of discrete random variables, the conditional probability function is
often represented by a table Conditional Probability Table (CPT). BN have been exten-
sively included in a lot of scientific works in the field of system dependability and risk
prediction [46] as well as network security [47].
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Before applying the transformation, some checks are needed to the Annotated Func-
tional Model. As an example, use cases must not be connected into cycles (i.e., no mutual
dependencies between critical functions); another example is that an “protection” mecha-
nism (or another Coping Ability) must be ever supported by an Adaptive Capacity (i.e., a
“monitor” in the reported model).

Let us now show how a BN model can be generated from the CR UML Profile. It is
not in the scope of this paper to define such a model transformation in a formal way, and,
hence, this transformation is introduced graphically, on the toy example introduced before:
Figure 11 reports such a generation process.

On the left side of this schema, there is a high-level model that plays the role of source
model; on the right side, the generated BN model plays the role of the target model. Six
dotted arrows connect some elements from source to target model; for each of these arrows,
let us define a transformation rule.

R1 Each annotated use case or component generates one binary BN variable (e.g., an
{on,off} variable according to the activation state of the function/component). The
only exception is constituted by adaptive capacities.

R2 Each “include” tagged dependency makes in a hierarchical relation two use case, and
hence two BN variables. A failure of an “included” use case determines a failure of
the “including” use case that includes. On the BN model side, the variable generated
by the included use case is a parent for the BN variables related to the including ones.

R3 The same situation as R2 is for the “depends on from” dependency. In this case,
the depending use case plays the role of the including one. The corresponding BN
variables are in the parent–child relationship as in the previous case.

R4 Another situation where parent–child relationships are created in the BN model is
when an “asset”-annotated component is contained into another “asset” one.

R5 This rule takes care of the “affects” dependency relationships occurring between a
“stressor” and the “asset” that is under attack. In this case, the tagged values related to
the “affects” stereotype (see Figure 7) are used to define the parent–child relationship
in the BN model. First, the exploits tagged value is used to determine the component
that exposes the reported vulnerability (i.e., in the example, V1). Second, the succProb
is used in the CPT of the parent BN variable to determine the impact of the attack to
the critical function/asset under attack. As a sample, the CPT of the C1A is reported
in Table 1: p1 is the success probability of Alpha while p2 is the one of Green.

R6 The last rule is related to the resilience-related mechanisms. As an example, the
relationship in the high-level model from the “protection”-annotated use case (i.e.,
Green in the model) to the “stressor” Alpha determines the generation of two links
in the BN model. The first is related to the parent–child relationship from Alpha BN
node to Green: this BN link represents the activation of the protection mechanism.
The second link is instead related to the effect of the protection system to the healing
effects of the resilience mechanisms, and is represented in the BN model by the link
from Green to C1A (that is, the subject of the attack).

Table 1. The CPT of C1A node.

Alpha Green ok ko

ko ko 1 0
ko ok 1 0
ok ko 1–p1 p1
ok ok p2 1–p2
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<<critical function>>
CF

Alice <<include>>

<<critical function>>
CF1

<<stressor>>
Alpha

Mallory

<<affects>>

<<<protection>>
Green

<<monitor>>
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<<critical function>>
CF2

<<include>>

<<Asset>>
C1

<<Asset>>
C1A

<<Asset>>
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CF1 CF2

CF

C1B C1A

C1

C2

Green
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R2

R3
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R5R4

R6

R1

R1

Figure 11. Generating BN model from CR UML Profile.

Algorithm 1 translates the set of the rules here reported in form of pseudo-code. The
working hypothesis is the availability of the following functions/classes:

• The names of both UML’s Use Cases and Components can be inferred by the name
property.

• getSourceUC()-getDestUC() are methods of an “include” relationships functions return-
ing the source and the destination use case.

• getChildern() is a method of the UML’s components returning the list of sub-components.
• getProvidedBy() is a method of the use cases able to retrieve the list of the components

reported in the providedBy property.
• isStressor() and isProtection() are methods to understand whether the use case is tagged

with the relative stereotypes.
• getAffected() is a method of the UML’s use case able to return the components and the

use cases that are affected by the “stressor”.
• getSuccessProb() extracts the value of the successProb tagged value of a “stressor”.
• Given a “protection” , the activations() and u.protected() methods, respectively, return

the lists of the use cases that activate (i.e., the stressors) and are protected by (i.e., the
critical functions) the protection mechanism.

• addNode()-addLink(), given a BN, add a node and a link between two nodes, respec-
tively.

• getNode() retrieves the node of a BN from the name while setCPT() builds and sets to a
node a CPT according to the schema defined in Table 1 and on the base of a specified
value of probability.

All these functions can be implemented according to the specific modelling and program-
ming considered environment. A deeper description of the implementation level details of
this model transformation is out of the scope of this paper. An example of an implementa-
tion of a similar transformation is presented in [48].
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Algorithm 1: Generation of the BN model pseudo-algorithm.
Data: uml: the annotated High-level model
Result: bn: the BN model
ucs: list of uml’s use cases;
asts: list of uml’s assets;
incs: list of uml’s include relationships;
deps: list of uml’s depends from relationships;
affs: list of uml’s affects relationships;
foreach e ∈ ucs ∪ asts do

node = new BnNode(e.name);
bn.addNode(node);

end
foreach u ∈ ucs do

foreach a ∈ u.getProvidedBy() do
bn.addLink(a.name,u.name);

end
end
foreach r ∈ incs ∪ deps do

fromNode = getNode(r.getSourceUC().name);
toNode = getNode(r.getDestUC().name);
bn.addLink(fromNode,toNode);

end
foreach a ∈ asts do

foreach c ∈ a.getChildren() do
bn.addLink(c.name,a.name);

end
end
foreach r ∈ affs do

u = r.getDestUC();
if u.isStressor() == true then

p = u.getSuccessProb();
foreach x ∈ u.getAffected() do

bn.addLink(u.name,x.name);
bn.getNode(x.name).setCPT(p);

end
end

end
foreach u ∈ ucs do

if u.isProtection() == true then
foreach ac ∈ u.activations() do

bn.addLink(ac.name,u.name);
end
foreach def ∈ u.protected() do

bn.addLink(u.name,def.name);
end

end
end

It is important to underline again that this description is not exhaustive and it serves
as a baseline to define a formal model-transformation from the CR UML Profile annotated
model to the BN model. Such a definition will be the subject of future research efforts.
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5. The Secure Metro Communication Case Study

Rapid transit metro systems are a kind of electric passenger railway systems operating
in urban areas with high capacity and frequency. The Communication-Based Train Control
(CTBC) is an innovative automatic system for the management of such systems. It is
particularly used for metropolitan projects to overcome the limitations of conventional
fixed-block systems optimising the transportation levels, ensuring safety and shortest
headway. The IEEE Standard 1474.1 [49] regulates CTBC performance and functions,
defining a cornerstone for future mass transit systems worldwide.

In a metro system, there are several subsystems:

• Signalling: The combination of the interlocking and communication system that
transmits the information necessary to control the train movement to the on-board
subsystem

• Automation: Trains scheduling and interface with the central operator
• Power Supply: Line electrification and supply of all civil loads in a metro system (e.g.,

station lighting and elevators)
• Platform Screen Doors: Doors on the platform to screen it from the train
• Passengers Information System: Communication system from centre to passengers

devoted to providing timely and correct information (video-walls, monitors, speakers,
etc.)

The key to automation is the system. CTBC technology, used to implement the
Automatic Train Control (ATC) system, ensures that the trains stop at the right place at the
stations, open and close the doors, leave the stations, keep the correct speed, keep the safe
distance between the trains, etc., utilising systems integrated into the trains, on the tracks,
on the stations and in the control room that can continuously exchange real-time data (the
main system architecture is shown in Figure 12).

signals balises switches

Peripheral Place

IXL & ZC

ATS

Figure 12. Overview of CTBC.

The ATC consists of three subsystems, each having its own functionalities: (1) Au-
tomatic Train Protection (ATP) constantly supervises the position and the speed of the
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trains, ensuring the correct distance between them, and is able to automatically intervene
to adjust the speed or to stop the train for safety reasons; (2) Automatic Train Operation
(ATO) system is can survey the entire operation and monitoring the status of each vehicle
on the track (e.g., it ensures that the trains stop at the right position at the platform); and
(3) Automatic Train Supervision (ATS) controls and coordinates all traffic and maintains a
schematic review of the entire metro for the operators in the control room.

To accomplish to such functions, a reference architecture for CTBC is reported in
Figure 13. The Zone Controller (ZC) manages the Movement Authority Limits (MALs) of
all trains. Each ZC unit is integrated with adjacent ZCs and communicates with Interlocking
(IXL) and Carborne Controller (CC) to guarantee that specific headway requirements are
met. CC determine the train position with the highest accuracy. This information is then
relayed back to the ZC. Based on the MALs received from the ZC, the CC calculates its
braking curves and enforces speed restrictions. IXL and Object Controller (OC) determine
the traffic schedule and the minimum headway. Platform Screen Doors (PSDs) have a
controller that monitors the status of the doors and, interacting with the CC by means
the ZC, enable them to open and close. To ensure the correct integration of the above
subsystems and the necessary safety requirements, it is necessary to perform an intense
analysis and testing activity on the CTBC functions.

CC
Train Display

Operator

Rolling Stock

RADIO

Wayside signalling

ATS ZC IXL & OCCentral Management
System

PSD

Figure 13. A reference architecture for CTBC.

Applicability Evaluation

To demonstrate the applicability of the CR UML Profile and the value of the proposed
UML-to-BN approach, let us model the functions of the radio subsystems; concretely, the
demonstration is oriented just to generate the BN model—a full quantitative analysis is out
of the scope of this paper and its validity is tied to the presence of a real implementation of
a CTBC system. Figure 14 reports the model. Two main scenarios are considered:

a. The delivery of MALs from ZC to CC
b. The possibility of having timely and correct information in the case of emergency

evacuation
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In the model, it is possible to see the functional breakdown, represented by the
different “critical functions ” (e.g., voice transportation, data transportation and radio
communication) connected by “include ” and “depends ” from dependencies.

<<critical function>>
Evacuation
Information

Passenger

<<include>>

<<prevention>>
encryption

<<affects>>

<<critical function>>
data transportation

<<monitor>>
Watchdog

<<critical function>>
send MALs

<<Asset>>
CriticalComputer

<<Asset>>
CPU

<<Asset>>
PowerSupply

providedBy=
[CriticalComputer]

vulnerabilities=[overvoltage]

<<asset>>

ZC

Hacker

<<stressor>>
Sabotage

<<Asset>>
Antenna

<<Asset>>
Router

<<critical function>>
voice transportation

<<stressor>>
Man in The Middle

CC

<<critical function>>
MALs management

<<stressor>>
Jamming

<<include>>

<<affects>>

<<include>>

<<critical function>>
radio communication<<include>>

<<adaptation>>
line switching

Terrorist

<<affects>>

<<depends from>>

exploits=[overvoltage]

<<depends from>>

<<adaptation>>
TrainStop

exploits=[softvuln]

exploits=
[frequencypollution]

vulnerabilities=[frequencypollution]

<<asset>>

providedBy=[Router]

providedBy=
[Antenna]

vulnerabilities=[softvuln]

<<asset>>

<<monitor>>
Frequency Monitor

Figure 14. The annotated CT-UML model of the CTBC radio subsystem.

Some of the critical functions are explicitly supported by “assets ”, as depicted in the
small component diagrams in the figure.

Three “stressors ” are considered:

1. A man-in-the-middle attack, exploiting software vulnerabilities of the router to in-
trude into the communication between ZC and CC

2. A jamming attack devoted to disturbing the frequency of radio communication
3. A physical sabotage oriented to interrupt the power supply to critical wayside com-

puters (i.e., the ZC)

Some protection mechanisms are considered: strong end-to-end encryption to prevent
man-in-the-middle attacks, switching to a fixed communication line, in the case of radio
disturbance, and vitality mechanisms of the messages from the wayside to the car-borne,
to put the train in a safe state when the network is over.

By applying the rules of the model transformation on this high-level model, a BN
model can be generated, as depicted in Figure 15.
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Figure 15. The BN model of the CTBC radio subsystem.

In the model, four BN node kinds are present, in relation to the different kinds of CR
UML Profile’s stereotypes: the yellow nodes are generated from the critical functions from
the use case diagrams, the blue nodes are generated from the assets from the component
diagram, the red nodes are generated from the stressors and the green nodes are from
protection mechanisms.

6. Related Works

Capturing, modelling and ensuring resilience of interdependent critical infrastructures
(including the power grid and transportation networks), is not trivial.

Of greatest concern is resilience to large-scale disasters having the potential to destroy
an area of the network and attacks that result in correlated failures to the most vulnerable
parts of the network, and are thus most likely to partition part of the network and severely
impact services.

Modelling resilience to attacks and large-scale disasters requires a graph-theoretic
approach, as well as a simulation-based approach to model the protocols, traffic and
application scenarios. These significant challenges in modelling are discussed in [50],
where the concepts of islands of resilience and corridors of resilience are introduced
as parts of a model that should allow continuing to function even when local parts of
the infrastructure are severed from core critical infrastructure. In this work, a protocol
and traffic-based resilience analysis is performed by the open-source ns-3 discrete-event
simulator [51], in order to evidence the difficulties of having sufficient simulation models
and protocols that captures the complexity and heterogeneity of these environment for
obtaining an adequate level of resilience.
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Modelling and analysis in cyber resilience is a flourishing research topic: the scientific
community has transformed the original dependability concepts into a complex body of
knowledge, taking into account also security and resilience matters. The perfect synthesis
of this evolution is represented by the paper of Avižienis et al. [52]. From this work, the
dependability modelling scientific community has spent a huge research effort in refining
old and defining new principles, processes and techniques. Formal modelling and analysis
is a key cornerstone of this research topic: GSPN [53], Fault Tree (FT) [54] and BN [55] have
been extensively used to quantitative evaluate resilience, while model checking has been
adopted in the qualitative analysis of resilience properties [56,57].

Few works in the application of model-driven engineering principles and meta-
modelling have also been used in this field: few works focus on the design and development
of UML Profiles for modelling CI vulnerability and protection. In [58], the UML-CI profile is
introduced, which is a UML Profile aimed at defining different aspects of an infrastructure
organisation and behaviour. The CORAS method http://coras.sourceforge.net/index.html
(accessed on 10 September 2020) is oriented to model-driven risk analysis of changing
systems [59]; the CORAS language (now an OMG profile for QoS and Fault Tolerance
characteristics and mechanisms specification) is used to support the analysis of security
threat and risk scenarios in security risk analyses. UMLsec allows for expressing security
information in system specification [60], the UML Profile for Modelling and Analysis of
Real-Time and Embedded systems (MARTE) [61] is an OMG-standard profile that cus-
tomises UML for the modelling and analysis of Non-Functional Properties (NFP) of real
time embedded systems and the Dependability Analysis and Modelling (DAM) [62] profile
is a specialisation of MARTE to enable dependability analysis. CIP_VAM [41] correlates
infrastructures and vulnerabilities with the appropriate protection strategies to best defend
the asset(s).

Another emerging formalisation in resilience modelling is related to game theory.
Game theory is usually based on Nash equilibrium, a set of strategies, one for each player,
in which none of the players can improve his payoffs by changing/deviating from the
prescribed strategy [63,64]. Several game models and approaches have been studies to solve
cyber security problems, as depicted in [63], and the mechanism for continuous adaptation
in the face of survivability is promising. The use of the game-theoretic approach introduces
the right flexibility to adapt the modelling by allowing for different attacker models and
behaviours in various settings and provides a practical method to characterise the impacts
of different types of cyber attacks. It helps to identify mitigation measures, either in terms
of cyber layer security reinforcements or in terms of developing new operational planning
approaches to reduce attack impacts, depending on problem formulation.

Cyber resilience formalisation and quantification has also been explored through
bio-inspired analysis [65]. In particular, how an attack infects a system varies with user
interaction (e.g., downloading a legitimate program that has been altered to contain mal-
ware), system misconfiguration and system vulnerabilities and can be expressed in terms
of probability [66,67]. In the presented approach, IoT is considered a network of devices
where the probability of infection and interactions (communication) needs to be balanced
in order to reduce the malware outbreak while maintaining the network functionalities at
an acceptable level. The approach exploits the concept of risk perception and the memory
within the SIS (susceptible–infected–susceptible) model [68].

The use of ad-hoc safety-net functions represents another interesting formalisation
approach to Cyber Resilience. Safety-net functions comprise transitioning a malfunctioning
system to safe and sustainable operation, thereby enabling time for human intervention.
Researchers have explored a variety of promising, formally check-able representations that
show promise in realising more rigorously defined resilience. Madni et al. [69] pursued a
variant of Contract Based Design (CBD) [70–72] that is rigorous and extensible in dealing
with unknown-unknowns. CBD is a means for defining system requirements, constraints,
behaviours and interfaces by a pair of assertions, C = (A, G), in which A is an assumption
made on the environment and G is the guarantee a system makes if the assumption is met.

http://coras.sourceforge.net/index.html


Electronics 2021, 10, 583 21 of 26

Assumptions are system invariants and preconditions while guarantees are system post-
conditions. More precisely, invariant contracts describe a system that produces an output
o ∈ O when in state s ∈ S for an input i ∈ I, where O is the set of all outputs, S is the set of
all system states and I is the set of all inputs. An implementation, M, satisfies a contract if
it satisfies all contract guarantees when their associated assumptions hold. Assuming no
disruptions, an invariant contract is one that must always be satisfied when the assumption
is true. Invariant contracts can be represented by deterministic Büchi automatons and by
temporal logic [73]. However, most HCP systems are non-deterministic, and the invariant
constructs are not suitable to model unknown and unexpected disruptions that might arise
from unpredictable and undiscovered interactions with the operational environment. In a
Resilience Contracts (RC), the assert–guarantee couple construct that underlies traditional
contracts in CBD is replaced by a probabilistic “belief–reward” couple implementing
a hybrid modelling construct that combines invariant and flexible assertions. This is
represented by a Partially Observable Markov Decision Process (POMDP), a special form
of a Markov Decision Process (MDP) that includes hidden states and state transitions. The
POMDP formalism introduces the needed flexibility into a formal contract by allowing
incomplete specification of inputs and flexible definition of post-condition corrections. A
POMDP model represents a decision process in which system dynamics are assumed to be
a belief MDP, a memory-less decision process with transition rewards.

Table 2 summarises the main works here reported and highlights the differences
between these papers and the contribution of this paper.

Table 2. This paper vs. related works.

Reference Topic Improvement of This Paper

[74] The work provides a method for modelling and
evaluation of cyber resilience with BNs.

This paper introduces a wider model-driven
approach.

[63,64] The work is based on game theory. This paper provides a modelling framework
easier to use.

[40] The work presents a UML Profile for modelling and
analysis of physical security. This paper also deals with cyber assets.

[41] Model-driven approach for survivability evaluation
by means of UML and BN.

The scope of the introduced domain
model/UML Profile is wider than the
presented scope.

[53] The work is based on GSPNs The presented work introduces a
model-driven approach.

[54] This work is based on FT.

FT demonstrated their limitation since they
allow just few analysis and do not have
advanced modelling features (i.e., common
cause, multi-state variables, etc.).

[55,75] The work uses BNs
The work does not apply any model-driven
principle. Low level modelling is an
error-prone activity.

[76] It defines a conceptual model for cyber resilience This paper does not provide any practical
modelling and analysis approach.

[77] It defines a DSML for the modelling of a
computer-based infrastructure.

This work is based on simulation while the
presented work is based on a formal—more
powerful—analysis method.

[78]
This work presents a model-driven approach for
generating code skeletons for injecting security in
complex software-based systems

The presented approach can be used during
the design-time phases.
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7. Conclusions and Future Works

Cyber resilience is a concept that helps us in planning for adverse events, absorb-
ing stress, recovering and predicting and preparing for future stressors. Current cyber-
resilience definitions and frameworks do not take into account holistic visions of systems:
technologies, people and processes are dealt with in separate ways. As security mat-
ters cannot be contained into separate bulkheads, a unifying, holistic approach, must
be pursued.

This paper starts from the conceptual separation between Adaptive Capacity and
Coping Ability, considered as the two main building blocks of the Cyber Resilience con-
cept, allowing a better definition of the contribution of the assets available in the system.
Founded on these pillars, this paper designs a full model-driven approach, consisting of:
(1) a domain model; (2) a UML Profile’ and (3) an automatable modelling-transformation-
analysis process to generate a BN model.

In fact, as model-driven engineering techniques—in general—and Bayesian Networks—
in particular—have proved their abilities to cope with heterogeneous and diverse concerns,
this paper gives a contribution in this field. This contribution is of course not limited to the
approach here designed. In fact, as the proposed UML Profile is the “implementation” of
the conceptualisation previously introduced, its scope is not just limited to the presented
Model-Driven Engineering (MDE) approach. The information that can be captured from a
CR-UML Profile compliant model can be used in several contexts.

The application of the presented methodologies and techniques to the railway domain
case study demonstrated that is now possible to represent a complex system in terms of
its functions, threats and related protection mechanisms. The transformation in BN also
enables a quantification of the residual risk of the system; furthermore, it also enables the
adoption of proper countermeasures in the early phases of the system life-cycle.

By means of the approach introduced in this paper, a system assessor is able to conduct
a preliminary analysis to detect the most critical points under the resilience aspect. The
translation into a BN model allows not only evaluating risk given a set of observations
(i.e., an attack hypothesis), but also to analyse the most probable causes given a possible
attack’s effects.

As all unifying modelling approaches, the proposed methodology suffers from some
issues. First, this approach was demonstrated on a specific generational approach; second,
the proposed approach is not supported by experimental data; and, third, it does not
take into account timing issues (i.e., sequences of events and timing constraint between
events). Furthermore, MDE is perfectly able to match these issues respectively by means
of its flexibility, the capability to support to quantitative methods and the possibility to
generate models conforming to formalisms that naturally support timing-related analysis
(e.g., Generalised Stochastic Petri Nets and Dynamic Bayesian Networks).

The authors are aware that this paper is not the end of a path but its starting point.
Future works are due to consolidate the work here presented, including :

• integration of the proposed modelling method into an existing industrial risk manage-
ment process;

• usage of the UML Profile with another “analysis-level” formalism (e.g., Petri Nets);
and

• definition of a final software package implementing the approach.
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Abbreviations
The following abbreviations are used in this manuscript:

ATC Automatic Train Control
ATO Automatic Train Operation
ATP Automatic Train Protection
ATS Automatic Train Supervision
BC Buffer Capacities
BN Bayesian Network
Bot Internet Robots
CBD Contract Based Design
CTBC Communication-Based Train Control
CC Carborne Controller
C&C Command and Control
CODOT Colorado Department of Transport
CPT Conditional Probability Table
DAG Direct Acyclic Graph
DDoS Distributed Denial of Service
DSML Domain Specific Modelling Language
FBC Function Buffer Capacities
FDC Function Dumping Capacity
FF Function Flexibility
FM Function Margin
FRAM Functional Resonance Analysis Method
FTO Function Tolerance
FT Fault Tree
FX Flexibility
GSPN Generalised Stochastic Petri Nets
HCPS Human-Cyber-Physical Systems
IoT Internet of Things
IXL Interlocking
MA Margin
MALs Movement Authority Limits
MDE Model-Driven Engineering
MDP Markov Decision Process
NAS National Academy of Science
OC Object Controller
PSDs Platform Screen Doors
POMDP Partially Observable Markov Decision Process
PPS Physical Protection System
RC Resilience Contracts
TO Tolerance
UML Unified Modelling Language
UTS Urban Transport System
V&V Verification and Validation
ZC Zone Controller
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