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Résumeé

Face a des événements météorologiques violents, un systéme de distribution électrique peut souffrir
de la perte ou de la défaillance d'un ou de plusieurs de ses composants. Ce phénomene est connu sous
le nom de contingence de systéme. Néanmoins, en tirant parti des systémes de protection, de
I’¢électronique de puissance et de la pénétration des ressources énergétiques décentralisées dans le
réseau électrique, un systéme de distribution électrique a la possibilité d'étre reconfiguré en micro-
réseaux. Cela permet de résister contre de telles éventualités en gardant au minimum la possibilité
d’une interruption de l'alimentation. Poussé par des facteurs techniques, économiques et
environnementaux, ainsi que par le déploiement rapide d'un grand nombre de ressources de
production décentralisées, le micro-réseau est récemment devenu un concept important dans un

systeme de distribution actif et rapidement reconfigurable.

Les micro-réseaux ont la capacité de fonctionner a la fois en mode connecté au réseau et en mode
isolé. En raison de cet avantage, le micro-réseau est devenu un élément clé du futur réseau intelligent.
Bien que le concept de micro-réseau puisse apporter différents avantages aux services de distribution
et aux clients, a savoir une amélioration de I'économie, de I'environnement et de la résilience, il offre
toujours un défi au niveau de la planification et la gestion opérationnelle. Les défis de la planification
des micro-réseaux proviennent de : 1) la nature intermittente et incertaine des ressources
décentralisées et des charges des systémes distribués, ainsi que I'incertitude relative aux contingences
auxquelles le réseau de distribution est confronté, 2) la charge de calcul que la prise en compte des
incertitudes du micro-réseau implique, et 3) le grand nombre de compromis entre les différents
objectifs d'optimisation possibles du micro-réseau qui doivent étre pris en compte dans la phase de
planification. Motivée par ces défis, cette recherche propose le développement de nouvelles
méthodologies d'analyse et de planification qui peuvent assurer I'efficacité du processus de création
du micro-réseau en tenant compte des caractéristiques particuliéres et de la philosophie opérationnelle

du micro-réseau.

Dans un premier temps, les modeles d’étude d’écoulement de puissance linéaires et non linéaires sont
développés en prenant compte des caractéristiques réelles d'un micro-réseau insulaire équilibré et
déséquilibré, c'est-a-dire 1'absence de bus infini, la présence d’une fréquence du systeme variable et
de certains générateurs fonctionnant en mode de controle « statisme ». Tout d'abord, nous présentons
un algorithme non linéaire basé sur la méthode des mailles et la matrice Zy,s pour un micro-réseau
opéré en mode « droop ». Cet algorithme sans inversion est particulierement adapté aux grandes

dimensions des systémes de distribution pratiques comprenant des milliers de nceuds électriques,



lorsqu'ils fonctionnent comme des micro-réseaux insulaires. Deuxiémement, un modéle linéaire pour
étudier 1’écoulement de puissance (LPF) basé sur la méthode des nceuds est proposé. Etant basé sur
la méthode des nceuds, le modéle proposé est utilisable dans différents problémes d'optimisation de
micro-réseaux. Des études de cas numériques sont développées et utilisées pour démontrer la
précision des modéles proposés et garantir leur application réussie pour modéliser avec précision
I’écoulement d'énergie dans un micro-réseau. Cela permet son application dans un processus

d’optimisation présenté a 1’étape suivante de cette recherche.

Dans la deuxiéme étape, cette recherche propose un modele d’écoulement de puissance optimal (OPF)
pour le fonctionnement optimal des micro-réseaux a courant alternatif, équilibrés et déséquilibrés,
avec un contrdle hiérarchique (c'est-a-dire, un contréle primaire et secondaire). Le modéle proposé a
d'abord été formulé comme un modéle non linéaire en nombres entiers (MINLP), puis il a été linéarisé
et converti en un modele linéaire en nombres entiers (MILP) en utilisant le modele LPF développé
dans la premiére étape de cette recherche. La philosophie de fonctionnement du micro-réseau, en
mode connecté au réseau et en mode Tloté, a été prise en compte. De plus, plusieurs types de
générateurs distribués, y compris ceux qui sont disptachables et non disptachables, ainsi que des
ressources de stockage d'énergie, ont été pris en compte dans le modele MILP proposé. Plusieurs
études de cas numériques ont été menées pour valider et prouver I'efficacité et la précision du modéle
MILP développé. Les résultats de ces études de cas ont démontré la précision et la supériorité de

calcul du modéle MILP proposé.

Enfin, un cadre de planification pour les micro-réseaux dans les réseaux de distribution actifs est
proposé. Ce cadre de planification vise a améliorer la résilience des systémes de distribution
d'électricité face a des événements de faible probabilité, a fort impact. Dans le cadre propose, le
probléme de planification a été présenté comme un probleme d'optimisation stochastique a deux
niveaux. Tout d'abord, le niveau externe traite du placement optimal des éléments de planification du
systeme de distribution (c.-a-d. les ressources répartissables ou non répartissables, les unités de
stockage d'énergie et les interrupteurs d'isolement). Ce probleme a été formulé en utilisant une
formulation d'optimisation multi-objectifs et ensuite I'algorithme métaheuristique bien connu NSGA-
II est adopté pour la recherche d’une solution optimale. Cette approche permet de déterminer les
solutions qui impliquent le meilleur compromis entre plusieurs objectifs éventuellement conflictuels
du probléeme de planification, a savoir le codt, la résilience et l'impact environnemental.
Deuxiémement, le niveau interne du cadre de planification traite du probléme d'optimisation relatif
au fonctionnement optimal des micro-réseaux qui peuvent étre créés par les éléments de planification

du systeme de distribution alloués dans le niveau externe. Le probleme du fonctionnement optimal



du micro-réseau est présenté comme un probléme d’étude de 1’écoulement de puissance optimal
linéaire (LOPF). A cette fin, le modéle MILP développé dans la deuxiéme étape est adopté.
Néanmoins, il est nécessaire de prendre en compte différents scénarios stochastiques dans le niveau
interne pour tenir compte des différentes incertitudes du systéme. Il faut aussi considérer la nature
métaheuristique du niveau externe ce qui demande la résolution du modéle LOPF pour chacun des
scénarios stochastiques et aussi pour chaque individu de la population. La prise en compte de ces
facteurs présente un défi au niveau du calcul. Par conséquent, une nouvelle méthodologie utilisant un
modele de réseau de neurones (DNN) est proposée. Cette méthode permet de dériver rapidement
I'information requise des solutions LOPF pour les scénarios stochastiques considérés. Enfin,
I'efficacité du cadre proposé est validée par des résultats de simulation numérique.



Abstract

Facing severe weather events, a distribution system may suffer from the loss or failure of one or more
of its components, known as N-K contingencies. Nevertheless, taking advantage of the system’s
isolate switches and the penetration of the distributed energy resources in the electrical grid, a
distribution system has the possibility to be clustered into microgrids in order to withstand such
contingencies with minimal power interruption. Driven by technical, economic and environmental
factors, as well as by the rapid deployment of a large number of distributed generation resources, the
microgrid has recently become an important concept in the active distribution system.

Microgrids have the ability to operate in both grid-connected and islanded modes. The benefits that
the microgrid concept can bring to the operation of the distribution grids make the microgrid a key
component of the future smart grid. While, the microgrid concept can bring different benefits to both
distribution utilities and customers i.e., economic, environmental and resilience enhancement; the
planning and operational management of microgrids still present several challenges for the decision
maker and the distribution network operator. The challenges with the planning of microgrids arise
from: 1) the intermittent and uncertain nature of the distributed energy resources and loads as well as
the uncertainty pertaining to the contingencies facing the distribution network, 2) the computational
burden that considering the microgrid’s uncertainties entails, and 3) the large number of trade-offs
between the different possible microgrid optimization objectives that need to be considered in the
planning stage. Motivated by these challenges, this research proposes the development of new
analysis and planning methodologies that can ensure the efficacy of the microgrid creation process

considering the microgrids special features and operational philosophy.

Initially, nonlinear and linear power flow models are developed to cope with the real characteristics
of balanced and unbalanced islanded microgrid i.e. the absence of the slack bus, the system frequency
being a variable and some DGs operating in droop-control mode. First, a non-linear branch-based
Zyus algorithm for the droop-controlled islanded microgrid is introduced. This algorithm is inversion
free and is particularly suited for the large dimensions of practical distribution systems comprising
up to thousands of electrical node, i.e., when operated as islanded microgrids. Secondly, a node-based
linear power flow (LPF) model for droop-controlled islanded microgrids is proposed. The node-based
nature of the proposed LPF model, allows this model to be integrated in different microgrid
optimization models. Numerical case studies are developed and are used to demonstrate the accuracy
of the proposed power flow models and guarantee its successful application to accurately model the

microgrid power flow in the optimization application in the next stage of this research.



In the second stage, this research proposes an optimal power flow (OPF) model for the optimal
operation of balanced and unbalanced AC microgrids with hierarchical control (i.e., primary droop
and secondary control). The proposed model has been first formulated as a mixed integer nonlinear
programing (MINLP) model, then it was linearized and converted into a mixed integer linear
programing (MILP) model by adapting the LPF model developed in the first stage of this research.
The operating philosophy of the microgrid, in both grid-connected and islanded modes of operation,
was considered. Additionally, several types of distributed generators, including dispatchable and non-
dispatchable, as well as energy storage resources, were considered in the proposed MILP model.
Several numerical case studies were conducted to validate, and prove the effectiveness and the
accuracy of the developed MILP model. The results from the developed case studies demonstrated
the accuracy and the computational superiority of the proposed MILP model.

Finally, a planning framework for microgrids in active distribution networks is proposed. The
proposed planning framework is aimed at enhancing the resilience of power distribution systems
facing high impact low probability events. In the proposed framework, the planning problem has been
casted as a stochastic bi-level optimization problem. First, the outer level deals with the optimal
placement of the distribution system planning elements (i.e., dispatchable/non-dispatchable
resources, energy storage units and isolating switches). This problem has been formulated using a
multi-objective optimization formulation and the well know metaheuristic Non-dominated Sorting
Genetic Algorithm (NSGA-II) algorithm is adopted for its solution. This approach allows for
determining the solutions that entail the best trade-off between the possibly conflicting multi-
objectives of the planning problem, namely, cost, resilience and environmental impact. Second, the
inner level of the planning framework handles the optimization problem pertaining to the optimal
operation of the microgrids that can be created by the distribution system planning elements allocated
in the outer level. The problem of the microgrid’s optimal operation is casted as a Linear Optimal
Power Flow (LOPF) problem. To this end, the proposed MILP model developed in the second stage
is adopted. Despite using a LOPF model, considering different stochastic scenarios in the inner level,
to account for the different system uncertainties, along with the metaheuristic nature of the outer level
make solving the LOPF model for each of the stochastic scenarios for each individual in the
metaheuristic optimization’s population, using a numerical optimization solver computationally
challenging. Motivated by this challenge, a novel methodology using a deep neural network (DNN)
model is proposed for deriving the information required from the LOPF solutions for the stochastic
scenarios under consideration. The effectiveness of the proposed framework is finally validated by

numerical simulation results.

Vi
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Nomenclature

The notation for this thesis has been listed as following. In the order to quick reference, the

parameters, variables, and some of notation type has been stated for each chapter.

Abbreviations

[SWsub Isolate Switch at the upstream substation
AC/DC Alternative/Direct Current system

ADS Active Distribution System

AMG Autonomous or Islanded Microgrid

BFS Backward-Forward-Sweep

BRB Bayesian Regularization Backpropagation
CCs Compressed Column Storage

DDG Dispatchable Distributed Generation
DER Distributed Energy Resource

DFS Depth First Search algorithm

DG Distributed Generation

DMS Demand Side Management

DNN Deep Neural Network

DOE U.S. Department of Energy

droop/2nd Primary droop mode with a supervisory secondary control layer
DSO Distributed System Operator

ESS Energy Storage System unit

GC Grid-Connected operation

GS Gauss Seidel

HILP High Impact Low Probability

IMG Islanded Microgrid

IS Islanded operation

ISW Isolate Switch

LOPFACDL Deep Learning AC-LOPF

LPF Linear Power Flow

MBF Modified Backward Forward power flow method
MG(s) Microgrid(s)

MILP Mixed Integer Linear Programming
MINLP Mixed Integer Nonlinear Programming
NaS Technology Sodium Sulfur

N-K Level of contingencies

non-LPF Nonlinear Power Flow

NR Newton Raphson

NREL National Renewable Energy Laboratory
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NSGA-II Non-dominated Sorting Genetic Algorithm Il

NTR Newton Trust Region power flow method
NYISO New York Independent System Operator
O&M Operation and Maintenance

OPF/LOPF Non-Linear/Linear Optimum Power Flow
PCC Point of Common Coupling

PHEVs Plug-In Hybrid Electric VVehicles

PQ bus Active and reactive power controllable bus
PQ mode Active and Reactive power control mode
PV Photovoltaic energy

PV bus Active power and voltage controllable bus
SOC State of Charge of the ESS

SPF System Performance

SRF-PLL Synchronous Reference Frame Phase Locked-Loop
T&D Transmission and Distribution

TR Transformer

WT Wind Turbine energy

Sets and Numbers

Ny Number of the branches in the test system
Npus Number of buses in the test system
Ngag Number of DDGs in the planning problem
Npe Number of DG units
Negs Number of ESSs in the planning problem
Nfeqt Number of features in a vector of sample
Ny Number of hidden layers for DNN model
Nisw Number of ISWs in the planning problem
Nye Number of the microgrids
Npath Number of the paths search
Ny Number of PVs in the planning problem
Tpw Number of pieces for piecewise linearization
N Number of normal scenarios
N’ Number of severe scenarios
Nsam Number of samples for training DNN model
Ny Planning horizon time e.g., 24h
Nyt Number of WTs in the planning problem
R Continuous variable or real number
Z Integer variable or binary number
Q, Set of buses type x, where x can be {BUS, LIN, PCC, DDG, WDG, PV or ESS}
Q5pe Set of candidate buses for DDGs
Q5SS Set of candidate buses for ESSs

2 Set of candidate branches for SSWs
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Qe Set of candidate buses for PV units

QT Set of candidate buses for WT units

_Q{ Ia]\l]l Set of failure branches in the test system

qrode Set of targets node(s)

QF Set of generated scenarios for normal situation

QY Set of generated scenarios for severe situation considering network SPF
progression phase I and Il (i.e., t¢ - t")

Q/S/,orig Original set before reduction of generated scenarios for severe situation
considering network SPF progression phase I and Il (i.e., t® = t")

abre Set of generated pre-scenarios for severe situation considering only network
SPF progression phase | (i.e., t® — t%)

Qg am Set of DNN training samples

Qge Set of seasonal periods i.e. {fall, winter, spring, summer}

Qr Set of segments or hours in the planning horizon e.g. QO = {1,2,3, ...,24}

D Set of droop buses

F Set of electrical phasesi.e. A, Band C

List of Symbols Used in Chapter 1

f System frequency
f* Frequency reference for primary control of the droop unit
fmax fmin Maximum/Minimum frequency violation
fOPF(x) Objective function for OPF problem dependent on set of variables x
FPlan(x) Objective function of the planning problem dependent on set of variables x
g% (x) Set of equality constraints dependent on set of variables x
GPlan( ) Set equality and inequality constraint for the planning problem
hOPF(x) Set of inequality constraints dependent on set of variables x
HPlan() Set inequality and inequality constraint for the planning problem
I Vector containing current injection in complex form for the buses in the
balanced IMG
mP Active droop gain of the droop unit
nf Reactive droop gain of the droop unit
OF, mt" objective function for the case multi-objective problem
pemax Maximum allowable for active power generated by DDG unit
p¢ Active power generated by the droop unit
P; Active power injected to bus i
pf Active power demand located at bus i
Q@ max Maximum allowable for reactive power generated by DDG unit
Q¢ Reactive power generated by the droop unit
Q; Reactive power injected to bus i
£ Reactive power demand located at bus i
S; Complex form appearance power injected to bus i
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uOPF
v
14
V*
Vmax/vmin

XOPF

Xplan
Vbus

Zbus

o)

w

Set control variables

Vector containing voltage in complex form for the buses in the balanced IMG
Magnitude of voltage

Voltage reference for primary control of droop unit
Maximum/Minimum voltage violation

Set of dependent variables

Set decision variables for the planning problem

Admittance matrix in rectangular form for the balanced IMG
Impedance matrix in rectangular form for the balanced IMG
Phase angle of voltage

Angular frequency

List of Symbols Used in Chapter 2

Parameters:
Pl
PiL,3CI>
P}

L
Qiy

L3
Q;

Qf
VL-*
f‘i*

P
i
q
n;

Active power demand phase ¥ located at bus i

Three phase active power demand located at bus i
Active power demand located at bus i

Reactive power demand phase ¥ located at bus i

Three phase reactive power demand located at bus i
Reactive power demand located at bus i

Voltage reference for primary control of the it DDG
Frequency reference for primary control of the i** DDG
Active droop gain of the it" DDG unit

Reactive droop gain of the i*" DDG unit

Variables and elements exclusive used for chapter 2:

Af
av

Frequency deviation of the IMG from the nominal frequency

Vector containing voltage deviation for the buses in the balanced IMG

Voltage deviation calculated for bus i

Islanded Microgrid’s frequency

System frequency of nominal operating point

Islanded Microgrid’s frequency considering 3 phase power flow

Vector containing current injection in complex form for the buses in the
balanced IMG

Vector containing complex form of branch current phase A, B and C for the
unbalanced IMG

Vector containing complex form of current injected to phase A, B and C for the
buses in the unbalanced IMG

Vector containing complex form of branch current in the unbalanced IMG
Sum of branch current phase ¥ that adjacent to bus 1

Current injected to phase ¥ of bus i
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K/KT
KBCD/(K3CD)T
KrfIgaf
Py

LY

L,spec
By
Pa,b,c

i
F)'b'r,3(lJ

i

PiG‘(a’b‘C)
PiG,3(I>

Current flowing on phase ¥ of branch i
Sum of branch current that adjacent to bus 1

Current injected to bus i
Current of branch i

Iteration counter of the middle loop of Z,s algorithm

Incidence matrix and it transpose of the unbalanced IMG

Three phase incidence matrix and it transpose of the unbalanced IMG
Active and reactive power frequency dependencies factors

Active power injected phase ¥ to bus i

Initial active power generated phase ¥ by it"* DG unit

Specified nominal active power demand

Active power injected specific to phase A, B or C of bus i
Three-phase active power flowing on branch i

Active power generated phase A, B or C by the it"* DG unit
Three phase active power generated by the it" DG unit
Active power generated by the it" DG unit

Reactive power generated by the i" DG unit

Initial reactive power generated phase ¥ by i* DG unit
Specified nominal reactive power demand

Reactive power injected specific to phase A, B or C of bus i
Three-phase reactive power flowing on branch i
Reactive power generated phase A, B or C by the it"* DG unit

Three phase reactive power generated by the it"* DG unit
Three phase reactive power demand located at bus i

Real part of Zbus

Vector containing power injection in complex form for the buses in the balanced
IMG

Vector containing complex form of power injected to phase A, B and C for the
buses in the unbalanced IMG

Vector containing voltage magnitude in for the buses in the balanced IMG
Vector containing voltage in complex form for the buses in the balanced IMG
Vector containing the voltages in complex form for the buses in the unbalanced
IMG

Voltage in complex form for phase ¥ of bus 1

Voltage in complex form for phase ¥ of bus i

Vector containing voltage in complex form for phase A, B and C of bus 1
Voltage in complex form of bus i

Voltage in complex form specific to phase A, B and C of bus i
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Vit

Vi

Vit

Vi

Xbr,3d>

Xbus,(O)

Xbus,3¢

Xbus
¥Yp

Y

Zbr,3¢

Zbus,SdJ

Zbus

sbr,¥[3
Z; ;
alB

o

6abc

5;
Sia,b,c
¥Yp
0; i

A

Vector of iteration it, containing voltage magnitude for the buses in the balanced
IMG

Voltage magnitude of bus 1

Voltage magnitude of bus 1 for iteration it

Voltage magnitude of the bus i

Reactance matrix for the branches in the unbalanced IMG

Reactance matrix for the buses in the balanced IMG based on initial data import
Reactance matrix for the buses in the unbalanced IMG

Reactance matrix for the buses in the balanced IMG

Admittance between node i and j considering phase ¥ to 8

Primitive impedance matrix in rectangular form of the unbalanced IMG
Three-phase bus impedance matrix in rectangular form for unbalanced IMG
Impedance matrix in rectangular form for the balanced IMG

Impedance between node i and j considering phase ¥ to

Active and reactive power exponents

Vector containing voltage magnitude angle in for the buses in the balanced IMG
Vector containing the voltage magnitude angles for the buses in the unbalanced
IMG

Voltage magnitude angle of the bus i

Voltage magnitude angle specific to phase A, B or C of bus i

Admittance angle between node i and j considering phase ¥ to 8

Step size exclusive used for the middle of Z,s algorithm

List of Symbols Used in Chapter 3

Parameters:

L
Py
L
Qiy
Vi*
fi

P
i
q
n;

Variables:

B
B;;

Active power demand phase ¥ located at bus i
Reactive power demand phase ¥ located at bus i
Voltage reference for primary control of the it"* DDG
Frequency reference for primary control of the it* DDG
Active droop gain of the it" DDG unit

Reactive droop gain of the i*" DDG unit

Element of the susceptance matrix denote the connection of bus i phase ¥ to
bus j phase 8

Islanded Microgrid’s frequency considering 3 phase power flow

Element of the conductance matrix denote the connection of bus i phase ¥ to
bus j phase 5

Active power injected phase ¥ to bus i

Active power generated by the it" DG unit
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PiG,3(D

Qiy
G,30
Q;

Viw
Via,b,c
Siw
Sia,b,c

Three phase active power generated by the it" DG unit

Reactive power injected phase ¥ to bus i

Three phase reactive power generated by the it* DG unit

Voltage magnitude in complex form of phase ¥ of the bus i

Voltage magnitude in complex form specific to phase A, B or C of the bus i
Voltage magnitude angle of phase ¥ of the bus i

Voltage magnitude angle of specific to phase A, B or C of the bus i

List of Symbols Used in Chapter 4

Parameters and vector/matrix:

At
APL,

B
B

m
bt
E

DDG
CR!
ESSmax
E i

ELESS,mm

B
G

brmax
I k

ki®

P
m;

q
n;

N;:urt
P
Pil,’tV, 3P
PiVZT, 3@

Lpeak
Fy
L
Py
PDDG,max
i
PDDG,min
i

pc”!

DDG,1st/4th
PEPPEIS

Step time (i.e., 1 segment = 1 hour)

Annual peak load factor according to seasonal pattern

Element of the susceptance matrix denote the connection of bus i phase ¥ to
bus j phase g

Binary input parameter indicates the operation mode of the MG at time ¢
Binary input parameter indicates the operation mode of the it"* ESS
Consumption rate of the natural gas of DDG; [scf/kWh]

Maximum allowable stored energy of the ESS unit i

Minimum allowable stored energy of the ESS unit i

Element of the conductance matrix denote the connection of bus i phase ¥ to
bus j phase g

Maximum ampacity of the branch k

Integral gain for frequency restoration for DDG or for ESS with primary droop
control mode with a supervisory secondary control layer

Active droop gain of the i" DDG unit or the i*® ESS with primary droop control
mode with a supervisory secondary control layer

Reactive droop gain of the i®" DDG unit or the it"* ESS with primary droop
control mode with a supervisory secondary control layer

Limit on the number of load shedding switchings for each load at bus i

Three phase active power demand located at bus i, time t

Three phase active power generated by it PV units at time i
Three phase active power generated by i* wind units at time i
Annual peak active demand of bus i

Active power demand phase ¥ located at bus i, time ¢

Maximum allowable for active power generated by i** DDG unit
Minimum allowable for active power generated by i*" DDG unit

Penalty coefficient of voltage violation [$/kV]
Minimum operating power factor allowable of the 154" quadrant of the DDG
unit i
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TR,1st/4th
pERIst

P FiP |4

PFWT
QZI;TBQ)
QiL_ﬁeak
Qiw,e

QiDDG,max
QiDDG,min
QiESS,‘max
QLESS,min

SiDDG,max
SiPV,max
SiTR,max
SiWT,max

soc?
curt

T;

vcz,vco,vra

ymax

Vmin

Vi* *
v}

GC
Vspec
vt

ESS

i
geurt

O.fuel

Sets of Variables:
XMINLP,3<D

XMILP,3<D

Minimum operating power factor allowable of the 1%/4" quadrant of the
transformer i

Power factor set of the PV unit i

Power factor set of the wind unit

Three phase reactive power generated by i** wind units at time i

Annual peak reactive demand of bus i

Reactive power demand phase ¥ located at bus i, time t
Maximum allowable for reactive power generated by i" DDG unit
Minimum allowable for reactive power generated by it" DDG unit
Maximum allowable for reactive power of i ESS unit

Minimum allowable for reactive power of i ESS unit

Certain radiation point, typically set to 0.15 kW/m?

Solar radiation in standard test conditions, typically specified as 1000 W/m?
Solar irradiance in KW/m?

Capacity rating of the DDG unit i

Capacity rate of the PV unit located at bus i

Capacity rate of the transformer located at the substation

Capacity rate of the wind DG located at bus i

Initial state of charge of the ESS unit i

Maximum hours of load curtailment of bus i

Cut-in, cut-out, and the rated speed of the wind DG, respectively

Maximum voltage violation

Minimum voltage violation

Voltage reference for secondary control of the it* DDG or the it* ESS with
primary droop control mode with a supervisory secondary control layer
Voltage reference for primary control of the i®" DDG or the it" ESS with
primary droop control mode with a supervisory secondary control layer
Nominal specified voltage during grid-connected mode

Wind speed in m/s

Efficiency of the energy storage

Cost of load curtailment [$/kWh]

Natural gas price [$/Thousands of cubic feet]

Market energy price at time t [$/kWh]

Nominal angular frequency of the system

Vector containing the decision variables for the MINLP problem formulation
Vector containing the decision variables for the MILP problem formulation

Continuous variables:

ESS
Ej;

Energy SOC of the ESS unit i at time ¢
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DDG,3®
Pi,t

PCC,3®
Pi,t

ch,3®
Pi,t

dch,3®
Pi,t

Py,

DDG
Pi,‘l’,t

PCC
Pyt

dch
Pi,‘l’,t
br
Pk,lI’,t
QESS,3<1>
it
Qiw,t
DDG
iL,W,t
ESS
iL,W,t

pPCC
LYt

b
Qk,rw,t

v,int
LY.t

u
Vi
Siw,t
MG
8'1’,1.'

Binary variables:
bcurt
it
ESS
bi
t
z{y"

Three phase active power generated by the i®" DDG unit at time ¢

Three phase active power imported from the main grid across the i*" PCC of the
MG at time ¢

Active power charge by i*" ESS unit at time ¢

Active power discharge by it" ESS unit at time ¢

Active power injected phase ¥ to bus i at time ¢t

Active power phase ¥ generated by the i®* DDG unit at time t

Active power phase ¥ imported from the main grid across the i** PCC of the
MG at time ¢t

Active power phase ¥ discharged by i*" ESS unit at time ¢

Active power phase ¥ flowing across the transmission branch k at time t
Three reactive power generate/receive of the i" ESS unit, at time ¢

Re-active power injected phase ¥ to bus i at time t

Reactive power phase ¥ generated by the i** DDG unit at time ¢

Reactive power phase ¥ generated by i*"* ESS unit at time ¢

Three phase reactive power imported from the main grid across the it" PCC of
the MG at time t

Reactive power phase ¥ flowing across the transmission branch k at time t
Integrator output of secondary voltage restoration considering phase ¥ of it"
DDG unit or the it" ESS operating with secondary control at time ¢

Voltage magnitude phase ¥, of the bus i at time t

Voltage magnitude angle of phase ¥, bus i at time t

Phase angle of the bus where the frequency control act

Binary variable representing load curtailment (1: load shaded and 0: load fed)
Binary variable indicates the status of ESS i.e. 1: discharge and 0: charge

Binary variable representing a linearization of absolute term |b{}™ — {4

Function and Metric:

CURT
Ce

DDG
Ce

PCC
Ce

VI
Ct
VI,Lin
Ct

Cost of energy curtailment during islanding mode at time ¢

Cost of natural gas consumption by the DDG units at time t

Cost of energy imported from the substation across the PCC of the microgrid at
time t

Cost of voltage deviation at time ¢

Linearized version of ¢}’

List of Symbols Used in Chapter 5

Parameters and vector/matrix:
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DDGE*
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EiESS,size

ESS$ye
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s

Step time (i.e., 1 segment = 1 hour)

Adjacency matrix for generating MGt

Annual peak load pattern in percentage at time ¢ for st” scenario of season se
Line or branch availability binary matrix

Reduction version of AV, .. "8

Matrix constraining the binary element represents an availability of the branches
for st" scenario of season se, considering full network SPF progression i.e.,
phase I and Il (i.e., t¢ = t")

Matrix constraining the binary element represents an availability of the branches
for st" scenario of season se, considering only network SPF progression phase
I (i.e., t® — t9)

Element of the time-coupled susceptance matrix denote the connection of bus i
to bus j at time ¢ for st" scenario of season se

3D matrix containing the time coupled susceptance matrices for st* scenario of
season se

Binary input parameter indicates the operation mode of the microgrid at time ¢
for st" scenario of season se

Vector of biases for it" hidden layer of DNN architecture

Element of the susceptance matrix denote the connection of bus i to bus j
Vector containing binary elements b’; ; . indicates the operation mode for each
bus at time t

Binary vector represents the bus(es) affected/non-affected by fault(s) at time ¢t
Branch location corresponding to failure branch i

Bus online or bus non affected by fault(s)

Vector containing binary elements bus;'¢; . that indicates bus energize/non-
energize at time ¢ for st" scenario of season se

Normal Cumulative Distribution Function

Location of nt* DDG of sample sp

Vector containing the location of the DDGs for sample sp

Vector containing the size of DDGs for sample sp

Vector containing binary elements DDGZ?"™ that indicate the n'" DDG
deactivation at time t

Shortest path between two points by Dijkstra algorithm

Maximum Depth of Discharge allowable for ESS

Energy rating of ESS at candidate bus i

Vector containing the location of the ESSs for sample sp

Vector containing the status of the ESSs (i.e., ESSZYiL) at time ¢

Activation function for the output layer

Activation function for the i** hidden layer

Vector containing f,ff}‘s that indicate the location of the controllable bus at time
t forant® DDG
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INdnn
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KDDG
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DDG

L i,t,s,se
ES

L i,t,s,se
PCC

L i,t,s,se

LbT

k,t,s,se
LFa,
Mad]'
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i

adj
Ml.j

m

MGRFS
MGsetO
MG,
MG3et

Binary matrix represents branches affected by different location of faults
Binary matrix represents buses affected by different location of faults
From bus of the failure overhead line of branch i

Set of from bus and to bus for the test case tropology

Vector containing the i*" fault at location i.e., floc; . at time t

Undirected graph representation by set of vertices (nodes) NDP*S and set of
edge (branch) EDP"

Element of the time-coupled conductance matrix denote the connection of bus i
to bus j at time ¢ for st" scenario of season se

3D matrix containing the time coupled conductance matrices for s* scenario of
season se

Element of the conductance matrix denote the connection of bus i to bus j

Vector containing hﬁldg that indicate the presents of DDG for mt* MG

Pre-determined range for determining ¢®" for the case corresponding to higher

gust high
t,s,se > vcri

Pre-determined range for determining ¢?"for the case corresponding to v/2Y <

wind v

gust high
171:,s,se = vcri

Maximum ampacity of the branch k

Matrix containing vector of feature IN;’{,‘" for training DNN model, sp € Qgan
Vector containing the location of m™ ISW (i.e., ISW,2P°™) in open state

Vector containing the location of ISWs

Constant factor for calculating wind-gust

Integral gain for frequency restoration for DDG with droop/2™4

Level of contingencies

Carbon emission factor in kg/kWh according to energy generated by DDGs
Carbon emission factor kg/kWh according to energy imported from the main
grid

Set of piecewise linearization for DDG quadratic constraint

Set of piecewise linearization for ESS quadratic constraint

Set of piecewise linearization for PCC quadratic constraint

Set of piecewise linearization for line ampacity quadratic constraint

Binary vector represents the line(s) affected/non-affected by fault(s) at time t
Adjacency matrix

Active droop gain of the it" DDG unit with primary droop/2"¢

Binary element of M4 represents the connection between two adjacent nodes
ij

Vector of m*™ microgrid obtained by DFS of m*"* rootM¢

Initial set of microgrid formation

Set of buses in m"* MG formed at time t

Matrix containing the set of possible microgrids formation due to fault at time t
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PESS,max
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GRID+
P t,s,se

PiDDG,SlZQ

ESS,size
P i

Lpeak
Pi,t,s,se

PV,size
P i

WT,size
P i

bus,max
P i

DDG
Pstep

ESS
Pstep

PV
P step

wT
P step

PATH""
PATHPbus
path?”
path?*s

pc”!
PF.DDG’lst
12

PFiDDGA-th

Mean sum of squares of the DNN errors

Mean sum of squares of the DNN weights

Specified mean time to repair under normal weather condition
Number of the poles according to span length of branch i

Reactive droop gain of the it* DDG unit with primary droop/2™d

Number of generated scenarios in Q2"

Trained DNN model for target n

Planning upper bound for DDGs allocation

Planning upper bound for ESSs allocation

Planning upper bound for PVs allocation

Planning upper bound for WTs allocation

Vector of neuron pre-activation obtained by i*" hidden layer according to
sample sp

Active power injected to bus i at time t for st scenario of season se

Active power load for bus i at time ¢ for st scenario of season se

Active power generated by i** PV unit at time t for st scenario of season se
Active power generated by it® WT unit at time ¢ for st" scenario of season s
Active power imported from the main grid at time ¢ for st* scenario of season
se. Its corresponding to P2%%, ¢ . > 0

Active power rating of DDG at candidate bus i

Active power rating of ESS at candidate bus i

Original active peal load from data sheet, bus i at time t for st* scenario of
season se

Active power rating of PV at candidate bus i

Active power rating of WT at candidate bus i

Maximum installation power allowable for DERs at candidate bus i

Step size for DDG allocation

Step size for ESS allocation

Step size for PV allocation

Step size for WT allocation

Matrix containing the vector path?” with vi € Q24¢

Matrix containing the vector path?*s with vi € Q}24e

Vectors containing the branches in it" road

Vectors containing the buses in it road

Penalty coefficient of voltage violation in $/kV

Minimum operating power factor allowable of the 1% quadrant of the DDG unit
l

Minimum operating power factor allowable of the 4" quadrant of the DDG unit
l
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Sbase
DDGmax
Si

TR,max
Si

soc?
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n
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br,fail
ti,s,se
br,rep
ti,s,se

d
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tse,se
Tgbus
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TTR

Minimum operating power factor allowable of the 1% quadrant of the
transformer i

Minimum operating power factor allowable of the 4™ quadrant of the
transformer i

Vector containing the location of the PVs for sample sp

Vector containing the status of the PVs (i.e., PV4%™) at time ¢

Reactive power injected to bus i at time ¢ for st" scenario of season se
Reactive power load for bus i at time ¢ for st* scenario of season se

Original reactive peal load from data sheet, bus i at time ¢ for st" scenario of
season se

Certain solar radiation point of the i PV unit, typically set to 0.15 kW/m?
Solar radiation in standard test conditions of the it* PV un, typically specified
as 1000 W/m?

Vector containing uniform random number between [0,1] for planning element
ele for sample sp

Uniform random number for generating a?,{,s,se

Vector constraining " 5, for st scenario of season se

Measured solar radiation of the i*" PV unit at time ¢ for s* scenario of season
se (KW/m?)

Ratio between the rated capacity and rated power for the ESS

Vector containing root of each microgrids

Round deployment, “1” for input = 0.5 and “0” otherwise

Setting power base value

Capacity rating of the DDG unit i

Capacity rate of the transformer

Initial state of charge of the ESS unit

Expected actual system performance

Status of ISW n

Time t corresponding to first failure branch revered

Time t corresponding to the end of event

Time t corresponding to the beginning of impact or severe event

Time segment period of the event Phase |

Time t corresponding to the full system recovery

Time corresponding to the moment when branch i fail for st* scenario of season
se

Time t when branch recovered or repaired for st* scenario of season se

Time t for st scenario of season se

Time t® for st" scenario of season se

Vector containing the set of target node TG2*S with Vi € Q2%
Project lifetime, typical set by 10 years

Time to repair
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n
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i
cond cond
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’upole’ O.pole

T br,nvul

br
T[i,t,se

cond
it,se

Time to repair of the failure branch i for st" scenario of season se

Vector TTR containing TTR; . /"

Maximum/Minimum voltage violation of the bus

Cut-in, cut-out, and the rated speed of the i wind DG, respectively

Vector constraining v/ ;. for st scenario of season se

Measured wind speed of the i" wind DG at time ¢ for st" scenario of season se
Setting voltage magnitude base value

Specified low and higher bound for critical wind

Nominal specified voltage during grid-connected mode

Voltage reference for secondary control of the DDG at candidate bus i operated
with droop/2™d

Voltage reference for primary control of the it"* DDG at candidate bus i operated
with droop/2™d

Vector containing 3-Second wind gust in proportional to v¥°7st

Matrix constraining v, for season se

Vector of wind scenario contains the word wind speed in m/s

Matrix of weight for it* hidden layer of DNN architecture

Weighing coefficient of loads

Vector containing the location of the WTs for sample sp

Vector containing the status of the WTs (i.e., WTSA%"%%) at time ¢

3D matrix containing the time couple admittance matrix Y233, at time ¢ for st"
scenario of season se

Time coupled impedance of branch i at time ¢ for st" scenario of season se
Initial impedance value for branch i

Vector input sample sp for DNN architecture

Vector of neuron activation obtained by it" hidden layer according to sample

Sp
Updated number for a?7, , attime t = t/77<7

i,s,se

Binary element represents the availability of branch i at time t of season se
Neuron activation obtained by the output- layer according to sample sp

Power efficiency of the DDG

Efficiency of the energy storage

Mean and Standard deviation of the normal distribution for conductor’s fragility
curve

Mean and Standard deviation of the normal distribution for pole’s fragility curve
Vulnerability threshold for distribution branch

poles

it,se and

Failure probability of the branch i at time t of season se, considering

cond
T[i,t,se

Failure probability for a conductor of branch i at time ¢t of season se
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Sets of Variables:
XMILP

XOLEV

Failure probability for single pole of branch i at time t of season se
Failure probability considering all poles of branch i at time t of season se

Vector of probability for both wind and solar scenario for st* scenario of season
se obtained by forward reduction technic

Matrix in 3D format containing the failure probability ﬂff{:r,se for season se
Cost of load curtailment in $/kWh

Fuel cost for DDG in $/kWh

Cost $/kWh for O&M the DDG

Cost $/kWh/year for O&M the ESS

Cost $/kWh/year for O&M the ISW

Cost $/kWh/year for O&M the PV

Cost $/kWh/year for O&M the WT

Market energy price in #kWh corresponding to time t for s¢" scenario of season
se

Installation cost $/kWh of ESS at candidate bus i

Investment cost $/kWh for energy density rating for ESS

Investment cost $/kW for power rating for ESS

Investment cost for DDG in $/kW

Investment cost for PV in $/kW

Investment cost in $ per allocated ISW

Investment cost for WT in $/kW

Vector containing the decision variables for the MILP problem formulation
Vector containing the decision variables for the outer level problem

Continuous variables:

ESS

E i,t,s,se
br

P k,t,s,se

P!

it,s,se
P i‘,ItC,;l,se
Piisse
Pltsise

PV,use
P i,t,s,se
WT,use
P i,t,s,se
br
k,t,s,se

DDG
i,t,s,se

Energy SOC of the ESS unit i at time t for st" scenario of season se

Active power flowing across the transmission branch k at time ¢ for st" scenario
of season se

Active power charge by it" ESS unit at time t for s scenario of season se
Active power discharge by it" ESS unit at time ¢ for st" scenario of season se
Active power generated by DDG i at time ¢t for st" scenario of season se
Active power imported from the main grid across the i" PCC of the MG at time
t for st" scenario of season se

PV’s adjusting power output and used at time t for st" scenario of season se
WT’s adjusting power output used at time ¢ for st scenario of season se
Reactive power flowing across the transmission branch k at time ¢ for st"
scenario of season se

Reactive power generated by the i*® DDG unit at time t for st" scenario of
season se
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Binary variables:
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Lt,s,se

DDG,size
b i

ESS
it,s,se

ESP,size
b i

sw
b;

PV,size
b i

WT,size
b i

Reactive power generate/receive of the i*" ESS unit, at time t for st” scenario
of season se

Reactive power imported from the main grid across the i** PCC of the MG at
time t for st" scenario of season se

Integrator output of secondary voltage restoration of i** DDG unit operating
with droop/2™9 at time ¢ for s scenario of season se

Voltage magnitude of the bus i at time ¢ for st" scenario of season se

Voltage magnitude angle of bus i at time t for st* scenario of season se

Phase angle of the frequency controllable bus fif’tus at time ¢t for st" scenario of
season se

Phase angle of the bus where the frequency control act at time ¢ for st* scenario
of season se

Binary variable for load curtailment (1: load shaded and 0: load fed) for bus i at
time t for st" scenario of season se

Integer variable for DDG allocation at candidate bus i

Binary variable indicates the status of it" ESS at time t for s* scenario of
season se, i.e. 1: discharge and 0: charge

Integer variable for ESS allocation at candidate bus i

Binary decision variable for ISW allocation at candidate branch i

Integer variable for PV allocation at candidate bus i

Integer variable for WT allocation at candidate bus i

Function and Metric:

AEMISPPG
AEMISPPGAl
AEMISGRID

AEMISGRID’dl
AEMISOLEV
AEMISoLEV,dl
AOMC(CPDPG
AOMcDDG,dl
AOMCESS
AOMC!SW
AOMCPY

AOMCWT
CDDG,dl

CURT
Ct,s,se

CDDG

Annual CO, emission in kg/kWh/year according to DDGs generation
AEMISPPC based on DNN model

Annual CO, emission in kg/kWh/year according to power imported from main
grid

AEMISCRIP hased on DNN model

Total CO, emission, use as an objective function for the outer level problem
AEMISOLEV based on DNN model

Annual O&M cost for DDGs in $/kWh/year

AOMCPPE pased on DNN model

Annual O&M cost for ESSs in $/kWh/year

Annual O&M cost for ISWs in $/year

Annual O&M cost for PVs in $/kWh/year

Annual O&M cost for WTs in $/kWh/year

CPPG phased on DNN model

Cost of energy curtailment during IS mode at time ¢t for st* scenario of season
se

Total cost in $ for DDGs considering TL

XXXi



DDG
Ct,s,se
CESS
CISW
CPCC
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RESIOLEV

RESIOLEV,dl
TCOLEV

TCoLEV,dl
TGspp

Cost of natural gas consumption by the DDG units at time ¢ for st” scenario of
season se

Total cost in $ for ESSs considering TL

Total cost in $ for ISWs considering TL

Cost of energy imported from the substation across the PCC of the microgrid at
time t for st" scenario of season se

Total cost in $ for PVs considering TL

Cost of voltage violation at time ¢ for st" scenario of season se

Cost of voltage violation considering MGs at time t for st scenario of season
se

Total cost in $ for WTs considering TL

Total capital cost for ESSs in $/kWh

Total capital cost for DDGs in $/kWh

Total capital cost for ISWsin $

Daily CO, emission in kg/kWh according to DDGs generation

Daily CO, emission in kg/kWh according to power imported from main grid
Installation cost in $ for ESSs

Normalized objective function for MILP problem at time ¢ for st” scenario of
season se

Normalized objective function for MILP problem considering microgrid
formations at time ¢ for st" scenario of season se

Pre-representation O&M cost for DDGs in kWh/day for s scenario of season
se

Basic resilience index

Resilience index considering SPF progression phase | and 11, use as an objective
function for the outer level problem.

RESI®YEY pased on DNN model

Total cost in $, use as an objective function of the outer level

TCOEY based on DNN model

Target n for training DDN model corresponding to LOPF solution of sample sp
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Foreword

The thesis consists of 5 chapters in addition to an introduction and a conclusion. First, the introduction
has been originally written by the author of this thesis Youthanalack Vilaisarn and is presented at the
beginning of the thesis. Then chapter 1 introduces the background information pertaining to this
thesis, while additionally including the state of the art and literature review pertaining to the work
presented in this thesis. The literature review in chapter 1 has been extracted from the submitted,
accepted or published version of the articles presented by chapters 2 to 5. Finally, the conclusion has
been originally written by the author for concluding the work and presenting the future perspective.
A general description for chapter 1 through 5 is presented as follows:

The Introduction introduces general information about active distribution systems and the advantage
of the microgrids application in power distribution. Then, the research motivations are provided as

well as the summary of research objectives and the thesis outline.

Chapter 1 introduces the necessary background for the thesis’s research including the microgrids
planning and the microgrid operation and control aspects. Additionally, this chapter includes the
literature survey pertaining to the topics addressed in this thesis; namely: 1) the islanded microgrid
power flow problem, 2) the optimal power flow of the microgrid system, and 3) the general microgrids

planning and the specific topic related to the resilience oriented microgrids planning.

Chapter 2 presents the proposed branch based Z,s power flow algorithm for the balanced and
unbalanced droop controlled islanded microgrids. This method solves the non-linear power flow
problem without linearization and is accurate enough for validating the linear power flow to be
developed in chapter 3. This part has been published with original contribution in the Elsevier Journal
(IJEPES). The major details and results in this chapter has been summited and published as the

following papers:

e Paper: [1] Y. Vilaisarn and M. Abdelaziz, “An inversion-free sparse Z power flow algorithm

for large-scale droop controlled islanded microgrids,” Int. J. Electr. Power Energy Syst., vol.
121, no. August 2019, p. 106048, Oct. 2020.

e Status: published with « doi.org/10.1016/j.ijepes.2020.106048 »
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¢ Author: Youthanalack Vilaisarn; contribution: proposed the islanded microgrid Zy,,,s power
flow algorithm, implemented the model, performed the simulation, developed the case

studies and prepared this paper.

e Co-author: Morad Abdelaziz; contributions: supervised the development of the proposed
model and its implementation, revised the code implementation, provided important insights
on the simulations and the interpretation of the results. Aided in the preparation of the

manuscript.

Chapter 3 presents a linear power flow model for balanced and unbalanced droop islanded
microgrids. This work shows higher computational efficiency by developing a linearized power flow
model. The model is node based and is later integrated into the optimal operation model that will be
developed in chapter 4. This original contribution has been presented in the conference CIRED Berlin

2020 and published in IET Library as the following paper:

e Paper: [2] Y. Vilaisarn, M. Abdelaziz, and J. Cros, “Linear Three-Phase Power Flow Model
for Autonomous Microgrid Systems,” CIRED - Open Access Proc. J., vol. 2020, no. 1, pp.
50-53, 2021.

e Status: published with « doi:10.1049/0ap-cired.2021.0019 »

e Author: Youthanalack Vilaisarn; contributions: proposed the linear power flow model,
implemented the model, performed the simulation, developed the case studies and prepared

this paper.

e Co-author: Morad Abdelaziz; contributions: supervised the development of the proposed
model and its implementation, revised the code implementation, provided important insights
on the simulations and the interpretation of the results. Aided in the preparation of the

manuscript.

e Co-author: Jérbme Cros; contributions: supervised the development of the proposed model
and its implementation, revised the code implementation, provided important insights on the

simulations and the interpretation of the results. Aided in the preparation of the manuscript.

Chapter 4 provided a time coupled MILP formulation for determining the optimal operation of
balanced and unbalanced AC microgrids. The formulation considers the microgrids operation with

hierarchical control during both GC and IS mode. The energy storage and renewable resource (i.e.,
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WT and PV) have been accounted for. A major result of this chapter is submitted and published in

IJEPES of Elsevier as the following paper:

e Paper: [3] Y. Vilaisarn, M. Moradzadeh, M. Abdelaziz, and J. Cros, “An MILP formulation
for the optimum operation of AC microgrids with hierarchical control,” Int. J. Electr. Power
Energy Syst., vol. 137, no. September 2021, p. 107674, May 2022.

e Status: published with « doi.org/10.1016/j.ijepes.2021.107674 »

e Author: Youthanalack Vilaisarn; contributions: proposed the optimal linear power flow
model, implemented the model, performed the simulation, developed the case studies and

prepared this paper.

e Co-author: Majid Moradzadeh; contributions: Reviewed the paper, polished the paper in

terms of structure and mathematics, proposed several case studies.

e Co-author: Morad Abdelaziz; contributions: supervised the development of the proposed
model and its implementation, revised the code implementation, provided important insights
on the simulations and the interpretation of the results. Aided in the preparation of the

manuscript.

e Co-author: Jérdme Cros; contributions: supervised the development of the proposed model
and it implementation, revised the code implementation, provided important insights on the

simulations and the interpretation of the results. Aided in the preparation of the manuscript.

Chapter 5 presents the resilience oriented microgrid planning framework. The planning problem is
based on a two-level optimization with 1) the outer level been formulated as a multi-objective
optimization problem to allocate the distribution system planning elements, and 2) the inner level
dealing with the stochastic optimization operation solution using time coupled MILP model delivered

from chapter 4. This chapter has been submitted on IEEE Access and with the details as follows:
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Thesis Original Contribution

The general contribution of this thesis can be summarized as follows:

A branch-based inversion free Z,,s power flow algorithm for droop islanded microgrid is
proposed. The proposed algorithm does not require bus renumbering, nor does it require a
DG to be allocated at the reference bus. Moreover, the proposed method is particularly well
suited for sparse implementation and delivers an enhanced computational efficiency in the
power flow solution, making it particularly useful for large scale microgrid systems
comprising up to thousands of buses.

Proposed a node based LPF model that accounts for the droop-controlled autonomous
microgrid philosophy of operation as well as considering both balanced and unbalanced

network characteristics.

Proposed a time coupled MINLP and MILP OPF models for the optimum operation problem
of balanced and unbalanced microgrid with hierarchical control structure. The proposed
models consider the microgrid philosophy of operation during GC and IS. Moreover, the
energy storage system and the renewable energy resources i.e., WTs and PVs have been

accounted for.

Proposed a general framework using meta-heuristic multi-objective optimization for planning
resilience oriented microgrid(s) in active distribution systems considering economic,
resilience and environmental points of views. The proposed framework employs novel deep
learning models to speed up the determination of the economic, resilience and environmental

metrics pertaining to the MG(s).

XXXIiX



Introduction

0.1 Thesis motivation

Power distribution systems are currently undergoing a major transition towards reduced carbon
emissions and increased sustainable development. The key drivers for this transition are the need to
control electricity costs, mitigate global climate change, improve power system reliability and
resilience, replace aging infrastructure, and provide reliable electricity to new developing
communities [4]. One enabling solution to this transition is making good use of distributed generation
(DG) units, especially those based on solar and wind energies, different kind of energy storage
systems (EESs) and active load control strategies [5]. Based on this transition, power distribution
networks have been changing towards higher penetration of renewable energy recourses along with
increased application of energy storage technologies and are as such transforming from their
traditionally passive structure into an active distribution system (ADS). This transition towards the
ADS structure brings benefits to both utilities and customers, as well as respond to the key driving

techno-economic issues.

The ADS paradigm enhances the distribution system operators’ (DSOs) ability to operate and manage
the distribution of electricity by offering new possibilities and flexibility [6]. In this context,
microgrids (MGs) have been put forward as an attractive new concept. The microgrid is proposed as
the building block of future active distribution systems. The microgrid is an electrical region within
the active distribution system with the capability to operate in the grid connected where it is connected
to the upstream network; or in the islanded mode of operation where it is operated in isolation from
the upstream network. Here, clustering active distribution system into microgrids can offer significant

benefits for both the utility and the customers [7]. Here, they are some examples of such benefits:

e Support the grid performance: the utmost value of microgrids for DSOs is to support the grid
performance by: a) improving the reliability of power supply by enabling self-healing at the
local region; b) improving the resiliency which refers to the capability of the power system
to withstand a low probability high-impact event such as an extreme weather events, natural
disasters, cyber-attack...etc. ¢) Improving the power quality for the customers’ by providing

services such as voltage support.



e Reduction of carbon emissions: microgrids can enable wider penetration of renewable DG
units in the distribution system, leading accordingly to a significant reduction in the overall
system carbon footprint.

e Enhanced economics: the proximity of local generation/load of the microgrid can bring back
the investment benefit in term of reduced losses and the transmission and distribution (T&D)

payment as well as reduce the energy purchasing from the main.

o Enable Increased Demand Response: microgrids can facilitate the implementation of demand
side management (DMS) or demand respond. The DMS programs encourage the consumers
to modify the pattern of electricity usage to reduce their consumption payment instead of

planning more generation.

While the deployment of microgrids is rapidly growing, its widespread adoption is still facing many
challenges in aspects such as planning and the availability of steady state analysis tools/simulators to
accurately account for the microgrid operational characteristics. Additionally, many distribution
utilities worldwide are increasingly suffering from power outages due to rare but intense impact
events known as High-Impact Low Probability (HILP) events. While microgrids can help in
alleviating the impacts of these HILP events, there is still a need for a general framework for planning
microgrids targeted at alleviating such contingency events. One of the utmost challenges to address
in this regard is the need to incorporate an accurate microgrid model in such planning methodology.
Moreover, the uncertainty due to the presence of renewable energy resources, loads and the
contingencies introduce complexity in the planning problem and consequently affect the efficacy of
the planning solution. Regarding the described motivation and problematic, the challenges can be

summarized as follows:

e There is a lack of a framework for planning resilience oriented microgrids that consider the
microgrid optimal operation under the hierarchical control structure. Additionally, such
planning framework need to also account for the effect of the uncertainties arising from the

stochastic nature of the contingencies and those of the renewable resources.

e The microgrids are typically operated and controlled via a hierarchical control structure. Yet,
this control structure has not been accounted for in the optimal operation models existing in
the literature. The lack of this consideration can lead to infeasible and/or inaccurate solutions.
Moreover, the optimal operation model should be computationally efficient, allow for time

coupling and be able to capture the operation constraints for different kind of resources (i.e.,



DDG, WT, PV and storage). These considerations are needed to allow for the application of

the optimal operation model in different stochastic planning and real time applications.

There is a need for a computationally efficient power flow model of the droop-controlled
islanded microgrids. While, the power flow models of droop-controlled islanded microgrids
have been heavily studied in the recent literature, still all of the previous work in this area
focused on the nonlinear power flow equations which can be computationally demanding to
solve. As such, there is still a need for a fast and accurate linearized power flow model of
droop-controlled islanded microgrid that accounts for the islanded microgrid operation and
control philosophy. A computationally efficient linearized droop-controlled islanded
microgrid model is crucial for many stochastic planning and real time optimal operation

problems.

The typical power distribution system that are to be operated in islanded microgrid mode can
comprise up to thousands of buses. Yet, the islanded microgrid power flow analysis
algorithms found in the literature are not suited for such large-scale systems. This challenge
put forward a need for an accurate islanded microgrid power flow algorithm suited for large
scale systems comprising thousands of buses. The needed algorithm should not only account
for the operation and control philosophy of the droop controlled islanded microgrid but

should also be computationally efficient and accurate.

0.2 Research Objective

The ultimate objective of this research is to propose a general flamework for the planning of resilience

oriented microgrids in active distribution systems. To this end, this research also concentrated on the

development and deployment of the necessary power flow and optimal power flow models needed to

accurately account for the operation of the microgrid system within the planning framework. The

specific objective of this research can as such be summarized as follows:

Obijective 1: Developing a power flow algorithm suitable for large scale balanced and

unbalanced droop controlled islanded microgrids.

Obijective 2: Developing a node based linear power flow model for balanced and unbalanced

microgrid systems operated in droop controlled islanded mode.



e Objective 3: Developing a mixed integer linear programming model for the optimum

operation of the AC microgrids with hierarchical control.

e Objective 4: Proposing a general framework for resilience oriented microgrids planning in

active distribution networks.

This objective has been interlinked and can be shown in figure as follows:

A branch based power flow \_ Objective 1:
algorithm for large scale systems | | Branch based Power Flow

Linear power flow model for \_ Objective 2:
islanded microgrid ) Linear Node-based Power Flow
optimum operation for grid- 7 Obijective 3:

connected and islanded microgrids /_ Optimal Power Flow

General planning framework for \_ Objective 4:
resilience oriented microgrids J Stochastic Planning Scheme

FIGURE 0. 1: Basic outline of the research objectives

0.3 Thesis Outline

First, Chapter 1 presents the necessary background and the state of the art for the research study.
Additionally, this chapter introduce the specific literature survey on the microgrids steady state

analysis and planning application.

Chapter 2 introduces the inversion free Zy,,,s algorithm for the droop islanded microgrid power flow.
This algorithm is based on branch-based method and has been initially developed for balanced
systems and was then extended to unbalanced system while still considering the special characteristics
and philosophy of operation of droop controlled microgrids. The proposed algorithm has been tested,
validated and was shown to be superior in terms of computational efficiency. Moreover, the proposed
algorithm has been tested with the large-scale IMG and was shown to be able to handle the practical

systems comprising up to a thousand of buses.

Chapter 3 derivers the LPF model for droop controlled islanded microgrid. This model is later
integrated in the optimal operation application presented Chapter 4. The developed model accurately
accounts for the philosophy of the microgrid operation in droop control in either balanced or

unbalanced conditions. The accuracy and the effectiveness of the proposed LPF model has been tested



across several balanced and unbalanced test system, and the results were validated by comparison
with other methods proposed in the literature and with those of the proposed Z,,,s method introduced
in Chapter 2.

Chapter 4 starts by providing the time coupled MINLP model for the optimum operation of the
microgrid with hierarchical control. Subsequently, the LPF model from Chapter 3 is adopted to
account for the microgrid operational characteristics as linear constraints. Then, linearization is
performed for 1) the absolute value operation in the objective function, and the 2) quadratic
constraints. By using these linearization and the LPF model, the developed MILP OPF model
provides the basis for accounting for the microgrid optimal operation as needed in the microgrids

planning framework introduced in Chapter 5.

Chapter 5 introduces the ultimate goal of the research by providing the general framework for
resilience oriented microgrids planning for distribution system. The proposed framework delivers the
optimal allocation of the resources (i.e., DDGs, WTs, PVs and ESSs) and the ISWs, that
simultaneously improve the distribution system resiliency against N-K contingencies as well as
account for the economic and environment impacts viewpoints. The optimal resources and ISWs
allocation are based on the multi-objective optimization problem, that incorporates the stochastic time
coupled optimal operation model developed in Chapter 4. Then, a deep learning approach is adopted
for dealing with the computation burden arising from the stochastic consideration and the need for

many optimum operation simulations.

Finally, the last chapter presents the general conclusion including the thesis summary, contribution

and the specific direction for the future work.



Chapter 1 Research Background and State of Art

1.1 Introduction

In this chapter, the research background and state of the art are presented. First, the differences
between the conventional distribution system (the so-called passive distribution system) and the
active distribution system are presented. Then, we introduce the microgrids and their basic operation
and control characteristics. Subsequently, the background related to the research objectives, namely;
microgrids power flow, microgrids optimal operation (optimal power flow) and the microgrid
planning aspect are presented. Finally, the remainder of this chapter is dedicated to the literature
survey including 1) the survey of microgrids power flow algorithms 2) the survey of microgrids
optimal operation algorithms and 3) the survey on power system resilience enhancement related to
microgrids. Finally, a discussion of the literature survey is introduced leading the way to the proposed

research works.

1.2 Passive and Active Distribution System in the Power System

Conventional or passive distribution system (PDS) are being changed into active distribution systems
(ADS) due to the inclusion of DERs in the distribution level. The difference between PDS and ADS
can be defined by the direction of the power flowing in the distribution network [8]. In PDS, the
power flow is unidirectional where the power is flowing from main bus (substation) to the consumers
(loads). While, in the ADS bidirectional power flow is dominant, where local generators located at
given load points can feed other load points in the system. ADSs have local systems in place to control
different DERs (including the distributed generators (DGs) and energy storages) and loads, where
using these systems DSOs are able to manage/configurate the energy flow using flexible and effective
network topologies [6]. Generally, in active distribution systems, DGs include dispatchable and non-
dispatchable units. The former is a firm generator (e.g., natural gas micro-turbine and biomass
generator) that can be dispatched to deliver a constant amount of power. On the other hand, non-
dispatchable are stochastic generation units including wind turbines and photovoltaics. The power
production of these resources is stochastic and they cannot be dispatched along the planning horizon,
as their production is dependent on the stochastic wind speed and solar irradiance. The basic definition
and framework of ADS have been well acknowledged by different academic organizations, such as
CIRED [9] and IEEE [10]. Figure 1. 1 show the different structure of both systems.
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FIGURE 1. 1: Different features of typical PDS(a) and ADS(b)

A shown Figure 1. 1(a), a typical PDS consists of single or multiple feeders and several sectionalizing
switches. While Figure 1. 1(b) the ADS additionally the DERs. These devices are controlled via the
distribution management system (DMS) with the supervisory control. Traditionally, section switches
in PDS are always manually operated, whereas the operation in the ADS makes use of advanced

automation technologies.

1.2.1 Microgrids

The microgrid have been identified as a key component of the Smart-Grid. The microgrid is deployed
for improving the reliability and quality, increasing system energy efficiency, and providing the
possibility of grid-independency to individual local users. In [11] the DOE has given the definition
of the microgrid as: “a group of interconnected loads and distributed energy resources within clearly
defined electrical boundaries that acts as a single controllable entity with respect to the grid. A
microgrid can connect and disconnect from the grid to enable it to operate in both grid-connected or
island- mode.” The concept of the microgrid comprises micro sources which are typically smaller
generation units (<100 kW) and connected to the bus via the power electronic interface. Usually, the
microgrid(s) are located at the distribution level where the locally supplied demands (loads) are fed
at a low voltage (480 Volt or less) [12]. This kind of microgrid has the possibility of being connected
or disconnected from the main grid via the main isolation switch. This allows the microgrid to be
operated in the autonomous islanded mode, while balancing the generation and load within its
boundary. On the other hand, there are also the microgrids that are located in remote areas and that

have to interconnection to the main electrical grid. Microgrids typically employ a hybrid of renewable



energy, storage and dispatchable DGs in order to supply their customers without interruption.
Traditionally, the typical microgrid comprises the an interconnection between DERs (generation and
storage) and the different types of loads; and are controlled via a microgrid control center with smart

integrated devices [13]. Figure 1. 2 present a general scheme of a basic microgrid.
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FIGURE 1. 2: General scheme of the basic microgrid

First of all, it is easy to identify the electrical boundaries of the microgrids as the point of common
coupling (PCCME to PCCME this case). These points are interconnected with the external grid (another
microgrids or main-grid). It is possible to have different level of voltage between the microgrid and
the external grid. In this case the interface element in required and must be installed to permit the
interconnection between them. The control in microgrid can be centralized or decentralized [14] and
permits the operation as a single controllable entity. Thus, smart meters and smarts communications
infrastructure are typically required. Finally, the microgrid is permitted to operate in the islanded
mode by the switch at PCC. Depending on the technology of the microgrid infrastructure and the
devices installed, the microgrid can be operated in AC, DC of mixed. But in this research, we focus

on the planning of the microgrid in the AC active distribution system only.



1.2.2 Basic Droop Controlled Microgrid and the Implementation

As mentioned, the microgrid can be operated in grid-connected or islanded mode based on the grid
specific situation and the decisions of DSOs. In the grid-connected mode, the deficit in power between
the microgrid demand and generation can be supplied by the main grid. Similarly, excess power
generated in the microgrid can be traded with the main grid and used to provide ancillary services
[14]. Thus, the frequency is pre-specified, the voltage regulation are maintained at different microgrid
buses and given that the small size of the DG units compared to the power grid, the DG units within
the microgrids are controlled as PV or PQ buses [15]. However, in the islanded mode the DG units
are basically operated in droop mode to maintain balance of the generation and demand
simultaneously while controlling the voltage magnitude and frequency within the permissible ranges.
In this case, there is no slack bus which able to act as the reference in the network. On the other hand,
the microgrid can be operated with primary droop and the supervisory of secondary control
(droop/2"). This kind of control structure guaranties that the microgrid is operated with the nominal
frequency and voltage as well as allows the microgrid be ready to re-synchronize to the main grid
when this is needed [16].

In the droop mode of operation, the power is shared with respect to the droop-characteristic. Here,
Figure 1. 3 present the steady-state, fundamental frequency model of the DG units operating in droop
mode [15]. In this model, the energy source, the power electronic converter and the output filter are
modeled as an ideal voltage source whose frequency and the voltage magnitude are controlled thought
the droop characteristics. This model is sufficient for the steady state analysis of droop controlled
islanded microgrid systems. Figure 1. 4 show the droop characteristic curves implemented by the
DG controller. In these figures, Figure 1. 4(a) illustrates the relation of the frequency and the active
power generated by the DG units; namely f /P curve. While, the Figure 1. 4(b) represents the reactive

power and voltage magnitude relations namely ¥V /Q curve.
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FIGURE 1. 3: Steady state, fundamental model of a DG unit operating in the droop mode
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Eg. (1.1) and Eq. (1.2) give droop characteristics implemented by the droop controller.
V] =V*—niQ¢ (1.2)

In these equations above, f and V are the output frequency and voltage of the DG unit. While, f* and
V* represented the frequency and voltage set point at no load. Given the per unit representation of the
power system, in f is interchanged with w in the literature. P¢ and Q¢ are the active and reactive
power generated by the DG unit. Finally, mP and n? expressed the static active and reactive droop

gain.

One way to calculate the static droop gains is to use the range of permissible frequency and voltage
deviation over the maximum capacity of generation of the DG units. Eq. (1.3) and (1.4) illustrate the

formulation for the droop gains calculation using this method:
mP — (fmax _ fmin)/PG,max (1'3)
nd = (Vmax _ Vmin)/QG,max (1'4)

where, £™3% and £ ™" represent per unit max and min allowable range of frequency in system. While,
Y™ax and V™" are the per unit max and min permissible range for voltage. P¢™* and Q¢max
denoted the max and min capability of active and reactive power generated by DG units. Supposed,
i is the number of the droop-controlled DG unit in the microgrid; in case having a DG unit with
different rating; To achieve proper sharing of the load among these DG units, the static droop gains

should be calculated using the equations below [15], [17]:
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The DG units in the microgrid are sharing active and the reactive power via droop control. Here, the
active power is shared through the global frequency of the system while the reactive power depends
on the output voltage of each DG unit. The Figure 1. 5 illustrates the droop sharing of the two DG

units in the microgrids.

f(p.u.) V(p.u.)
v
V1| @
V] &N\ E
Vil :
v v oy R v v
Pe Pe Pr A CRoG S
(@ (b)

FIGURE 1. 5: Droop sharing of two DG units in the microgrid

1.3 Conventional Power Flow and Introduction to Microgrid Power Flow

The power flow problem is the computation of the voltage magnitude and phase angle at each bus in
the power system at steady-state conditions. Based on these two variables, the real and reactive power
injected at each bus can be computed [18], [19]. Traditionally, given that the bus impedance matrix
ZPUs or the bus admittance matrix YPUS are known, starting from equation (1.7) or (1.8) the power

flow problem can be solved:

I =YPusy 1.7)
or by the inverse from,

V= (Yous) T =zbus ] (1.8)

In the power flow analysis, each bus is associated with 4 quantities [20], namely the magnitude of
voltage (|V|), phase angle of voltage (&), active power (P) and reactive power (Q). For each bus, two
of these quantities are specified and the other two are required to be calculated through the power

flow solution. Figure 1. 6 represent the bus in the power system with their variables.
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FIGURE 1. 6: Bus representation and its variables

As shown in the Figure 1. 6, they are four basic quantities associated in each bus k including the bus
voltage magnitude V;, bus phase angle 6;, real and reactive power injected to the bus P; and Q;. While

the real and reactive power injected to the bus can be combined and obtained by:
Si=P+jQi=(Pf —P[)+jQ Q) Vi€ Qpys (1.9)

where, P£ and QF are the real and reactive generated power flowing into the bus i; P} and QF are the

real and reactive load power flowing out from the bus i.

Conventionally, in the distribution system or microgrid operated in grid connected the buses are
classified depending on the two specified gquantities as shown as Table 1. 1. Buses are divided into

three categories as shown in Table 1. 1.

TABLE 1. 1: Summary of bus classification and variables

Type of the bus Variables or quantities specified and un-specified of the bus
P Q Vv 3
Slack bus Unknown Unknown Known Known
Generator bus or PV bus Known Unknown Known Unknown
Load bus or PQ bus Known Known Unknown Unknown

A PQ bus the Active (P) and Reactive (Q) power demand at the bus are specified. While, for a
generator bus or known as PV bus P and V are specified. The magnitude of the voltage is kept constant
by adjust the field current (excitation system). Reactive power link to the quantity of adjust the field
current and possible to control the active power P due to governor system. Finally, slack bus or
infinity bus represent the infinity network in the power system which has a special generator bus
served as reference bus for the system. The slack can supply whatever power needed to make the flow
in system balanced due to any load change. Therefore, the slack bus can be assumed to have a fixed

voltage magnitude and its Phase angle is taken as a reference.
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Accordingly, in the order to determine the un-specified variables, an iterative technique such newton
Raphson (NR)[20], backward-forward-sweep (BFS)[21], gauss seidel (GS) or Levenberg-Marquardt
[22], are deployed to determine the correct answer. This iterative technique is traditionally repeated
until the unknown quantities (an updating of the voltage at each bus per iteration for example) of the
system get closer to the correct answer. When those quantities no longer change from one iteration to

the next, the solution has converged to the correct answer.

On the other hand, in islanded mode, there is no slack bus in the system which can serve as reference
bus for the power flow calculation. Moreover, the active and reactive power generated from the DG
units are un-specified and might be governed by their droop characteristic [15], up to secondary
control [23]. Additionally, the frequency is not pre-specified i.e. 50/60 Hz and need to be determined.
According to this issues, the islanded power tools have been developed in the literature.

1.4 Optimum Operation

In the electrical power system, the optimum operation is a steady state analysis problem/tool
associated with higher level of system operation and control (e.g., DSO level). This tool is used for
identifying the optimal dispatch of generation resources, load and other controllable devices
according to some predetermined technical and economic considerations. The optimal operation
problem has been addressed based on the AC or DC optimal power (OPF) formulation [24].
Generally, the OPF problem can be formulated as the nonlinear and non-convex problem including
the objective function to be optimized and a set equality/inequality constraint which should be
satisfied to ensure the correct system operation. The OPF delivers the optimal operation state for the
system without violating system and equipment operation constraints [25]. The basic OPF problem

can be formulated as follows:

max or min f OPF (xOFF, yOFF) (1.10)
subject to:

gOPF(xOPF yOPF) — 0 (1.11)
hOPF (xOPF yOPF) < o > 0 (1.12)

First, £OPF (xOPF, u@PF) in (1.10) is the objective function determined by the dependent variables

xOPF and control variables u®PF. Then, equation (1.11) is compact vectorial format represents the
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equality constraints related to x°PF and u®P¥, while (1.12) is denoted for the inequality constraints.
In the power system, the objective function £ °FF (.) can consider both economic and technical criteria
which is dependent on the specific application domain. Typically, £f°PF(.) include the minimization
of generation cost, system losses, voltage deviation, etc. Then, the constraints represent the
characteristics of the system and their operation limit [26]. Typically, the equality constraints include
the power flow equations. The equality constraints also include particular models representing the
operation of specific devices and systems in the grid under consideration e.g., storage and microgrid.
On the other hand, the inequality constraint guaranties that the control variables u®P¥ obtained are
within some prespecified ranges e.g., generation and storage capacity. Additionally, the inequality
constraints limit the dependent variables x°PF (e.g., voltage magnitude and system frequency) and

allow the system to be operated within the permissible and tolerable ranges.

The variables include the set x°PF and u®PF which are dependent on the specific application.
Generally, x°PF represented the solution state of the system e.g., frequency, voltage magnitude and
phase angle, while u®PF represent the optimum control variables of the optimization problem which
make the problem maximize or minimize its objective function. Typically, u®?F can comprise
variables of continuous nature (e.g., optimal generator power dispatch and the set point of generator
voltage controller), binary nature (e.g., generator unit commitment and load shedding decision), the
integer or a combination of all of them. The combination of different variables can lead the OPF
problem become nonlinear. In the optimum operation problem, one of the most important non-
linearity terms is the power equations. Moreover, the introduction of integer/binary variables renders
the problem Mixed Integer Non-Linear Programming (MINLP) problem. In this case, due to the non-
linearity or non-convex, the solution delivered by this OPF problem can be representative of local
optimal solutions. The OPF problem can be linearized, realizing better computational efficiency and
reaching the global optimal solution. The transformation from non-linear OPF problem to linear OPF
problem can be archived by the linearization of the non-linear term/equations of original non-linear
OPF problem [24][26]. Nonetheless, applying linearization to the problem can lead to loss of
accuracy. For this case, the validation process is required in the order to verify that any deviations are

within an acceptable tolerance.

1.5 Active Power Distribution System and Microgrid Planning

The planning of the distribution system is the problem intended to answer questions pertaining to how
to strategically meet the increase in load demand and to expand the electrical services driven by

different technical, economic, reliability, and environment aspects. Basically, the distribution system
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planning today can be classified into the conversion planning and microgrid planning [8]. The first
type of planning focuses on the transformation from the PDS into the ADS by the integration of DERs
and storages in the power distribution network. In this case, the optimum allocation of the DER units
and distributed storage systems serves as a crucial solution to satisfy the increase in load demand. If
the DERs are integrated optimally, many benefits can be obtained such as reduced power losses,
improved voltage profile, enhanced reliability, enhanced economic and so on [6]. On the other hand,
microgrid planning is concentrated on the design of self-sufficient regions within the distribution
network. This can be achieved by deploying optimal microgrid(s) construction and can serve
difference perspectives e.qg., self-sufficient, reliable and both [27] [28].

Generally, the ADS and MG planning can be categorized into the 1) investment planning, 2)
operational planning and 3) combination of both strategies. Additionally, the key features of the
planning problem can be categorized based on different perspectives such as the allocation problem
(e.g., DGs and storage placement), the operation problem and the uncertainty consideration problem.
An important aspect of the planning task is the planning objective. The planning objective represent
the goal of the planning which satisfy the stake holders involved (network operator and customers)
such as minimizing the costs, minimizing losses, improving reliability, minimizing carbon footprint,
etc. The objective of the planning can be a single objective, where in this case only one perspective
is considered. Or, it can be multi-objective where different objectives are combined together and
tradeoff between them are determined. To date, the planning problem formulated include the
numerous decision variables, more comprehensive objectives, complex constraints and with higher

level of uncertainties [6]. Here, the basic mathematical model of the planning is shown as:

max or min FP!n(xPlan) = [OF, ]

Gplan (Xplan) =0 (113)

subject to
) {lea“(xp'a“) <or>0

Where, FP!an(.) denote the objective function representing the goal or the target of the optimization
problem. FP!an() can be a single objective or multi-objective and comprised OF; to OF,,.
Traditionally, the objective function can be the investment in the planning elements, operation and
maintenance costs or indices of reliability. Still, these are dependent on the perspective of planner.
Then, GP'a7(,) and HP'2"(.) are equality and inequality constraints, respectively, of the optimization
problem. Finally, xP1a™ are the decision variables for the planning problem e.g., the location, size and
type of the DERs.
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Nowadays, a major aspect of planning ADS or microgrids include the allocation of the intermittent
resource such as PV and wind. This mandates that the planning problem consider the uncertainty and
renders the planning problem more complex and harder to solve. Moreover, the increasing number of
faults arising due to natural disasters push forward the microgrids as a solution to increase reliability
and resilience. The microgrid concept has attracted the planners due to their ability to operate in grid
connected mode or islanded from the main grid. The microgrid planning can also coordinate the basic
conversion of PDS to ADS with the microgrid planning across using a multi-level optimization
framework that considers both investment and operation in the same framework [29]. Generally, the
outer level is made for the investment decisions pertaining to the planning elements. On the other
hand, the inner level deals with the microgrids operation strategy to hedge the difference stochastic
(e.g., renewable energy and contingencies) while respecting to the microgrids operation and control’s
behavior. This allows the planning problem able to capture the conversion from PDS to ADS as well
as considers the microgrid operation and control while considering the stochastic nature of resources
and possible faults in the system.

1.6 Literature Survey
1.6.1 Islanded Microgrids Power Flow

As discussed, the microgrid can be operated independently (i.e., islanded mode) or as a part of their
upstream network (i.e., grid connected mode). In the grid connected mode the microgrid operated
similar as an ADS, wherein the balance between the generation/demand were supported by their
upstream network and the DGs are controlled in a power-controlled mode. In this case, the traditional
power flow analysis is applicable. Nonetheless, in islanded mode the microgrid operated in the
absence of the infinite bus to impose the system frequency and system voltage magnitude.
Accordingly, the power flow analysis of islanded microgrids (IMG) exhibits several distinct features
compared to the traditional distribution system power flow problem; namely: (1) the absence of a
slack bus, (2) system frequency is one of the power flow variables, and (3) DG units are controlled
as droop units. These features have recently been recognized in the literature (e.g., [15], [30]). On the
other hand, practical distribution systems hosting IMGs can comprise thousands of electrical nodes
and there is nothing that preclude the possibility of creating an IMG comprising thousands of buses
in such systems. In these scenarios, despite comprising thousands of buses, the IMG cannot be treated
as a traditional distribution system due to the lack of an infinite bus in the system and requires an

IMG power flow algorithm.

16



Yet, existing IMG power flow algorithms in the literature are still not suited for the analysis of
practical large-scale IMG systems comprising thousands of buses. For instance, in [15] a node-based
IMG power flow analysis tool based on the Newton Trust Region (NTR) approach was proposed.
However, this algorithm is unsuitable for the sparse implementation required for a large-scale IMG
because this algorithm depends on matrix inversion processes which are generally complex to
perform for sparse matrices, due to the problem of fill-in and the large number of arithmetic
operations required (O(N3)). The use of the famous Newton-Raphson (NR), and some of its variants,
was also investigated for solving the power flow problem for droop-controlled IMG systems in [31]-
[34]. Nonetheless, given their dependence on NR these algorithms, these algorithms are similar to
[15] in their dependence on matrix inversion processes. In [35] a branch-based algorithm was
proposed to solve the IMG power flow problem. Still, the algorithm in [35] depends on the incidence
matrix and its inversion, whose representation in sparse format will create the same problems
associated with sparse matrices inversion. Additionally, the algorithm in [35] requires that a DG unit
be located at the upstream bus (i.e., at the main grid bus) and that the voltage at the point of common
coupling (PCC) of this DG unit be used as a global variable to determine the reactive power
generation of the other DG units in the IMG. This leads to inaccurate representation of the VV/Q droop
characteristics of the other DG units in the power flow analysis. To address the latter problem, the
work in [30] proposed the choice of the respective DG units PCC bus voltages as variables in order
to determine reactive power generation of the DG units accurately. However, the algorithm proposed
in [30] still requires that a DG unit be present at the upstream bus. A solution to handle this
requirement in the cases where no DG unit is not present at the upstream bus would be the
renumbering of the IMG buses. However, the renumbering of large-scale radial systems is generally
cumbersome and error-prone. In [36], a branch-based power flow algorithm for IMG that does not
require the presence of a DG unit at the upstream bus was proposed. However, this algorithm depends
on handling system elements/branches one by one and finding the shortest path between each node
and the reflection point which is problematic to do for large-scale systems, especially when the system
data is stored in sparse format. The work in [37] proposed a nested backward/forward sweep power
flow algorithm for droop-controlled IMG systems. Nonetheless, similar to [35], this algorithm
depends on the incidence matrix and its inversion. The algorithm in [38] proposed using conventional
power flow algorithms iteratively until the power flowing from the main grid is forced to zero.
However, this algorithm is dependent on running the power flow multiple times which is
computationally expensive especially for large-scale systems. Moreover, this algorithm also requires
a binary search for the voltage at the main grid bus, which add to the computational cost of the

algorithm.
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On the other hand, the consideration of unbalance in the power flow problem of traditional
distribution networks has received much attention over the years. For instance, the work in [20]
proposed a direct approach for balanced and unbalanced load flow. In [39] and [40], an implicit Zy,s
method incorporating a three phase power distribution model was used for an unbalanced load flow
application. Despite being suited for unbalanced distribution systems connected to the upstream
network, these works (e.g., [39]-[41]) do not consider the islanded operation of droop-controlled
IMGs and its implications on the power flow problem. Recently, the work in [42] and [43] proposed
unbalanced power flow methods for IMGs. Nevertheless, the methods proposed in [42] and [43]
mandate that DG units be located at the selected refence buses which creates similar problems to
those faced with [35]. In [44], the authors proposed an iterative branch-based method to compute the
power flow solution for balanced and unbalanced IMG systems. However, the algorithm in [44]
depends on the formation of the bus admittance matrix and its inversion to renew the network voltage
in each iteration, which is unsuitable for the sparse implementation required for a large-scale IMG

due to the problems of fill-ins and the large number of arithmetic operations required.

According to this review of literature, the existing power flow tools can be computationally
expensive. This issue renders the existing work not suitable for solving the power flow for a large-
scale IMG. Typically, the existing node-based methods, like Newton-based methods, need matrix
inversion processes which are generally complex to perform using the sparse matrices needed for
large scale IMG representation. On the other hand, while some branch-based IMG power flow are
proposed in the literature, most of them still require the incidence matrix and its inversion which will
create the same problem associated with the sparse matrices. Moreover, most of the existing branch-
based methods required a droop-controlled DG unit be located at the upstream bus which is require
bus renumbering to make them applicable to the general case. An alternative solution to deal with the
computation problem is using Linear Power Flow (LPF). Typically, the LPF models can provide fast
power flow solutions and enable a wide range of operational control and stochastic planning
algorithms that would otherwise be computationally infeasible [45]. Realizing the importance of such
models, different work in the literature have proposed balanced and unbalanced LPF models for the
distribution network (e.g., [46] and [47]). Yet, existing LPF models do not account for the droop-
controlled IMG special features in terms of the lack of a slack bus, the variability of autonomous
microgrid frequency and the operation of DG units in droop control mode. According to these

challenges, new power flow models/algorithms are required.
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1.6.2 Microgrid Optimal Power Flow

In order to optimize and control the operation of the microgrid, the hierarchical control structure has
been widely adopted in the literature [48]. This structure employs several control layers, wherein each
of these layers has its own functionality and response time. A higher-level layer is typically employed
for economic purposes and manages the DG units and ESSs commitment and dispatching decisions
as well as the load curtailment decisions. Lower-level and intermediary-level layers are on the other
hand deployed for controlling the DG units power production and for maintaining the microgrid’s
voltage and frequency within bounds [49]. Still, the operation of the microgrid and its hierarchical
control structure are conceptually different in both grid-connected and islanding modes of operation.
In the grid-connected mode, the voltage and the frequency of the microgrid are imposed by the
upstream grid at the point of common coupling (PCC) and any mismatch between the microgrid’s
local generation and demand is supplied by the upstream grid. As such, in the grid-connected mode
of operation, the DG units are controlled to inject constant amounts of power prespecified by the
high-level layer of the hierarchical control structure [26]. On the other hand, in the islanding mode of
operation, the DG units cannot be controlled to supply some prespecified constant amount of power
and need to follow the load variations in order to ensure a stable system operation [14][50]. To this
end, in the islanding mode, primary droop control is deployed as the lower-level control layer in order
to control the DG units to follow the load variations. Secondary control is deployed as the
intermediary-level control layer responsible for compensating the steady-state errors in the system
voltage and frequency derived by the primary control. The secondary control hence ensures that the
microgrid’s voltage and frequency are maintained within bounds and that the microgrid is ready for
re-synchronization with the main grid when moving back from the islanding mode to the grid-
connected mode. Finally, tertiary control is adopted as the higher-level control layer used for ensuring
the economic viability of the microgrid operation by optimizing the microgrid’s commitment and

dispatch decisions.

The optimization of the operation of the microgrid resources and loads, performed by the higher-level
control layer of the microgrid’s hierarchal control structure, is based on an AC optimum power flow
(ACOPF) problem. In this context, the considered ACOPF problem seeks to optimize the microgrid’s
operation subject to the system’s operational constraints. Several research works have recently
attempted to accurately formulate and solve the ACOPF problem for microgrid systems. For instance,
a bi-level model has been proposed in [51] to optimally schedule the microgrid operation. However,
this model was restricted to the grid connected mode and the ability of the system to operate in

islanded mode was not considered. The mathematical formulation proposed in [52] has considered
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the islanded mode of the microgrid. Yet, the primary and secondary control layers were not
considered, which can lead to infeasible solutions. In [53], an ACOPF for inverter based microgrids
operating in the islanded mode has been proposed. In this work, the primary droop control has been
considered and the microgrid operation was optimized for minimizing the distribution losses.
Additionally, an MINLP model for the optimal operation of unbalanced islanded droop based
microgrid has also been proposed in [26]. This formulation was also linearized and transferred into a
MILP model that can be solved with linear commercial solvers. While the work in [53], [26] has
overcome earlier drawbacks pertaining to the consideration of the primary droop control layer, still
these models were restricted to the islanded mode of operation and did not consider the secondary
control layer. Recently, a generalized model has been introduced in [54] to consider both the grid-
connected and islanded modes of operation of an unbalanced microgrid. However, the secondary
control layer has not been considered in this work. On the other hand, as the secondary control layer
change the DG units operating points and their active and reactive power injections, overlooking the
secondary control in the microgrid ACOPF problem formulation can lead to infeasible and suboptimal
operating points [16]. As mentioned, the existing works fall short in accounting the operation and
control of the microgrid with primary and supervisory with secondary control. In this sense, a new

ACOPF model for optimal operation the microgrid is required.

1.6.3 Power System Resilience Enhancement

The increasing recurrence of extreme weather events is demanding significant changes to the
distribution networks operation and design. Extreme weather events can cause power outages in what
would otherwise be a reliable distribution system. In fact, many distribution utilities worldwide are
increasingly suffering from power outages due to high-impact-low-probability (HILP) events. For
instance, in the ten years period from 2003 to 2013 more than 70 million customers in the United
States were affected by HILP events [55]. In order to address this issue, major efforts toward
distribution system resilience enhancement have been introduced recently. In this context, resilience
generally refers to the ability of the system to anticipate and withstand extreme HILP events, allowing
for a rapid recovery from possible interruptions due to the event [56]. To date, power distribution
utilities are in the lookout for practical solutions to increase their distribution systems’ resiliency,
allowing for continuous supply for critical loads, e.g., hospitals and data center, during HILP events
[57]. To this end, resilience enhancement solutions have been recently put forward in the literature.
Generally, these solutions can be categorized into 1) planning and infrastructure-oriented strategies,
and 2) operational strategies. The first kind of solutions mainly focuses on preventive actions to

protect the power distribution system against contingencies that may arise due to HILP events, e.g.,
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DER allocation [58], optimal sizing [59] and hardening [60]. On the other hand, operational strategies
seek to improve the load restoration ability in case of a HILP event, e.g., pro-active operation [61],

network configuration [62] and MGs formation [63].

The concept of microgrids planning for resilience enhancement was recently introduced in the
literature. The majority of the work in this area opted for a multi-stage optimization problem for
delivering the optimal resilience enhancement solutions. Generally, the outer level is dedicated to the
investment decisions pertaining to the planning elements. On the other hand, the inner level deals
with the microgrids operation strategy to hedge the contingencies as well as to consider the microgrids
operation and control behavior. In [64], the authors proposed a two-stage model for planning
microgrids considering both economics and resilience enhancement. In this work, the determination
of the optimal site/size of the DERs and the backup distribution lines were considered. The problem
was formulated as a master/sub-problem and solved iteratively. The master problem focused on
deploying DERs and distribution lines while the sub problem identified the extreme events scenarios
allowing for up to N-3 contingencies. The solution delivered by this method improved the ability of
the microgrids to restore the power supply to loads during contingencies using either DERs or backup
distribution lines. Still, this work lacked in terms of accounting for the AC optimal power flow
representing the microgrid operation with hierarchical control. In [29] a stochastic planning model
was proposed for enhancing the distribution systems resilience using a microgrid formation strategy.
The proposed method was formulated as a multiple stage optimization model. The upper stage dealt
with the optimal line hardening and DG allocation while the lower stage dealt with the optimum
operation strategies (i.e., network reconfiguration, microgrids formation and demand side
management). This work considered the uncertainty of loads as well as the uncertainty of the damage
in the feeders caused by the weather events. Still, this work only considered dispatchable DG units.
Renewable energy resources and energy storage units were not considered. Additionally, the
microgrid hierarchical control structure was not considered in modeling the microgrid operation. The
work in [59] focused on developing a planning model for the optimal sizing of isolated networked
MGs considering the trade-off between economics and resilience enhancement. In this work, the
problem was formulated as a three level, wherein the first level focused on the optimal sizing of the
DERs and energy storage considering the normal operation (without contingencies). The second level
coordinated with third level allowed for considering both normal operation and emergency operation
of isolated networked MGs. For each of level, the AC optimal power flow has been used for delivering
the minimum of the generation cost, load shedding or both according to the operation condition (i.e.,

normal and emergency). A time coupled AC optimal power flow has been simulated for 4
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representative days to allow for the uncertain characteristics of the seasonal load profile. Still,
renewable energy resources were not considered in this work. Moreover, the location of the DERs
and storage were pre-predetermined a priori to the solution. Authors in [65] proposed the optimal
sizing of mobile energy storage system in networked MGs. This work considered renewable energy
resources (i.e., PV), wherein different scenarios were adopted for considering the uncertain
characteristic of the PV generation as well as the load. Still, the microgrid hierarchical control
structure was not considered in modeling the microgrid operation. Moreover, this problem was
limited to the optimal sizing and placement of mobile energy storage, while the location and size of
PV and DGs were pre-predetermined a priori.

In regards to the existing resilience-oriented microgrids planning methodologies, one of the main
concerns is the computational burden. Attempting to manage their computational burden, existing
work endeavored to minimize the problem size by omitting renewable energy resources, pre-
specifying the location of some resources, neglecting the microgrid hierarchical control structure,
and/or considering a limited number of stochastic scenarios. While these techniques can reduce the
problem size, they on the other hand render the planning problem incomplete and only applicable to
particular planning instances. As a possible solution to this problem, the concept of deep learning can
provide an attractive solution for handling computationally demanding problems, i.e., its ability to
significantly increase the computation performance of large-scale analysis/optimization problems
make their solution more attainable in comparison to traditional methods. For instance, the concept
of deep learning has been applied for in the development of power flow and optimal power flow tools,
respectively, [66] and [67]. In these works, the deep learning technique was used for enhancing the
performance and computation efficiency of the power flow/optimal power flow solution approach.
Still, the concept of AC microgrids considering hierarchical control solutions has not been introduced
in this work and making its application not appropriate for microgrid planning problems. On the other
hand, the work in [68], proposes the use of deep learning for the restoration problem of critical loads
after experiencing a major outage. In this work, the deep Q-learning method is applied for speeding
up the solution approach, making the problem solvable for small distribution system up to large-scale
network. However, there is no consideration of the microgrid concept and its planning in this work.
Next, a new planning problem based on deep learning for a resilient transmission system is introduced
in [69]. In this work, a deep learning technique is adopted to forecast the load growth while improving
the forecasting task compared to an existing method. Still, the concept of microgrids is also not
introduced in this work. Recently, in [70], the concept of microgrid has been introduced while

coordinating several renewable resources and Plug-In Hybrid Electric Vehicles (PHEVS). In this
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work, the deep learning technique is adopted to forecast the renewable output seeking to mitigate the
uncertainty caused by the renewable energy elements in the microgrid. While the deep learning
technique is adopted in this work, this work only discusses the operation stage and presents a
simplified problem by omitting the hierarchical control philosophy of the microgrid in its problem
formulation. Considering these challenges, a new framework for planning resilience oriented

microgrid(s) is need and developed in this thesis.

1.6.4 Discussion of the Literature Survey

According to the literature survey, steady state analysis, optimal operation and planning frameworks
that emphasize the microgrid concept have been heavily studied in the literature. Nonetheless, the
critical review of literature presented in this chapter shows that there are still several key challenges
that need to be addressed. First, the literature survey shows that the existing power flow tools are
mainly suited for small microgrid systems and cannot scale to large scale microgrid systems
comprising thousands of buses. This problem limits the existing power flow tools and make them not
suitable for many stochastic planning and real time operational problems. Thus, new power flow
models/algorithms are required. Furthermore, existing work in the area of ACOPF for the microgrid
systems fall short in accounting the operation and control of the microgrid with hierarchical control
(i.e., primary droop and secondary control). This can in turn lead to infeasible and sub-optimal
solutions. Thus, a new ACOPF model for optimal operation of the microgrid considering the
hierarchical control is required. Finally, the survey of literature in this chapter addressed the ultimate
challenges facing the resilience oriented microgrid planning and show that there is a need to consider
the operation of microgrids in the planning problem. Moreover, the survey shows that there is a need

of new methodology to deal the computation problem in the planning.

23



Chapter 2 Power Flow Algorithm for Islanded MGs

Y. Vilaisarn and M. Abdelaziz, “An inversion-free sparse Z power flow algorithm for large-scale
droop controlled islanded microgrid”. Published in International Journal of Electrical Power Energy
Systems, October 2020.

Résumé

L'une des principales caractéristiques des systemes de micro-réseaux est leur capacité a fonctionner
de maniere isolée du réseau principal. L ’étude d’écoulement de puissance (EP) des micro-réseaux
isolé présente plusieurs caractéristiques distinctes par rapport a celui des méthodes traditionnelles,
comme : (1) I'absence le bus infini, (2) la fréquence est une variable a déterminer, et (3) les générateurs
sont contrdlés par le mode « statisme ». Plusieurs études dans la littérature ont traité ces particularités.
Cependant, les algorithmes existants qui servent a 1’étude d’EP d’un micro-réseau isolé ne sont pas
adaptés a l'analyse un micro-réseau isolé a grande échelle qui se compose des milliers de nceuds
électriques. D'autre part, dans les systémes de distribution pratiques, les micro-réseaux isolés créés
dans ces systémes peuvent comprendre des milliers nceuds électriques. Ainsi, la mise en ceuvre du
concept de micro-réseau dans les systemes de distribution réels nécessite des outils 1’étude d’EP
adaptés a lI'analyse des micro-réseaux isolés a grande échelle. Pour cette raison, ce travail propose un
algorithme basé sur une matrice Zy,s pour faire une étude d’écoulement de puissance d’un micro-
réseau isolé. Cet algorithme proposé est particuliérement adapté a une mise en ceuvre une matrice
éparse ou creuse. Ceci permet de faire 1’étude d’EP d’un micro-réseau qui se compose des milliers de
nceuds électriques. La précision et 'efficacité de I'algorithme proposé sont validées par plusieurs

études de cas portant sur des systémes équilibrés et déséquilibrés.

Abstract

A main feature of microgrid systems is their ability to operate in isolation from the main grid, i.e.,
islanded microgrid (IMG) operation. The power flow (PF) problem of IMGs has been shown to
exhibit several distinct features compared to that of traditional distribution systems; namely: (1)
having no slack bus, (2) frequency being a PF variable, and (3) generators controlled as droop units.
Several studies in the literature have focused on and addressed these particularities. Still, existing
IMG PF algorithms are not suitable for the analysis of large- scale IMG systems comprising thousands
of buses. On the other hand, practical distribution systems and the IMGs created within such systems
may in many cases comprise thousands of electric nodes. As such, the implementation of the

microgrid concept in real distribution systems requires PF tools suitable for the analysis of large-scale
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IMGs. This chapter proposes a Z,,s PF algorithm for droop-controlled IMG that is particularly suited
for sparse implementation. The proposed algorithm is inversion-free, does not require bus
renumbering and is independent of third party sparse linear algebra libraries. The accuracy and
effectiveness of the proposed algorithm is validated through several case studies considering balanced
and unbalanced test systems.

2.1 Introduction

In this chapter we propose a Z,,s power flow algorithm for droop-controlled IMGs of larger
dimensions. The proposed algorithm is inversion free and is particularly well-suited for sparse
implementation. The remainder of this chapter is organized as follows; First, Section 2.2 introduce
the proposed algorithm for balanced droop-controlled IMG. Subsequently, Section 2.3 discuss the
extension of the proposed algorithm to allow for the consideration of unbalanced IMGs as well as to
capture load voltage and frequency dependencies. The validation of the proposed algorithm is
discussed in Section 2.4, where balanced and unbalanced case studies are used to illustrate the

effectiveness of the algorithm. Finally, Section 2.5 summarize and conclude the chapter.

2.2 Proposed Algorithm

In droop-controlled IMGs, droop regulation is deployed to control the DG units output and achieve
an equilibrium between the demand and generation in the IMG. Accordingly, irrespective of the
generator type (i.e., whether machine based or inverter based) and its control, the DG units are
represented by their droop characteristics in the power flow problem [1]. In the droop mode, the
frequency and the voltage at the DG unit PCC depend on the DG units’ droop characteristic [15].
With the vector “D” denoting the set of droop buses, the droop characteristic equations, f/P and
V/Q, of the DG units in the IMG can be given as follows:

f =f—mlPf ViED (2.1)
V; =V —nlQ¢ ViEeD (2.2)

where f is the IMG’s frequency, f;" and V;* denote the no-load nominal frequency and voltage
magnitude set points of droop bus i, respectively. V; is the voltage magnitude at the PCC of the DG
unit connected to bus i. The active and reactive static droop gains are denoted by m!? and n/
respectively. P and Qf are the active and reactive power generated by the DG unit at bus i,

respectively. In the order to enhance the rate of convergence, the initial values for the active and
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reactive power generation are initialized by distributing the total demand (neglecting line losses)

among the DG units in proportion to their droop gains.

In this work the Compressed Column Storage (CCS) format is used to store all matrices. Figure 2. 1

shows a flowchart of the proposed algorithm.

(START )
T
Initialization

Get P and Q;" from datasheet,
V=1, 6 =0, V;=1.20, = f, =L1.

Pre-Initialize

v
~ Formation Z** using (2.4) |
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|
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| Calculate frequency " f " using (2.10) |
v
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v

Calculate upstream bus voltage Outer loop

V; using procedure 2

;
| Update X"* using (2.14) |

FIGURE 2. 1: Flowchart of the proposed algorithm

First, the sparse Z,,s matrix is calculated and stored in rectangular form to enable updating the

imaginary part (which is frequency dependent) each iteration:
Zbus = KTZP'K (2.3)
Zbus _ pbus +ijus (2.4)

where K and ZP" are the incidence matrix and the primitive impedance matrix, respectively [71]. RPuS

and XPUS are a real and imaginary part of ZPS. The proposed algorithm then uses two nested loops.
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In the inner loop, an implicit Zy,,s method is implemented. The Z,,,s method run the power flow every
iteration (it) in order to update the bus voltage vector ¥ and the voltage deviation vector dV = ZPV5T.
By using the superposition, the voltage is updated until the mismatch AV = max(|V** - V*~1|) is

less than a given tolerance. The formulations are given directly in Figure 2. 1.

In the outer loop, the frequency and reference bus voltage are updated. In this work, similar to [35]
and [30], the upstream bus #1 is chosen as the system reference. However, unlike [35] and [30], in
this work a DG unit may or may not be located at bus #1. Here it is worth noting that in [35] and [30],
f and V; were updated using the branch power of the branch adjacent to the upstream bus (denoted in
this work by ™). However, when no DG is located at the upstream bus, V; and £ cannot be updated
this way. Accordingly, in this work procedures 1 and 2 are used to update f and V;, as shown in

Figure 2. 1, based on the DGs branch currents.

Procedure 1: Calculate the branch current element IP™ of 727

Step 1: Calculate the complex branch current vector based on the injected current and the incidence

matrix

'™ = KI (2.5)
Step 2: Calculate the sum of branch current adjacent to bus 1

[_fr = ZieAdjacent tobus 1 I_ibr (2.6)
Step 3: Based on (2.5) and with I; being it" element of I, update 12"

Ir =0 —(-I{" = 1I) i=D(1) 2.7)

1_8-11) = _[_(bi:1) Vi €D (2.8)

From the new IP", the frequency can be directly calculated by (2.9) and (2.10). Denote by V; the it"

element of vector V from the inner loop and the frequency expression becomes:

ff=f;—-mP[P} + real(Vi(I_ibr)*)] VieD (2.9)
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f = [Ri=pc fil/mp¢ VieD (2.10)

where f;i* is the pre-updated frequency considering a droop bus i. The pre-updated frequency f;* in
(2.9) is calculated based on the equilibrium condition for active power in each droop bus node (i.e.,
Pf = Pt +real(V,(I?")") used in equation (2.1). As such, f* in (2.9) depend on “PF+
real(Vi (Iibr)*)” which represent the summation of the active power demand and the active branch
power flowing out from the it" bus where the DG is located. The new frequency is computed, from
(2.10), and is then used to update PF using (2.1). Afterward, QF can be updated directly using (2.2)

with the updated voltage V from the inner loop. Then, the procedure 2 is used to determine V; as
follows:

Procedure 2: Calculate reference bus voltage V;

Step 1: Calculate the magnitude of the new DGs voltage from DGs branch current obtained by (7)

and (8)
WAl =V =nf [QF + imag (7(T") )] wvie®D (2.12)
Step 2: Update V; of vector V from the inner loop with new ||V;*|| and &; from the inner loop
Vi = IV lIsin (&) + jllV*llcos (&) ViEeD (2.12)
Step 3: Update the element of T with new V;, P& and Q. And then recalculate new dV.
Step 4: V; can be calculated using the number of droop buses and the two vectors V and dV.

Vy = [Z Vi — dVill] /npe ViED (2.13)

Similar to (2.9), in equation (2.11) the voltage magnitude is updated through the reactive power
generation equilibrium and respecting (2.2). To note here that the use of the variables and matrix with
the superscript “x” is limited to the scope of procedure 2 only and does not affect processes outside
procedure 2. Also, the bar over the variables, vectors and matrices represents the complex

representation. According to the calculated frequency, the ZP"S impedance is then updated. As

28



intended from the beginning, only X" will be updated and this alleviate the need to rebuild Zbus.
The update expression is given as follow:

xbus _ ybus,(0) fLO (2.14)
Where £ denote the system frequency of nominal operating point, and in this work £ set to one.

The algorithm ends when the mismatch AV, = |V — V1| of the outer loop is less than a
prespecified tolerance.

2.3 Extended to Unbalanced Systems

The proposed algorithm can be extended to allow for the consideration of three-phase unbalanced
systems. Figure 2. 2 shows a flowchart describing the implementation of the proposed algorithm in

three-phase unbalanced systems.

In the initialization stage the three-phase bus impedance matrix ZP"S3® js formulated in rectangular
form to enable updating the imaginary part as the iterations progress. The formulation of Z?$3? for

unbalanced systems can be given as follows:
Zbus,3cl> — (K3CI>)TZbr,3CbK3<D (2'15)

where K3® and ZP™3® are the incidence matrix and primitive impedance matrix of the unbalanced
IMG, respectively. More details about formulating ZP"$3® can be found in [39]. To note here, that
Zbus3® K3% and ZP"3% are stored in CCS format similar to their corresponding matrices in the
balanced case. The initial values for the active and reactive power generation are initialized by
distributing the total demand (neglecting line losses) among the DG units in proportion to the DG
units respective droop gains considering the respective phase loading, where the three phases are
denoted by the superscripts a, b and ¢ and the detailed procedures for initializing the DGs generation
will be provided later in this section. The initialization of the reference bus voltage is realized by
using procedure 4, which will also be explained later in this section. The proposed algorithm then
uses three nested loops. The inner and outer loops are similar to the ones used in the balanced case,
where in the inner loop an implicit Zy,,,s method is implemented and in the outer loop the frequency
and reference bus voltage are updated. The middle loop is dedicated to calculating the power
distribution among the three phases. Procedure 3 describes how the DGs’ three-phase branch power

are calculated.
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FIGURE 2. 2: Flowchart of the proposed algorithm for unbalanced system
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Procedure 3: Calculate the three-phase active and reactive branch power Pibr’“’ and Qf’mq’

Step 1: Calculate branch current vector of three phase unbalanced system

Tbrabe — g3®Jabe (2.16)
Step 2: Calculate sum of branch current adjacent to bus 1 of each phase

IP% = Yicadjacent to bus 1 19 VY eF (2.17)
Step 3: similar to procedure 1, update I°" but in this case for phase A, B and C

Iy = — (- — ) i=D1), VW EeF (2.18)

e = —Ihw ViEDVYETF (2.19)
Step 5: Calculate active and reactive branch power generated by (18) and (19)

P73 = Sy ape[real(V,w (125) )] Vi€ED (2.20)

Qibr,3cl> = Z'{'=a,b,c[imag(vi,'l’(I_il,)'}ﬁ’)*)] ViED (2.21)

The Pibr'3q> obtained by (2.20) is used to updated f3®. Respecting to the £ /P droop characteristic and

the number of the droop bus in IMG, the updated system frequency expression becomes:
f3® = [fl* - mpi(PibrS(1> + PiL'3q>)]/nDG ViEeD (2.22)

where PiL'3® denote the active three phase power of the load demand installed at bus i; and expressed

by:

P = Swmanc Pl vieD 223
Then, according to (1) the new updated frequency f3® is used to update the new active droop three-

PiG,3(D

phase power generation , as well as the reactances X?u$3® and XP"3®, Then, the new reactive

droop three-phase power generation Ql.G'Bq’ is updated using the selected voltage phase B of V2¢ from
the inner loop. Thus, respecting to (2.1) and (2.2) the generation power PF>® and Qf-*® expression

becomes:
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PiG,3¢‘ — (f* _ f3CD)/me VieD (224)

Q3 = (v — |vbh/nd ViEeD (2.25)

4

Comparing to the balanced case, the droop generation power from (2.1) and (2.2) cannot be used

GLab) and QP9 In fact, there is a need for a methodology

directly, due to the requirement of P,
to split the three phases power generation from (2.24) and (2.25) into the respective phases generation.
In this work, the DGs are assumed to have negative sequence compensators that mitigate the voltage
unbalances at the PCC [72] (i.e., the DGs produce balanced voltages despite the system unbalance).
Similar, assumption has been also made in previous three-phase IMG power flow studies (e.g., [15],
[44]). Moreover, the summation of the three-phase power generation should respect the droop

relations. These characteristics can be expressed as following:

Ve = V2| = IV Vi €D (2.26)
st=ot+(X)=06— (%) vied (2.27)
PiG,3(D _ PiG'a n PiG'b n PiG,c ViED (2.28)
Q" = Q"+ Qf" + Qi VieD (2.29)

Equations (2.26) to (2.29) were previously formulated as mismatch equations in [15] and solved
among the system power flow problem using a newton trust region method. However, there is no
direct way for these equations to be implemented in the branch based unbalanced power flow that we

are adopting in this work. Thus, as can see in Figure 2. 2 the middle loop is used. This loop allows
for the determination of Pf'(a'b'c) and Pf'(a'b'c) respecting to (2.26) to (2.29) and thus capturing the

DG’s behavior in unbalanced three-phase conditions. The expressions for determining each phase

generation power in the middle loop can be given as:

. M_
rop? app et
M 5 0 5 0 itM—1
G,bit itM—1 05; v a_ gb_(2¢
P b §&— 8P — (=
l(; i 0 aP{ 0 dPf 3
.C c 21
P; _| P 1 o8¢ ovf 6 — 6f + —)
G,b | nb e PV a0b 3
Qi Qi % 0 % 0 |[7.a| _ |_.b|
G,c Q.C 96; ov; _l _l
@ l ‘ ‘ 72— V¢
0 0Q; 0 0Q; i i
| a5¢ Vel

VieED  (2.30)
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ltM 1

ity

G 0 VieD  (231)

PL,G’a ity
Q&

Where it" is the iteration counter of the middle loop, A denote the step size and selected small enough

G,b G,c
Q +0;

to maintain the convergence of the middle loop (set as 0.01 in this work). Here it is worth highlighting
that equations (2.30) and (2.31) were previously proposed in [44] for splitting the power among the
three phases and are adopted here for the same purpose. Details about the formulation of the elements
of the matrix in (2.30) are provided in Appendix A of this work. The generation power in (2.30) and
(2.31) are updated through the iterations of the middle loop’s until the mismatch A™ is less than a

given tolerance, where 4™ is formulated as:
4™ = max(|Sy=apc Viw|) VieED (232

Afterward, procedure 4 is used to update V3?:

Procedure 4: Calculate reference bus complex voltage V3® for the proposed unbalanced power flow

Step 1: Update the magnitude of DGs voltage magnitude using the branch reactive power obtained
by procedure 3

IVENe = Vi —ng[QF*® + Q73] YiED (2.33)

Step 2: Update Vla’b’c of V4P¢ from the inner loop with new ||V;/*||*?¢ obtained by (33) and 6 from

the inner loop

7a V¥ l1%cos (52) + jIVE || sin (52)

L

po| = [IViliecos (67 = (5D +jviliesin (58 = (5D|  wied (2.34)
Tl [IvENecos 88 + (55)) +jIvEIIesin (52 + (25)

Step 3: Update the element of T2b¢ with new 7" as well as PL.G'(a'b'C) and Q" (@b.S) obtained by the
middle loop; And calculated dV*?b¢ expressed by:
Wx,abc — Zbus,3cl>7abc (2.35)
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Step 4: V%" and §&"can be calculated based on the number of droop bus of the vector V¢ and
Wx,abc.

Viw = [Z(Viw — dVE)]/npe ViED,VVETF (2.36)

8w = angle(Vyy) — angle(VY) VY EF (2.37)
Step 5: store (36) and (37) in the vector V42¢ and convert to V5®.

Vibe = V21288 [V | 280; 1Vf| 26 (2.38)

V3® = [Vabe pabe _pabe

(2.39)

T
] (1x3.npy)

(13

To note here that the use of the variables and matrix with the superscript “x” is limited to the scope
of procedure 4 only and does not affect processes outside procedure 4 (i.e., does not affect V and dV
of the inner loop and middle loops). Similar to the proposed balanced algorithm, the algorithm ends
when the mismatch AV, goes below a prespecified tolerance. As mentioned earlier, procedure 4 is

also used to initialize V3® at the pre-initialize stage. However for step 1 and step 2 in procedure 4,

G,(a,b,C) G,(a,b,C) b ,3¢ £ G'(a'b'c) G,(a,b,c) inttiali
P , Q; and Q;"°" need to be specified. Thus, P, and Q; are initialized by

distributing the total demand (neglecting line losses) in the proportion to the droop gains. Equations

(2.40) and (2.41) express the initialization power of each phase power generation:

o P
PR =15 | PP VieDWWETF (2.40)
: .
-1
G,init _ "? Npus HL.Spec ,
Qw =|—a 2200y Vi€EDVVEF (2.41)

l

As can be seen in Figure 2. 2, the power term of (2.33) are replaced by ny;})nit and (2.41) in the pre-

initialize stage.

34



2.4 Algorithm Validation and Numerical Results

In this section, balanced and unbalanced radial distribution test systems have been chosen to evaluate
the effectiveness of the proposed algorithm compared to other algorithms available in the literature.
All case studies were performed in MATLAB environment on a PC equipped with 3.40GHz Intel
Core i7 processor with 8GB of RAM.

2.4.1 Balanced Microgrids

For the validation of the proposed algorithm in balanced conditions, the balanced 33-bus and the
10476-bus distribution test systems were used. Test systems description, feeder parameters and
nominal loads are available online at [73]. The DGs locations, droop coefficients and nominal no-
load settings for the 33-bus and the 10476-bus distribution test systems are summarized in
Table G. 1 of Appendix G.

For the balanced case, the validation methodology is divided into two steps. First, the well-known
33-bus system used in [15] and [30] is used to validate the accuracy of the proposed algorithm, by
comparing its results with those obtained using the NTR algorithm of [15] and the modified
backward/forward sweep (MBF) algorithm of [30]. Figure 2. 3 gives the voltage profile obtained

using the three algorithms.
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FIGURE 2. 3: Voltage profile for 33-bus IMG system as calculated by NTR [15], MBF [30] and
the proposed algorithm (f= 0.9198 p.u.)

As can be seen in Figure 2. 3, the results from the three algorithms are almost identical. The maximum
difference in VV /6 between the results of the proposed algorithm and the results of NTR algorithm of
[15] was found to be 7.34 x 1077 /2.14 x 10~>. Similarly, comparing the results of the proposed
algorithm with those obtained by the MBF algorithm of [30], the maximum difference in V/§ was
found to be 3.92 x 1075/5.61 x 10™*.
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In terms of computational performance, the number of inner/outer loops iteration required by the
proposed algorithm is 70/23 compared to 327/93 when using the MBF algorithm of [30]. Figure 2. 4
shows the inner/outer loop errors along the required iterations for the proposed algorithm and for the
MBF algorithm of [30]. Figure 2. 5 shows a close up of the iterations error data of the proposed

algorithm presented in Figure 2. 1.

0.190

0143 € >
A
i
= i
2 0.095 1 )

0.048

0.000 g S
1 24 47 70 03

Number of iteration

Number of iteration
Proposed Algorithm

FIGURE 2. 4: Comparison between the convergence characteristics of proposed algorithm and
the MBF algorithm of [30] in terms of inner and outer loops error for the 33-bus IMG system
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FIGURE 2. 5: Evolution of inner and outer loops error of the proposed algorithm for the 33-

bus IMG system

On the other hand, the NTR algorithm of [15] converges in only 4 iterations. Despite that, the NTR
algorithm of [15] is computationally more expensive than both the MBF algorithm of [30] and the
proposed algorithm, with an average runtime (computed over 10 runs) of 367.3 ms compared to 69.3

ms and 47.9 ms for the MBF algorithm of [30] and the proposed algorithm, respectively.
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In the second step of the algorithm validation under balanced conditions, the proposed algorithm is
implemented to solve the PF problem for a large-scale IMG comprising 10476-bus [71]. As
anticipated, the NTR algorithm of [15] and the MBF algorithm of [30] were not able to solve the PF
problem for this large-scale IMG and they both did not converge. For the proposed algorithm, the
number of required iterations was 47/19 of inner/outer loops and 14753.6 ms of average runtime

(computed over 10 runs). The bus voltage of the 10476-bus system is illustrated in Figure 2. 6.
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FIGURE 2. 6: Voltage profile of 10476-bus IMG system (f= 0.9952 p.u.)

2.4.2 Unbalanced Microgrids

To show the effectiveness of the proposed algorithm under unbalanced conditions, the unbalanced
25-bus test system is used. Details about the test system feeder parameters and nominal loads can be
found in [74]. Similar to [15], in this work the system loads have been modified to make the system
heavily unbalanced (by decreasing phase A by 20% and increasing Phase C load by 20%). The DGs
locations, droop coefficients and nominal no-load settings for the DG units the unbalanced 25-bus
test system is found in Table G. 1 of Appendix G. The tolerances were set at 10~ and 10~* for

outer/inner loop and middle loop, respectively.

First, we validate the accuracy of the proposed algorithm by comparing its results with those obtained
using the NTR algorithm of [15]. Here it is worth noting that the modified backward/forward sweep
(MBF) algorithm of [30] does not consider unbalanced cases and as such was not used in this
comparison. Figure 2. 7 shows the bus voltage profile obtained by the proposed algorithm and that
obtained by using the NTR algorithm of [15].
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FIGURE 2. 7: Voltage profile for 25-bus unbalanced IMG as calculated by NTR [15] and by the
proposed algorithm (f= 0.9978 p.u.): (a) Phase A, (b) Phase B and (c) Phase C

As can be seen in Figure 2. 7 the results obtained from the proposed algorithm are almost identical to
those obtained using the NTR algorithm of [15]. The maximum difference in V /& between the results
of the proposed algorithm and the results of NTR algorithm of [15] was found to be
1.21x1075/4.22 x 1073,

In terms of computational performance, the number of inner/middle/outer loops iteration required by
the proposed algorithm is 114/571/49. However, the number of iteration is 5 when using the NTR
algorithm of [15]. Despite that, the NTR algorithm of [15] is computationally more expensive than
the proposed algorithm, with an average runtime (computed over 10 runs) of 3590.08 ms compared
to 686.09 ms for the proposed algorithm, i.e., the proposed algorithm is around six time faster than
the NTR [15] for the 25-bus unbalanced IMG. Figure 2. 8 shows the evolution of the error against
time of case 1 for the 25-bus unbalanced IMG. As can be seen, the middle loop takes the majority of

computation time compared to the inner and outer loops.

38



0.018 0.025

0.014 |

0.000 f

AV & AV,

0005 |}

0 100 200 300 400 500 600 700
Time (ms)
AV e AV1

0.000

............. AVmid

FIGURE 2. 8: Evolution of inner, middle and outer loops error of the proposed algorithm for

the base case 25-bus system

2.4.3 Microgrids with voltage and frequency dependent loads

In order to illustrate the effectiveness of proposed algorithm in capturing the load dependency on
voltage and frequency, voltage and frequency dependent load models were adopted in the proposed

power algorithm as expressed by [15]:

PL, = “p“|vlq,| (14 KP(Af) Vi € Qpys, V¥ € F (2.42)
QL, = “”“|V“,,| (14 KV (Af) Vi€ Qpus, V¥ € F (2.43)

where PL SPeC and QL P€¢ are the specified nominal active and reactive power demand; Af denote

the frequency deviation of the IMG from the nominal frequency; o and P are the active and reactive
power exponents which are used to represent constant power, constant current, constant impedance
loads [15]; and K?/ and K are the active and reactive power frequency dependencies factors. Three
cases studies were considered; case 1 represents the base case where all the loads are considered as
constant power loads and independent to changes in voltage and frequency (i.e., similar to the case
studies presented in subsections 4A and 4B). Cases 2A and 2B consider the system loads as constant
current and constant impedance loads, respectively; and both are dependent to the change of
frequency with K/ and K set as 1 and -1 respectively. Table 2. 1 summarizes the accuracy
validation, by comparing the maximum error in voltage magnitude, phase angle, active and reactive
power with respect to the results obtained by MBF and NTR, respectively. These results demonstrate

the effectiveness of the proposed balanced and unbalanced system under various load models.
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TABLE 2. 1: Proposed algorithm maximum errors compared to MBF [30] and NTR [15] for

the 33-bus balanced and 25-bus unbalanced IMG under different load characteristics

Testsystem Case  max|V| max|o| max|P| max|Q|
(p.u.) (deg.) (p.u.) (p.u.)

MBF and Proposed algorithm
33-bus 1 392x10% 5.61x10% 1.10x10°" 1.34 x10%
system 2A  1.65x10% 4.63x10% 1.26x10% 1.49 x10%
2B 1.88x10% 1.88x10% 1.89x10% 3.00 x10%

NTR and Proposed algorithm
33-bus 1 7.34x10% 2.14x10% 1.72x10° 1.40 x10%
system 2A  9.54 x10°" 2.05x10% 1.09 x10% 1.02 x10%
2B 276 x10% 243 x10% 5.81x10% 3.73x10%
25-bUs 1 1.21x10% 4.22x10% 1.75x10% 2.03 x10%
system 2A  3.73x10% 4.78x10% 2,96 x10% 6.32 x10%
2B 5.66 x10%® 6.37 x10%® 4.19x10* 6.83 x10%

In terms of computational performance, Table 2. 2 and Table 2. 3, respectively, summarize the
average runtime (computed over 10 runs) and the number of iterations required for all methods (i.e.
MBF [30], NTR [15] and the proposed algorithm) for cases 1, 2A and 2B.

TABLE 2. 2: Average runtime (s) of proposed algorithm, MBF [30] and NTR [15] under
different load characteristics

Test system Case MBF NTR Proposed algorithm

(ms) (ms) (ms)
T 693 3673 47.9
Sssgr‘i 2A 728 3798 481
y 2B 757 3933 488

1 14753.6

124222”5 A - ; 14969.3

y 2B 15145.4
1 3590.1 686.1
5255:2:3 oA - 35783 755.4
y 2B 3553.1 797.2

Similar to the results of case 1 (discussed in subsection 2.4.1), the MBF and NTR could not handle
the 10476-bus system in cases 2A and 2B, and both algorithms did not converge for this system. For
the 33-bus balanced and the 25-bus unbalanced IMG, even though the NTR only takes 4 and 5
iterations, respectively, it is found to be around 8 and 6 six time slower than the proposed algorithm.
For the proposed algorithm, in cases 2A and 2B the load frequency and voltage dependencies require

active and reactive power demand calculation to compute the reference voltage in the outer loop as
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well as the current injection in the inner loop and as such the proposed algorithm require slightly more

time compared to case 1 wherein the load is constant.

TABLE 2. 3: Number of iterations of proposed algorithm, MBF [30] and NTR [15] under

different load characteristics

Test system Case MBF NTR  Proposed algorithm

inner/outer iteration inner/outer
53 bus 1 327/93 4 70123
e oA 218/73 4 71/23
y 2B 306/98 4 76/24
1 47/19
124256'2“3 2A ; ; 48120
y 2B 57/24

iteration  inner/middle/outer

1 5 114/571/49

358:06‘2 2A ; 5 117/617/49

y 2B 5 121/673/49

2.5 Conclusion

This chapter proposed a Z,,s PF algorithm for IMGs. The proposed algorithm is inversion-free and
does not require bus renumbering. This algorithm overcomes the problems that existing IMG PF
algorithms face when handling a practical large-scale IMG system comprising thousands of buses.
The accuracy and effectiveness of the proposed algorithm has been validated through several case
studies on a 33-bus and 10476-bus balanced test systems. The algorithm is also extended for the
unbalanced IMG cases. The unbalanced 25 bus system was used and solved considering three cases
for the load model i.e. constant power, constant current and constant impedance. The proposed
algorithm shows superior in terms of simulation time and applicability to practical large-scale IMG

Cases.
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Chapter 3 Linear Power Flow Model for MG system

Y. Vilaisarn, M. Abdelaziz, and J. Cros, “Linear Three-Phase Power Flow Model for Autonomous
Microgrid Systems”. Published in CIRED — Open Access Proceedings Journal, April 2021.

Résumé

Dans ce travail, nous proposons un modeéle linéaire triphasé pour I’étude d’écoulement de puissance
des micro-réseaux autonomes fonctionnement en mode « statisme ». Ce modele linéaire adopte un
ensemble d'équations algébriques linéaires et peut, avec de petites erreurs par rapport au modéle non
linéaire, tenir compte de I'absence d'un bus infini, de la variabilité de la fréquence des micro-réseaux
autonomes et du fonctionnement des unités DG en mode « statisme ». Le modele linéaire proposé
peut donc fournir une solution rapide et précise. Ces qualités sont trés utile pour I’étude d’un probléme
de planification qui demande une analyse stochastique et aussi les applications temps réel liée aux
fonctionnements des micro-réseaux autonomes. En plus, ce modéle linéaire est trés avantageux pour
faire I'analyse linéaire ou convexe des problémes d’opération optimale et des problemes probabilistes.
La précision et l'efficacité du modéle linéaire proposé sont validées par différentes études de cas

portant sur des systémes de test équilibrés et déséquilibreés.

Abstract

In this work, we propose a linear three-phase power flow model for droop-controlled autonomous
microgrids. The proposed linear power flow model adopts a set of linear algebraic equations and can,
with small errors compared to the detailed nonlinear model, account for the lack of a slack bus, the
variability of autonomous microgrid frequency and the operation of DG units in droop control mode.
The proposed linear model can as such provide a fast and accurate power flow solution and has great
potential in the stochastic planning and online operational applications of autonomous microgrids, as
well as in linear or convex optimal power flow and probabilistic load flow analysis. The accuracy and
effectiveness of the proposed linear power flow model is validated though different case studies

considering balanced and unbalanced test systems.

3.1 Introduction

The planning and operation of microgrids require an accurate power flow analysis of the network in
both grid-connected and autonomous/islanded modes of operation. On the other hand, conventional

power flow model are not suitable for the analysis of autonomous microgrids (AMGs) for three main
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reasons: (i) the absence of a slack bus in AMGs, (ii) the variability of the system frequency in the
AMGs operation mode, where the frequency is one of the power flow variables to be calculated, and
(iii) the operation of the DG units forming the AMG in droop mode, which cannot be modelled in

conventional distribution power flow models [75], [76].

In this chapter, a linear power flow model for autonomous microgrid or IMG is proposed. Linear
power flow (LPF) models can provide fast power flow solutions and enable a wide range of
operational control and stochastic planning algorithms that would otherwise be computationally
infeasible [45]. Moreover, the nature of LPF model is a node-based which can be used in system
optimization problems as a power equation (i.e., planning and optimal operation). The non-linear
power flow (non-LPF) equations for unbalanced droop-controlled AMG are first presented. Then, the
linearization operator is adopted in the order to turn the non-LPF model to an accurate LPF model.
To this end, the accuracy and the effectiveness of the proposed LPF model are validated thought the
solution delivered by the existing method i.e., Newton Trust Region (NTR) [15], Modified Backward
Forward (MBF) [30] and the proposed sparse Zy,,s in chapter 2.

The remainder of this chapter is organized as follows: Section 3.2 introduces the formulation of the
linear model and the methodology for solving them. The validation of the proposed algorithm is
discussed in Section 3.3, where balanced and unbalanced case studies were deployed to illustrate the
effectiveness of the proposed LPF model. Finally, in Section 3.4 we summarize and conclude the

chapter.

3.2 Formulation and Linear Power Flow

In droop-controlled AMGs, the frequency and voltage at a DG unit’s point of common coupling

(PCC) are controlled to follow the droop characteristic equations, f/P and V/Q, given as follows:
PiG,3® — (fl* _ fSCD)/mf’ VieD (31)

Q3% = (v — V&) /n? ViED (3.2)

i

where PL-G'3CD and Qf'” are the active and reactive three-phase generation power delivered by the DG
unit at the bus i, respectively, 3% is the AMG’s frequency, f;* and V;* denote the no-load nominal
frequency and voltage set point of droop bus i, respectively. The active and reactive static droop gains

are denoted by m! and n/'. Then, V; denote the voltage at the PCC of the DG unit connected to bus i.
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As can be seen, Qf'3‘I> are respected to the droop by referring to V* at the PCC of the DG unit

connected to bus i [15].

The non-linear power flow equation in unbalanced droop-controlled AMG can be given as [15], [77]:

= _ GrP cos(é‘-, — 5.,13)
Py = (Pi(,;l}’ - Pil“l[,) = |Vi,lp| Z;‘:m{s ZBET|V}',B| < ij IR Ji )

+B;Iﬁ Sil’l((gi'lp — 8],ﬁ)

Vi € Qpys, VW €F (3.3)

—Bgﬁ cos(é‘i,w - 61-,,3))

Qo = (Qhw = Qw) = [Viw| J=1 perlVil +Gilj',BSin(5i,w_5j,ﬁ)

Vi € Qpys, VW EF (3.9)

where ¥ and S denote phase indices, n,, is the number of buses in the AMG, P/, and Q/,, are the
active and reactive load demand of phase ¥ located at bus i, respectively, G;'ﬁ and Bl.lj."g denote the

self/mutual conduction and susceptance connecting bus i to j, respectively. V7 and § are the complex
voltage magnitude and its phase angle, respectively. Considering constant power loads, the only non-
linearity in (3.3) and (3.4) came from the production of voltage magnitude and trigonometric i.e. sines

and cosines. In order to linearize these equations, the following linear approximation are adopted:

Approximation 1: deal with the non-linearity obtained by the effect of trigonometric sines, cosines

and the deviation between the phase angle i.e. (61-,4, - 61-,3) as follows [46]:

1 , if¥ =8
1 V3 .
cos(8yp — 8ip) 3 "2 7(6i.’¥’ = &), ifflag to¥ (3.5)
~ 2486, ~8,4), ifBlead to W

(6i,lp - 6]'111) ) lf’lU = B
sin(5i,g, - (Sjﬁ) ~ —%(51-,4, - 6]-,1;;) + g, ifflag to¥ (3.6)
~ (8w — 8w) — 2, if pleadto ¥

Approximation 2: deal with the second order of the voltage as well as the relation between the phase

angle deviation and the susceptance term as follows [46]:

|V ||V 5 HP cos(80 — 8;5) =~ V8| H;F cos(6iw — 6) (3.7)
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|Vl,g/||‘7],ﬂ|HllI]jﬁ sin(&-’lp - Sj,ﬂ) =~ H:fﬂ Sin((si’lp - 617[3) (38)
S P (89 — 80) ~ HP 80 (3.9)

Where H can be replaced by G or B depending on (3.3) and (3.4); Cosines in (3.5) and sines (3.6)
were eliminated by approximation 1. In this work, the frequency was assumed close to the nominal
value and its effect on the lines impedances was neglected. By applying approximations 1 and 2 to
egs. (3.3) and (3.4), the linearized droop three-phase power flow model for droop-controlled AMG

can be given as:

Y,a:c Y,a:c a:c
(GU o Ry "“.V¢
Y,a.c pW%acga
+GH*C RY €5
n i 2 J
P'G,‘z" _ PiL,‘p — Z thus J

i j=1 _B;I;,a:c o Rz’,a:clajq:c
+
Y,a:.c p¥ac

(3.8)

- Y,a:c Y,a:c a:c\ 7
(Bij o R{"“.V¢ >

Y,a:c Y,a:c ca

+Bij ‘R, 6j

Y,a:c Y.a.c :
+(_Gij ° R 6 C)

Y,a:c Y,a.c

Qic,t.v _ QiL,'P _ Z;}zmlls (3.9)

Ve =[v# V]-b V] and 67 = [6/" 5}’ 7] In this work, “o” and “.” represent the Hadamard and

v

scalar multiplication respectively. R} “¢ and R * are the row vector of rotation based on cosine

and sines of the phase deviation. The matrices contained these vectors are:

1  -05 -0.5
R{“““=]1-05 1 —0.5 (3.10)
[-05 —-05 1
0 0.866 —0.866
R5“%¢ =1-0.866 0 0.866 (3.11)
[ 0.866 —0.866 0

Similar to [15], in this work the voltage angle of phase A at bus #1 is taken as the reference and set
by 6% = 0, which allows for the consideration of the system frequency as one of the power flow
variables while maintaining the number of equations equal to the number of variables. The DG units
are also assumed to have negative sequence compensators that mitigate the voltage unbalances at the

PCC (i.e., the DGs produce balanced voltages despite the system unbalance) [15]. Moreover, the
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summation of the three-phase power generation should respect the droop relations. These

characteristics can be expressed as following:

V21 = V2| = V8 (3.12)
ot =80 +5 =6~ (3.19)
PiG,a _ PiG,3¢ _ PiG,b _ PiG'C (3.14)
Qf¢ = Q" - Q" - qf (3.15)

3.3 Validation of the Algorithm

In the order to evaluate the effectiveness of the proposed LPF model, balanced an unbalanced radial
distribution have been used and the results of the developed model were compared with the results of
the nonlinear models in [15] and [30], denoted NTR and MBF, respectively.

Here it is worth noting that the MBF algorithm of [30] does not consider unbalanced cases. All case
studies were performed in MATLAB environment on a PC equipped with 2.50GHz Intel Core i7
processor with 8GB of RAM. In this work, the well-known 33-bus system [15], [31] and the large
scale 10476-bus [73] were used for the simulation under balanced criteria; while in the case of
unbalanced system 25-bus [15] system has been chosen. Similar to [15], in this work the system loads
of 25-bus have been modified to make the system heavily unbalanced (by decreasing phase A by 20%
and increasing Phase C load by 20%). The tolerances were set at 10 for NTR and similar value to
MBF.

The DG units’ configuration and location are given in Table G. 1 of Appendix G. First, to illustrate
the computation performance, Table 3. 1 summarize the average runtime (computed over 10 runs)
and the number of iterations of required for NTR [15] and MBF [30].

TABLE 3. 1: Average runtime (ms) and number of iterations of proposed linear model, MBF
[30] and NTR [15]

Test system MBF NTR Proposed LPF
(ms) (inner/outer)  (ms)  (iter.) (ms)
33-bus 112.6 327/93 516.2 5 8.2
10497-bus un-convergence un-convergence 102052.2
25-bus unsupportable 3414.1 5 30.9
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It is worth noting that the proposed LPF is solved by matrix inversion and as such does not require
any iterations to solve the power flow, which explained its superior computational performance
compared to NTR and MBF under both balanced or unbalanced conditions. In the case of the large-
scale AMG, both MBF [30] and NTR [15] could not handle the system dimensions and end up with

the un-convergence of the simulation.

In the order to evaluate the accuracy of the proposed LPF, Table 3. 2 summarize the accuracy
validation, by comparing the error indices i.e. maximum error in voltage magnitude, phase angle,

power generation and total losses with respect to the result derived by MBF [30] and NTR [15].

TABLE 3. 2: Proposed LPF error indices compared to MBF [30] and NTR [15] for 33-bus
balanced and 25-bus unbalanced AMG.

Error indices 33-bus 25-bus
Balanced system Unbalanced system
MBF & LPF NTR & LPF NTR & LPF

V" (p.u.)  7.84 x10* 8.25 x10* 3.48 x10°3

|5|™  (deg.)  2.98 x10% 3.02 x10%? 1.32 x10*
[PeIm  (p.u.)  1.86 x10% 1.85 x107? 4.04 x10°3
|Q¢|™x  (p.u.)  1.27 x10? 1.34 x10%? 3.48 x10°3
plosstolal  (p )  9.72 x10* 9.77 x10* 9.08 x10*
Qlossod (pu)  1.49x10° 1.48 x10°® 1.02 x10*

Then, Figure 3. 1 and Figure 3. 2 illustrate the comparison of voltage profile between proposed LPF

and the other algorithms (i.e. MBF [30] and NTR [15]) under balanced and unbalanced, respectively.

1.002

0.997 fig

(pu.)

> 0.992

Vi

0.987

0.982
1 5 9 13 17 21 25 29 33

Bus No.
—4—MBF —6—NTR ——LPF

FIGURE 3. 1: Voltage profile for 33-bus AMG system as calculated by MBF [30], NTR [15]
and the proposed LPF (fMBF~ fNTR = 0.9198 and fLPF=0.9208)
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FIGURE 3. 2: Voltage profile for unbalanced 25-bus unbalanced IMG as calculated by NTR
[15] and by the proposed LPF (f¥NTR3%=0,9978 and fLPF3® = 0.9981): (a) Phase A, (b) Phase
B and (c) Phase C

Despite its computational superiority, and as can be expected, there is some deviation between the
results obtained by the proposed LPF model and those obtained by MBF [30] and NTR [15] due to
the linearization approximations applied. Nevertheless, the deviations were limited under the range
of 1073~107%.

Figure 3. 3 shows the voltage profile of the 10476-bus droop-controlled AMG. This result
demonstrates the capability of the proposed LPF to handle the large-scale droop-controlled AMG
system comprising up to a thousand bus, where NTR [15] and MBF [30] fail to converge under these
conditions.
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FIGURE 3. 3: Voltage profile of 10476-bus AMG system (f= 0.9952)
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Finally, in the order to validate the results for the case 10476-bus delivered by the proposed LPF, the
proposed Z,,s method in chapter 2 is used. In this case, the maximum difference in voltage between
both method is found at 1.42 x 10™* p.u., while in term of the phase angle the maximum difference
is 1.95 x 1073 degree.

3.4 Conclusion

A new LPF model for droop-controlled AMG was proposed in this work. The proposed model
respects the droop-controlled AMG system special philosophy of operation and allow for the
consideration of the unbalanced conditions typically present in practical distribution systems. The
accuracy and effectiveness of the proposed algorithm has been validated through several balanced
and unbalanced case studies applied on the 33-bus, 10476-bus and 25-bus test systems and comparing
its results to those of two state-of-the art algorithms in [15] and [30]. The results demonstrated the
computational superiority of proposed LPF model and its ability to provide fast power flow solutions.
The deviation between the proposed LPF model solutions and those obtained by the nonlinear models
of the literature were found to be under the range of 1073~10~*. The proposed LPF is also able to
handle a large-scale network that existing nonlinear model cannot solve. The proposed linear model

can be effective in enabling linear optimization applications for droop-controlled AMGs.
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Chapter 4 MILP Model for MG’s Optimum Operation

Y. Vilaisarn, M. Moradzadeh, and M. Abdelaziz, “An MILP formulation for the optimum operation
of AC microgrids with hierarchical control”. Published in International Journal of Electrical Power

Energy Systems, September 2021.

Résumé

Un modele linéaire qui sert a déterminer le fonctionnement a 1’état optimal du micro-réseau est une
clé de solution important pour des nombreuses applications en temps réel et stochastiques.
Néanmoins, nombreux existant modéles ne prennent pas en compte les détails du contrble
hiérarchique nécessite pour opérer le micro-réseau. Cet omet peut conduire a des solutions infaisables
et sous-optimales. Dans ce travail, un nouveau modele de programmation linéaire en nombres entiers
(i.e., MILP) pour déterminer le fonctionnement a 1’état optimal des micro-réseaux triphasés avec
contréle hiérarchique est proposé. Tout d'abord, le modéle non linéaire est dérivé pour tenir compte
de la philosophie de fonctionnement du micro-réseau a 1’état connecté et 1’état isolé du réseau
principal. Ensuite, une approche de linéarisation est adoptée a ce modéle non linéaire afin de le
transformer a un modéle linéaire MILP. L'efficacité du modéle linéaire proposé est validée par
plusieurs études de cas portant sur des systémes de test équilibrés et déséquilibrés. De plus, une

évaluation détaillée des erreurs est menée pour justifier le modele proposé.

Abstract

An accurate linear model for the optimal operation of the microgrid is a key enabling solution for
many real time and stochastic applications. Nonetheless, many of the existing microgrid’s optimal
power flow models fall short in considering the details of the microgrid hierarchical control, which
can lead to infeasible and suboptimal solutions. In this work, a new mixed integer linear programing
(MILP) model for the optimal operation of three phase microgrids with hierarchical control is
proposed. First, the nonlinear formulation is derived to account for the microgrid philosophy of
operation in both grid connected and islanding modes of operation. Subsequently, a linearization
approach is adopted to the derived nonlinear model to transform it into the required MILP
formulation. The effectiveness of the proposed model is validated through several case studies
considering balanced and unbalanced test systems. Additionally, a detailed error assessment is

conducted to justify the proposed model.
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4.1 Introduction

A microgrid can be disconnected from the main grid and operated in the islanding mode due to
intentional (scheduled) or unintentional events (unscheduled). In this islanding mode of operation,
the microgrid’s local generation and energy storage resources are controlled to supply its demand. On
the other hand, a microgrid can also be operated in the grid connected mode to provide ancillary
services to the main grid in its upstream. To optimally control the operation of the microgrid, the
hierarchical control structure is adopted. As explained in the literature in chapter 1, the hierarchical
control structure comprises multiple layers. Typically, the lower-level and intermediate level are
employed for controlling the DG units and for maintaining the microgrid’s frequency and voltage
within the permissible range. On the other hand, higher-level deal with the economic and technical
objectives, wherein the optimization of the operation of the microgrid resources and loads is based
on the required AC optimal power flow (ACOPF) problem which is discussed in this chapter.

In chapter 1, it was shown that there is a need to account for the operation and control of the microgrid
with primary and supervisory secondary control in the ACOPF model in order to deliver accurate and
feasible solutions. In this sense, seeking to overcome the mentioned limitations of the existing
literature, in this chapter we seek to develop an ACOPF formulation for AC microgrids with
hierarchical control to simultaneously consider: 1) both grid-connected and islanded modes of
operation; 2) balanced and unbalanced operation of microgrids; 3) the primary and secondary control
layers of the DG units in the islanded mode; 4) general models of dispatchable resources, non-
dispatchable resources and the energy storage; 5) the time coupling constraints of the resources and
storage located in the microgrid. To this end, first we develop a new MINLP formulation for the
optimal operation of AC microgrids with hierarchical control. Subsequently, the proposed MINLP
formulation is linearized and a MILP formulation is extracted, which can be solved by commercial

optimization solvers.

The remainder of this chapter is organized as follows: First, the proposed MINLP formulation to
model the optimal operation of the unbalanced AC microgrid is presented in Section 4.2.
Subsequently, proposed MINLP model is linearized and the proposed MILP model is introduced in
Section 4.3. The numerical simulation results are given in Section 4.4. Finally, Section 4.5 concludes

the chapter.
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4.2 MINLP Problem Formulation

In this section, the problem for the optimal operation of a three phase microgrid is formulated as an
MINLP problem. The proposed formulation accounts for both islanded and grid connected modes of
operation, wherein the operation mode is defined by the status of the island isolating switch (ISW)
located at the microgrid’s PCC as shown in Figure 4. 1. b{™ denotes the status of ISW along the
planning horizon Qr; if b{"™ = 0, the microgrid operates in grid-connected mode, and if b{* = 1, the
microgrid operates in islanding mode. This allows the problem to consider the objective function and
constraints pertaining to the microgrid’s operation mode. In this work, the load and the generation are
modelled using the method described in Appendix B [78]. The objective function and the related

constraints for the MINLP model are mathematically formulated in the following subsections.

MICROGRID W
4—
Main Grid SUBSTATION pCC ﬁ
MW <—> (BUS) Pt Qf P-QF

MVAR «—+/—>» kW <€—
KVAR
_ b & ;
TRmain Isw
BUSBAR BUS;
eeer U

<“«>» kw
</» kVAR W

DDG KVAR

FIGURE 4. 1: Basic scheme of the microgrid

4.2.1 Objective function

The objective function given by (4.1) is comprised of four terms aiming to minimize the total
operation cost over the planning horizon 2. The first term in (4.1) represents the cost of power
exchange between the microgrid and the main grid as determined by (4.2). The second term, given
by (4.3), refers to the fuel cost consumed by the DDG units [79]. These two terms are restricted for
the grid connected mode of the microgrid. The third term represents the cost of load curtailment
during islanding mode of the microgrid, given by (4.4) [26]. The last term characterizes the voltage
violation index used for improving the voltage quality of the microgrid during both operation modes
by (4.5).

BN, Zeea [(CFEC + CPPOY(A = bE™) + CEVRTB" + €] (4.1)
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4.2.2 Constraints

The inequality (4.6) is adopted to have the voltage magnitude of different buses restricted to voltage
magnitude constraints. Eq. (4.7) ensures the quality of power supply by limiting the load curtailment
duration. Then, inequality (4.8) is used to limit the number of load shedding switching cycles for each

load at bus i. Finally, the inequality (4.9) ensures bf}‘” activate only for islanded mode.

VMmN < Y,y < VMAX Vi € Qpys, V¥ € F,Vt € 1 (4.6)
Seea, bl < T Vi € Qpys (4.7)
Yrea [bit — bS5 < 2NEE Vi€ Qpy (4.8)
0 < b < bl Vi, k € Qpys, Vt € (4.9)

In the following subsections, the constraints corresponding to the modeling of the microgrid, and the

components located inside and outside the microgrid (i.e., DDG, ESS, and substation) are described.

4.2.2.1 Power flow constraints

The three-phase power flow model is used to model the microgrid given by (4.10) to (4.13). The
model takes into account the mutual inductance and interphase capacitance among the different phase
[46].

€C | pDDG
Pigi+ Pyt

0; WT,3® PV,3®
( Gl.lj.'ﬁ cos( gl’u’t ) L
—0ipt dch,3®
Piwr =Viwe Xjeapys 2per Viw,t 5. =+ +Pf 3
+B.l’l.’B sin( Lt ) ch3®
ij —8ipt —NEss; P

Pl (1= bE™)
Vi€ Qpus, VP EF,Vt€0Qp  (4.10)
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( 57 cos i )\ +OLES + 0Pge
” , ’
Qiwt = Viwe Xjeapys 2per Viw,t vg 5. ;’ﬁt =|+ (QZ‘;T 3% 4 fos 3*)/3
. LY,
\+Gif sin (—5i,ﬁ,t>/ _QiL,sU,t(l — b{*™)

Vi € Qpys, V¥ € F,Vt € Qr (4.11)

¥Yp

pbr S ser(V, _v Jitkjw COS(‘Si(k)H',t_ j(k),‘l',t)
kw,t = Vigo)we Lper\(Vit),pe j(k),ﬂ,t) LB (s
+D;00)jck0) sin(8;q,we — j(k),'l'.t)

Vk € QN V¥ € F,Vt € (4.12)

wp .
Jitk)jx) sin(Sigo,we — Sjow,e)

vB

Qv = Vivowe Lper(Vicorpr — Vico,pt)
b)) cos( 8w, — j(k),ll'.t)

Vk € Qun, V¥ € F,Vt € 27 (4.13)

\/ (P2 )+ (Q )" < 1T ™V, Yk EQ VY EFVLEQ,  (4.14)

The constraints (4.10) and (4.11) defines the power injected to the it" bus of the microgrid which are
the well-known node-based three phase power flow equations. Then, (4.12) and (4.13) define
respectively the active and reactive power flowing along the branch k in the microgrid [15]. It is
worth noting that, i(k) and j(k) denote bus i located at the upstream of branch k and bus j for the
downstream of the branch k, respectively. Eq. (4.14) is the gquadratic constraints representing the

limitation over the transmission line ampacity.

4.2.2.2 DDG operation constraints

The DDG units are typically interfaced with power electric converters and passive output filters [15].
In this study, the hierarchical control structure is employed to control the operation of DDG units.
Figure 4. 2(a) illustrates the basic scheme of the DDG unit with hierarchical control. The control
structure involves multi-layers i.e., internal voltage/current control, primary droop control, and
secondary control layers. The synchronous reference frame phase-locked loop (SRF-PLL) is used to
measure the frequency of the microgrid [16]. More detail about the DDG’s control structure and their
functionality can be found in [49], [80].
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FIGURE 4. 2: (a) Basic scheme of the microgrid (b) Steady-state model of DDG unit’s

operation with primary and secondary control under IS mode

In this work, the steady state model is adopted for dealing with the operation constraints of the DDG
units [15], [16]. Figure 4. 2(b) shows the steady state model for the DDG units operated with the
primary droop and secondary controls. This model is sufficient for determining the electrical variables
of the PCC bus where the DDG unit is connected, while respecting to the DDG unit’s internal circuit
and the control structure.

As can be seen in the Figure 4. 2(b), the operation of the DDG unit, their internal circuits and its
control structure can be modeled as a voltage source where the frequency and the voltage are
controlled via the droop control and restored through the secondary control. Following this definition,
the DGG considering the primary droop and secondary control in the steady state can be modeled as
expressed by (4.15) and (4.16):

w = w"—mPPPPC 44 (4.15)
V =V*—niQPPC 4 4, (4.16)

Where, the output signals u,, and u,, are delivered through a proportional-integral (P1) controller of

the secondary layer and dependent to the measured frequency w™ and voltage V™™ as expressed by:

Uy = kPP (0" — 0™) + k¥ [(0* — 0™)dt (4.17)
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u, = kPP(V* — V™) + kY [(V** — V™)dt (4.18)

As the proposed problem is formulated to model the steady state condition, the proportional term for
(4.17) and (4.18) can be eliminated ( in steady state: w* —w™ =0 and V** —V™ = 0) [16].
Nonetheless, the same approach could not be applied to the integrator part of the (4.17) and (4.18).
Let u®™ denotes the integrator part of (4.17) and u¥™¢ for (4.18), as such u,, = u®™ and u, =
u¥mt As explained in [16], u®™ can be determined using u® ™ = —k!®(§M¢ — 1r/2) under
steady state condition. On the other hand, in the steady state condition the voltage of the voltage-
controlled bus V™ is fixed by V** = V™ and there is no need to consider V™ to be a variable in the
proposed problem. This allows us to consider u™"¢ to be a variable to be determined in the proposed
optimization problem. As such, the primary droop and secondary control are considered with the
DDG model in the proposed model. Let f, denotes the i*" bus where the secondary frequency

control acts. The DDG unit considering three phase microgrid can be modeled by (4.19) to (4.23):

[—ki®(84¢ —m/2)/mP|b™ + (1 — bPLP*?/3, W = a
PRR¢ =3 [—ki®(8¢ +m/6)/mP b + (1 — bTWPLPC3? /3, w = b
[— ki®(88¢ — 7m/6)/m|bf + (1 — bYPLPC3? /3, w = ¢

Vi € Qppe, Vt € Or (4.19)

bod = (Vi = Vi + ) /nf]pl" +(1 = bIQI /3

Vi€ Qppg, V¥ € FVt € 0r (4.20)

PﬂDG_Sd’ = ZWET Pl,DL[?g ,Vl € QDDG!Vt € 'QT (421)
Q3% = Ywer QRS Vi € Qppg, Vt € 7 (4.22)
Vi'llu'tb;n = Vl**bgn ,VL € .Q.DDG,VIII € T,Vt € .QT, (423)

The constraint (4.19) and (4.20) defines the active and reactive power generated by the DDG units.
The first terms of the constraints refer to the secondary control mode of DDGs in the islanding
operation mode, while their second terms represent the PQ mode for the grid connected operation
mode. The binary input parameter b;™ is used to activate the terms of (4.19) and (4.20) according to
the microgrid operation mode. In this work, the active and reactive droop gains of the DDG units are
determined using the capacity-based method and expressed by (4.24) and (4.25). By using this
definition, the load in the system can be shared in proportion to the capacity of the DDG units
[26],[54].
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DDGmax .
m? = A(l)/Pl ,Vl € QDDG

n = AV/2Q7P¢™* Wi € Qppg

(4.24)

(4.25)

Then, the constraints (4.21) and (4.22) defines the three-phase active and reactive power flowing to

the bus where the DDG is connected. The constraints (4.23) define the voltage magnitude restored by

the secondary control of the DDGs.

A DDG
...... /— Feasible operation region

;PDDG

DDG
Non-feasible operation
region

S DDG,max

FIGURE 4. 3: Feasible operation region of the DDG units in IS and GC mode

With the interfaced power electronic converter, the DDG units is allowed to control the reactive power

by producing to or receiving from the microgrid [80], [81]. Figure 4. 3 shows the feasible operating

region of the DDG units and the following constraints defines this region accurately.

PiDDG,mln < PiDtDG,3<D < PiDDG,max ,Vi € -QDDG:Vt € -QT

DDGmin DDG,3® DDG,max .
Qi < Qi,t < Ql 1Vl € QDDGth € 'QT

DDG,3® -1 DDG,Ath DDG,3® DDG,3® -1 DDG,1st
—P;} tg(cos™! PF; ) < Qi <P tg(cos™! PF; )

,VL € QDDG'Vt € ‘QT

2 2
\/(Pi'DtDG'S(D) + (inrDG,3¢) < SiDDG'max ,Vl € QDDG:Vt € -QT

(4.26)

(4.27)

(4.28)

(4.29)

where (4.26) and (4.27) limit the active and reactive power while the constraint (4.28) guarantees the

operation of the DDG unit respecting to the minimum power factor set. Finally, (4.29) outlines the

boundary of the feasible region for limiting the active and reactive power with respect to the rating

of the DDG. More details regarding the derivation for the operation feasible region can be found in

the Appendix D.
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4.2.2.3 Energy storage operational constraints

In this study, a general model is employed for the ESSs that is not limited to any particular energy
storage technology. The ESSs are interfaced with power conversion systems (PCSs) to control the
ESSs active and reactive powers in accordance with the connected network requirements [82].
Accordingly, the ESS can be utilized to provide ancillary services such as voltage support, frequency
regulation, grid stabilization, etc. In this work, the ESSs are supposed to operate at four-quadrant

areas. To this end, the ESS active and reactive powers are limited via the quadratic function as

illustrated in Figure 4. 4.

Inverter unit

<«—>
V74 - f\
’ M B kW
: KVAR
_______ N AN
I Q% ESS |
| Feasible operation |
: region |
| = ch_P dch |
[ S ESS, max :

FIGURE 4. 4: Principle of the ESS units

Considering three phase microgrid, the ESS, therefore, can be model using [82]-[83].

dch,3® ESS, ESS -
(US Pi,tc <P maxbi,t Vi € Qpgs, Vt € p

0< Pch 30 < PESSmax(l ESS ,Vi € 'QEES' Vit € -QT

PLESSmm < QESS 30 < QiESS,max ,Vi € -Q'E.S‘S' vVt € QT

\/(PiiCh'S(p ch 3<;D) + (QESSBGb) < SLESS,max Vie -Q-E_s‘s; Vt € -QT

E: = ,Vl € QEES' vVt € ‘QT

EE551 + (T)ESSPCh 3¢ dch 3¢)At ot > 2
ESS,min ESS ESSmax

,Vl € QEESI Vt € ‘QT

EESS > SocPE[>S ™™ Vi € Qggs, t = Ny
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(4.31)

(4.32)

(4.33)

(4.34)

(4.35)

(4.36)



The ESS charging and discharging powers are restricted by their rated power using (4.30) and (4.31).

The output apparent power of the energy storage, connected through an inverter, is restricted by the

maximum apparent power supplied/consumed of the inverter, denoted as sts’max (4.33). The ESS

stored energy in each time segment, Ef7°, is updated based on its charging/discharging energy flows

and the efficiency of the ESS (4.34). The efficiency nZ5S the round trip efficiency of the energy
storage systems [84]-[85]. Although the stored energy level of the ESS is not affected by the
consumed/supplied reactive power of the connected inverter, the amount of active power is dependent
on it due to the line current limitations (4.33)-(4.34). The energy stored in the ESS is limited to its
rated capacity and minimum stored energy (4.35). The ESSs are assumed to be initially charged up
to SOCiOEiESS'ma" and it must remain equal to or greater than the same amount of energy at the end
of the planning horizon (4.36). In this work, the ESS units are assumed to be operated in power-
controlled mode (PQ mode) formulated by (4.30) and (4.36) similar to the works in [26],[54],[82].
Nevertheless, as the ESS units are interfaced with power electronics inverters, the ESSs units are
capable of operating in droop mode and accordingly with the secondary control. A case study is
provided in subsection 4.4.5 to investigate the ESS operation with primary droop and secondary
control layer.

4.2.2.4 Power exchange constraints

The constraints represent the power exchange between the microgrid, and the main grid can be given
by (4.37) to (4.42). The constraints (4.37) and (4.38) defines the active and reactive three phase power
at the PCC of microgrid. Then, the power imported from the main grid were enforced their limit by
the rating of the transformer located in the substation and given by the quadratic equation (4.39). The
constraint (4.40) limits the operation of the transformer above the minimum power factor allowable.
Moreover, (4.41) and (4.42) specified the voltage magnitude and their phase angle at the PCC which
imposed by the main grid during grid connected mode.

PiI.JtCC'S(D(l - bzn) = (1 - bgn)ZWET PLI;}C;,C; Vi € -Qpcc, VvVt € .QT (437)

Qi —b™ = (1 - b™ Twer QL5 Vi € Qpee, VE € O (4.38)
2 2

\[ (PREE3®) + (%) < sffmex Vi € Qpee, Vt € (4.39)

PCC3® -1 pTRAth PCC3® PCC,3® -1 pTR1st
_Pi,t tg(cos PF; )SQi’t SPi’t tg(cos PF; )

Vi € Qpce, YVt € Ny (4.40)
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Viwt(1—b™) = V55 (1 —b™) Vi € Qpcc, V¥ € F,Vt € Or (4.41)

01-bM), ¥ =a
8FeG(1 —b™) =<{—2m/3(1 —b™), ¥ =b Vi € Qpce, Vt € Qr (4.42)
+2n/3(1—bM), ¥ =c

4.3 Linearize Formulation

Solving the proposed MINLP model is computationally expensive due to the nonlinear terms found
in (4.1) to (4.37). In this section, the nonlinear terms are linearized, and the proposed MILP model is

derived.

4.3.1 Linearization Approach

4.3.1.1 Linearization of Absolute VValue Operator

Egs. (4.5) and (4.8) include absolute value operators which make the model non-linear. In order to

linearize (4.5), the two following assumptions are made:

1) During the grid connected mode of the microgrid, the DDG units are operated in PQ mode
and no DDG operates in PV mode in the system similar to the work in [52], [54]. Thus, there
is no other type of resources can specify the voltage rather than nggc imposed by the upstream
network. In this case, the voltage magnitude for all the buses located at downstream of the

bus which interlinked with the upstream power grid (i.e., bus #1) are lower than I/Sf,gc.

2) During the islanded mode of the microgrid, the DDG units are operated with secondary
control layer. Then, a voltage restoration reference V** is identically set for all DDG units

allocated in the test system. In this case, the voltage of the system attempt to follow V**.

As there is no bus in the microgrid that its voltage magnitude could overcome Vi55, or V**, the

absolute of voltage deviation can be omitted. Hence, the linearized voltage deviation index (4.5) can

be modified as:

(1 = bMVEC + v

Vit

Cg/I,Lin = Voo <PCVI [Zierzws qug( >]> At Vte N, (4.43)

Nevertheless, if the aforementioned assumptions made to linearize (4.5) are not applicable, the

method introduced in the Appendix E can be applied.
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The same linearization method described in Appendix E can be adopted to linearize the absolute value
operator employed in (4.8). In this case, a new binary variable z{*"* is introduced for representing
curt _ bcurt

the term |bi,t i,t_1|. Then, the inequality constraints employed for linearizing (4.8) can be

expressed by:

Yeeop 25t < 2NJHTE Vi € Qpys (4.44)
BEUTE — pEVTY < Ut Vi € Qpys, Vt € Or (4.45)
—BYT 4 hEUTE < gt Vi € Qpys, Vt € Or (4.46)

The constraints (4.45) and (4.46) are adopted to force z{}™ to be “I” when there is a transition

between load shedding and power supply for the load in the bus i. Otherwise, z{*"* is forced to be
zero using (4.44) to (4.46).

4.3.1.2 Linearization of power flow and line flow

In (4.10) and (4.11), with the production of voltage magnitude and trigonometric i.e., sines and
cosines the non-linearity has been introduced in these equations. In this case, two linear

approximation is employed for these equations:

Approximation #1: This approximation technique deals with the non-linearity introduced by the

trigonometric sine and cosine functions and the deviation between the phase angle 95’3 as follows

[46]:

1, iftw=8
cos(8we — 8 pe) ~{—1/2=V3/2(8ywi = 8jus), ifflag to ¥
—1/2++3/2(8;wr — 6jw;), ifBleadto ¥

Vi, j € Qpus, V¥, € F,Vt € Qr (4.47)

Siwe — 5j,w,t , if¥ =4
sin(8;yr — 8. pc) 4~ 1/2(8iwe — 8jwe) +V3/2, iflag to¥
—1/2 (81w — 8jwe) —V3/2, if flead to ¥
Vi, j € Qpys,VV,p EF,Vt € Qr  (4.48)

Approximation 2: This approximation technique deals with the second order of the voltage as well as

the relation between the phase angle deviation and the susceptance term as follows [46]:
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' '
Vi.lP.th,ﬂ.tHijﬁ cos(8iw,e = Gjpr) = Vj,ﬁ,tHijB cos(8iw,c — G p.t)

Vi, j € Qpus, V¥, B € F,Vt € Ny  (4.49)

L4 . ' .
Vi,‘x”,th,ﬂ,tHijB sm(6i_lp’t — 6]',3,15) = Huﬁ sm((si,w’t — 6j,ﬁyt)
Vi, j € Qpus, V¥, B € F,Vt € Ny  (4.50)

S0 HEP (Siwe — 85p.0) = Hiyl 6" Yi,j € Qpys, V¥, B € F,VEt € Qp  (451)

where, H can be replaced by G or B depending on (4.10) and (4.11); Cosine and sine functions within
(4.49) and (4.50) have already been eliminated by Approximation #1. In this work, the frequency of
the system is restored to the nominal value due to the DDGs’ secondary control and its effect on the
lines impedances can be neglected. By applying Approximations #1 and #2, the three-phase power
flow model can be linearized as:

(GRV> PEGS + PERS
s +G?]I-'a:C.Rgl'a:C(S]l-‘Ut'S'Se ~ ( ( Pil'/1{T,3d> + PiI?tV’?)(p )/3)
j=1 —B?]I-'a:c o Rf’a:c. sjqzct,s,se \ +Pi€it6h’3d) _ nESSiPi'?Bd) /
+ +B;l]{,a:c. R;’,a:c _Piﬁl/,t(l _ bgurt)

Vi € Qpys, V¥ € F,Vt € Or (4.52)

Pi,w,t =

pcC DDG
+Qiy: + Qiwy

Y.a:c Y.a:c yra:ctsse
~ (Bl. 7o RS
Y,a:c p¥a:c gphsse
+B:"".R;"""6:;
np ij 2 § WT,30 ESS,3®
21 +(Q 7T+ Q7)/3

Jj=1 Ya:c Ya:c ga:ctsse - )
—G;/"" o R, "TC.OF
+ Y ! / ~Qfw, (1= b{")
_I_G'?Ff,a:c Rg’,a:c T
ij '

Qi,’:!’,t =2

Vi € Qpys, V¥ € F,Vt € Qp (4.53)

where, V¢ = [V ij Vland 87°¢ = [&/ é}b 7] In this work, “o” and “.” respectively represent the
Hadamard and scalar multiplications. R} and R3"*€ are the row vector of rotation based on cosine

and sines of the phase deviation, respectively. These vectors are as follows:
1 -1/2 -1/2

R(11:C,a:c — _1/2 1 _1/2 (454)
-1/2 -1/2 1
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0 V3/2  —/3/2
R % = |—/3/2 0 V3/2 (4.55)
V3/2 =372 0

The same approximation techniques are also applied to the nonlinear constraints (4.12)-(4.13) and
they are linearized as follows:

Y,a:c Y,a:c yra:ctsse Y,a:c Y.a:c yra:ctsse
G/ o RY .V G o RY ™ .V
Yac p¥ac opltsse Yac p¥a: ts,;se
pry G '“°.R,“°sY +| +G;“°.R,“°8F
kWt = i ]
Ya:c Y.a:c .cbsse Ya:c Ya:c .cbsse
__l;ij o 121 .6?/C __lgij o 121 .6g,C

Vk € QN V¥ € F,Vt € (4.56)

. . .~t,s,5€ . . .~tsse
(_B"P_,a.c ° R'i’,a.c Vq,c w (_B’_P_,a.c ° R'P,a.c Vq,c w
_ Ya:c p¥ac gphsse Yac p¥.ac lP”S"’
Qo = B//““.R; "8} -+ B;““.R;"“8]

w, v.a: a: t,s,se
—G--aCORlaC.(s?'C _G'f’.acoRz’aclé}x.c

t,s,se

Vk € Qun, V¥ € F,Vt € 27 (4.57)

4.3.1.3 Linearization of quadratic function

The piecewise linearization technique is applied for the nonlinear quadratic constraints (4.14), (4.29),
(4.33) and (4.39). Specifically in this work, multi-segment polygon region piecewise linearization
technique is employed [86], [87], [88]. This technique focuses on forming multiple constraints
representing the perimeters of circle for restricting the quadratic summation. Figure 4. 5 illustrates
the polygon piecewise technique.

lst an 3rd 4th}

Let's L and denote the nth piecewise constraints of the quadrants {15¢,214,3rd, 4th},

{ 15t 2nd 3rd 4_th}

According to Figure 4. 5, each segment constraints L, can be formulated by:

LSt ={aXx + gy —y¥z <0 =12, .., 0y, (4.58)
L2 =gl x 4 gy — Tz <0 =12, .., ny, (4.59)
Lré ={—aqt"x — 2"y —y*"z < 0 n=12..,1n,, (4.60)
Lith = {4 x — pa™y — 4" 7 < 0 =12, .., (4.61)
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FIGURE 4. 5: Polygon piecewise linearization plan for the quadratic function approximation

where, n,,, is the number of piecewise constraints for each quadrant. The n,,, can be set high to
improve the accuracy. Nonetheless, higher n,, increases the number of constraints and the
computation burden is accordingly increased. The piecewise constraint coefficients for each quadrant

can be calculated as following:

a,llStAth = cos (qoftAth + (nlSt"*th - 1) (p;:;"*th nzl,s‘,vt"*th) Mn=12, .., (4.62)
rllStAth = sin ((p}LStAth + (nlSt"*th - 1) @;:;,4”1 n%,swt"ﬁh) =12, .,y (4.63)
YA = cos ((pSlZAth/Zn;,S,:;‘l'th) Mn=12,..,1n,, (4.64)
éStAth = ;:;‘4”1 / ng,s‘:;4th Mn=12,..,1n,, (4.65)

By applying the piecewise constraints to the quadratic functions of Section 4.2 and respecting to the
operation characteristic of the equipment, the formation of linear piecewise constraint associated with

each equipment is summarized in Table 4. 1.
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TABLE 4. 1: Summarize of piecewise linear constraint formation for each equipment

Equip. Operating Set of piecewise Set belong Egs.
(quadrant) (name) (elements selected) #
DDG 1st/2nd LPPe {List [4thy
ESS full LIL?SS {L}lst, L%nd,L%rd L#h}
TR full LPec  qrist [2nd p3rd [4thy
LINE full Ler {List [2nd [3rd [4thy
X Y Z
DDG pﬁDGS(D Qi.itDGJS(p SiDDG,max Vi € Qppe (4.66)
ESS P — P QY spssmax Vi € Qges (4.67)
R P P syRmex Vi € Qpec (4.68)
LINE Pl Qi ¢ L™ Vi e Yk € Qi Vi € Qpys  (4.69)

where, n = 1,2, ...,n,,,; ¥ € F,Vt € Ny

4.3.2 MILP Model

The proposed MILP model can be formulated by the set of linearized constraints and objective

function as following:

min  Yrea,,0[(CFEC + CPPEY(1 — b™) + CEURTH + ¢/ (4.70)

XMILP 30
subject to:
e Voltage and load curtailment constraints: (4.6), (4.7), (4.44), (4.45), (4.46), (4.9).
e Power flow constraints: (4.52), (4.53), (4.56), (4.57), (4.69).
e DDG operation constrains: (4.19), (4.20), (4.21), (4.22), (4.23), (4.26), (4.27), (4.28), (4.66).
e ESS operational constraints: (4.30), (4.31), (4.32), (4.67), (4.34), (4.35), (4.36).
e Power exchange constraints: (4.37), (4.38), (4.68), (4.40), (4.41), (4.42).

The details of the decision variables of the proposed model are also summarized in Appendix F.
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4.4 Numerical Results

In this section, the well-known balanced 33-bus and unbalanced 25-bus test system have been chosen
for testing the proposed MINLP and MILP model. The characteristic of these test system can be
found in [1]. The planning horizon is set to 24 hours representing a typical day. The daily market
electricity price and the percentage of annual peak load are taken from NYISO [89] and [90]. The
wind speed and solar irradiance data are given in Table G. 2 of Appendix G. The load curtailment
cost and the penalty coefficient of the voltage violation are obtained from [91] and [92]. The
characteristic of the DDG, WTs, PVs, ESS, transformer, and transmission line are summarized in the
Table G. 4 and Table G. 5, respectively. The weighing coefficient of the load at it* bus and its
maximum curtailment duration are assumed to be proportional to their annual peak and are

summarized in Table G. 3 of Appendix G. The parameters of the adopted piecewise linearization

technique is set to <p§2tl = (p?et? =90° and n},svf, = n;‘;;’,l =15 pieces which is high enough to obtain an

acceptable accuracy [88]. The maximum and minimum voltage of the buses is set to 1.05 and 0.95
per units, respectively.

To study the effectiveness of the proposed ACOPF model considering the microgrid operation in both
grids connected (GC) and islanding (IS), three scenarios (SCEN 1, SCEN 2 and SCEN 3) are
considered. First, in SCEN 1 the microgrid is assumed to operates in grid connected mode all along
the considered time horizon. Then, SCEN 2 assume that the microgrid operates only in islanding
mode. Finally, SCEN 3 assume that the microgrid is disconnected from the substation by opening the
switch ISW (i.e., b{* = 1) between 8:00 and 14:00. In this work, the proposed MILP model and the
reference MINLP model have been built in MATLAB environment and solved using “Intlingprog”
and “Fmincon” solvers, respectively. All the simulation are implemented on a PC computer equipped

with 3.40 GHz Quad-Core Intel(R) Core™ i7-6700 CPU with 32GB of RAM.

4.4.1 Optimum Operation of the Microgrid

The MG optimal operation obtained by solving the proposed MILP model for the three
aforementioned scenarios (i.e., SCEN 1, SCEN 2 and SCEN 3) is presented. Figure 4. 6 shows the
total three phase active power for the generation, storage and load for the planning horizon.
Table 4. 2 shows a comparison between SCEN 1, SCEN 2 and SCEN 3 in terms of costs and voltage

violation.

66



4000
2800

lesoo @)
400
-800
4000
2800
51600 * ®)
100
-800
4000
2800
fz 1600 (©

400

-800

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (Hours)

{ZZIliExpectedLoad ——Load —+—Import —&—DDG —»—WT+PV ——ES

FIGURE 4. 6: Total active power profile for the 25-bus test system: (a) SCEN 1 (b) SCEN 2 (¢)
SCEN 3
TABLE 4. 2: Optimization results obtained by MILP for 33-bus and 25-bus in difference

scenarios.

Optimization goals 33-bus (balanced) 25-bus (unbalanced)

SCEN1 SCEN2 SCEN3 SCEN1 SCEN2 SCEN3

Total CPC  ($/24h) 1123.22  0.00 805.45 993.63 0.00 706.89
Total CP°¢  ($/24h)  0.00  5109.92 1676.71  0.00  4802.60 1603.03
Total CEURT  ($/24h)  0.00 14994  145.35 0.00 829.60 414.80
Total C¥®  ($/24h) 401.80 9495 301.81 158.24 56.99  124.32

Total cost ~ ($/24h) 1525.03 5354.81 2929.32 1151.87 5689.20 2849.04

min{Vi ,L,,,t} (p.u) 09716 1.0124 0.9719 09753 1.0131 0.9753

Avg. Runtime (s) 4.85 58.78 34.34 23.89 63.57 68.04

Due to the availability of the main grid during SCEN 1, the demand can be fully supplied by the grid
and the resources located in the test system. Thus, there is no load curtailment in this scenario
compared to other two scenarios. On the other hand, 0.38% of energy demand and 0.19% of energy
demand has to be respectively curtailed for the scenarios SCEN 2 and SCEN 3, not only for balancing
the power in the system but also for satisfying the secondary control of the DDG units such as voltage
restoration layer. The cost associated with the power exchange with the main grid is zero in SCEN 2

as the microgrid is isolated from the main grid during this scenario. The PV and WT renewable
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resources account for 3.91% of the total generated energy for the three scenarios. In the grid connected
mode, the DDG units are turned off due to the high cost of fuel consumption compared to the cost of
energy imported from the main grid. Thus, no active power is generated by the DDG units and its
reactive power is accordingly bounded to zero by (4.28). In other words, as it is not economical to
generate active power by DDGs during grid connected operation mode, their reactive power
generation will accordingly be bounded to zero by (4.28). Hence, no reactive power is generated. As
the DDG units are generating no reactive power in this case, the cost of voltage deviation during the
SCEN 1 is high. For the same reason, the cost of voltage deviation in the SCEN 2 and SCEN 3 is
lower than that in SCEN 1. Nevertheless, the total operation cost during SCEN 1 is always lower than
that in SCEN 2 and SCEN 3. That is why the 1S mode is usually operated during emergencies and/or
when the main grid is not available. In term of the minimum voltage, they are limited the minimum

voltage magnitude constraints.

4.4.2 Accuracy Evaluation

For evaluating the accuracy, the results obtained by the proposed MILP model are compared to those
obtained by the original MINLP model. For the sake of the comparison with the solutions obtained
by the proposed MILP, the MINLP model is changed to a nonlinear problem (NLP) by setting all
binary variables according to those obtained by solving the proposed MILP model [26]. The third
scenario (SCEN 3) is used and the solution obtained via NLP and MILP as well as the relative error

obtained by the solving the models are provided in Table 4. 3.

TABLE 4. 3: Comparison of results obtained by MILP to those obtained by NPL

Error indices 33-bus (balanced) 25-bus (unbalanced)
NLP  MILP  Error NLP MILP  Error
Total energy DDG (MWh) 23.094 22.858 1.02% 20.721 20.548 0.84%
Total energy curtailment  (kwWh)  44.1 441 0.00% 122 122 0%
Total energy losses (Mwh) 1.907 1930 1.20% 1.632 1.676 2.68%

min{V; .} (p.u) 0.9703 0972 0.17% 0.9790 0.9753 0.38%
min{5; y .} (deg) -050 -0.496 0.14% -120.66 -120.87 0.17%
max{3; y} (deg.) 90.418 90.446 0.03% 211.31 211.36 0.02%
max{|I{% .|} (kA) 0322 0321 027% 0640 0.643 0.35%
Avg. Runtime (min) 137.22 0.572 612.01 1.134

Table 4. 3 shows that the relative errors in the calculation of the total energy produced by the DDG
units are around 1%. In terms of power loss, the maximum absolute error in the lines active power

losses by lines is lower than 3 x 10™3 per unit. Nonetheless, the error is accumulated when
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calculating the total energy losses along the considered time horizon and lead to 1.20% and 2.68%

for 33-bus and 25-bus test systems, respectively.

On the other hand, the relative error of the voltage magnitude, the voltage phase angle, and the current
is lower than 0.5% which validates the accuracy of the proposed MILP model. Figure 4. 7 and
Figure 4. 8 show the voltage profile at time t = 7: 00 (the MG operate in GC mode) and t = 8: 00
(the MG operate in IS mode) obtained by proposed MILP and NPL for the 33-bus and 25-bus test
systems, respectively. As Table 4. 3 shows, the proposed MILP is computationally superior compared

to NLP which is a crucial for real-time operation and stochastic planning applications.

1.07

‘ths (p.u )

0.99
1 5 9 13 17 21 25 29 33
Bus No.

—8—NPL (GC): Ph. A ——MILP (GC): Ph. A —A—NPL (IS): Ph. A —e—MILP (IS): Ph. A

FIGURE 4. 7: Voltage profile at 7:00 (IS mode) and at 8:00 (GC mode) for the unbalanced 33-
bus test case obtained by NPL and MILP

—B-NPL (GC) —o—MILP(GC) —&—NPL(GC) —&—MILP (GC)

FIGURE 4. 8: Voltage profile at 7:00 (IS mode) and at 8:00 (GC mode) for the unbalanced 25-
bus test case obtained by NPL and MILP: (a) Phase A, (b) Phase B, (c) Phase C
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4.4.3 Primary Droop and Secondary Control Impact Evaluation

As discussed in the literature, the secondary control has been adopted for compensating the steady-
state error derived by the primary droop control layer and to restore the microgrid’s voltage and
frequency [16]. In this subsection, the impact of considering the secondary control layer in the OPF
formulation on the microgrid’s operation is evaluated. To this end, the constraints (4.19)-(4.23) of the
proposed MILP model representing the operation of DDGs with secondary control are modified and
transformed into the well-known droop-based power generation model as expressed in (4.71)-(4.75)
[54], i.e., only primary control. Then, the set of decision variables, included in Table F. 1 of Appendix

F, are modified by eliminating a set of u;’y, , and introducing the system frequency w; as variables to

be solved [54].

POPE3? = [(0" — wp) /ml1b™ + (1 — b{")PLP3? /3 Vi€ Qppe, Vt € Qp  (4.71)

QX = [(vi = v&)/nf bl +(1 — I 3?3 Vi€ Qppg, VEEQp  (4.72)

Pi,DtDG,3(P = ZWET Pl[’)qll)'? ,Vl € QDDG’ VvVt € ‘QT (473)
Q" = Twer QRS Vi€ Qppg,Vt €Dy (4.74)
Vl‘,ltbzn = Vlf)tbz:n = Vlf:tbgn ,Vl € QDDG!Vt € .QT, (475)

Finally, both MILP OPF models, with and without the secondary control, are used to solve the 33-
bus test system considering SCEN 2. The results are derived and the effect of primary droop and
secondary controls are evaluated accordingly. For the ease of notation, we denote the proposed MILP
model in which both primary and secondary control layer have been considered as MILP?"d,

Similarly, we denote the modified model with only droop primary control layer as MILP9roop

First, with the application of secondary control layer the voltage magnitudes at the buses where the
DDG units are connected are restored. Figure 4. 9 shows the voltage magnitude profile for bus #25

where a DDG is connected.

In SCEN 2, the microgrid is operated in IS mode along the planning horizon 24h. As can be seen in
Figure 4. 9, with MILP?™¢ the voltage restoration layer of secondary control is activated and the

voltage magnitude at the bus #25 is restored to the secondary voltage control reference (V** =
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1.05 p.u.). Nonetheless, the result derived by the MILP497°°P, show that the voltage magnitude at bus
#25 follows the primary control voltage droop with a reference V* = 1.01 p. u..

1 23 4 5 6 7 8 9 1011 1213 14 1516 17 18 19 20 21 22 23 24
Time (Hours)
—B—MILP>™ —&—MILPdor

FIGURE 4. 9: Daily voltage magnitude profile of bus #25 obtained by the MILP?" and
MILPA for the 33-bus test system SCEN 2

Additionally, Figure 4. 10 shows the voltage profile for all the system buses during the at 12:00 am
in SCEN 2.

1 5 9 13 17 21 25 29 33
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FIGURE 4. 10: Voltage magnitude profile with and without secondary control for the 33-bus
test system for SCEN 2 at 12:00 am

As can be seen in Figure 4. 10, the voltage magnitude profile derived by the MILP?™4 follows V** at
the DDG units connection points, while the voltage profile obtained using the MILP9T°°P model is
always maintained below V* by following the primary droop control. Figure 4. 11 shows the power
flowing in the branch #24 i.e., |P,,|. This branch is connected between bus #24 and #25. As can see,

the power flows obtained by MILP9°°P are different compared to those obtained by MILP?™d,
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FIGURE 4. 11: Daily power flowing on branch #24 obtained by MILP?"® and MILP?% for the
33-bus test system for SCEN 2
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The secondary control has also been used for maintaining the system frequency to its nominal value
and make the microgrid ready for synchronization and reconnection to the main grid. The daily

frequency of the microgrid system is shown in Figure 4. 12.

The system frequency derived by the proposed MILP2"d model can be directly specified by w, =
1.00 p. u. or e.g., 60 Hz in this work. Nonetheless, in the MILP9°°P model with only the primary
droop control adoption, the system frequency is a variable to be found [54]. In this case, this frequency
is dependent on the active droop characteristic P — w and the normal angular frequency, set to w* =

1.00 p. u. in this work.

< 59.83
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< 59.67
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FIGURE 4. 12: Daily system frequency obtained by the MILP?"® and MILPY° for the 33-bus
test system SCEN 2

Given that the results of the MILP?"4 closely match those of the detailed MINLP model as depicted
in Table 4. 3, the results of the comparison between MILP?"4 OPF model and MILP9r°°P OPF model
demonstrate that the MILP97°°P OPF formulation is not sufficient for representing the actual behavior

of the microgrid with hierarchal control i.e., when a secondary control layer is employed.

4.4.4 Evaluation of Load Shedding Switching State Cycle

In this section, in order to evaluate the impacts of constraints (4.44)-(4.46) employed to limit the
number of load shedding cycles on the microgrid operation, we consider a case in which it is assumed
that the DDGs #3 to #5 are disactivated. This will force a large portion of load to be shed in order to
balance the generation and demand. Figure 4. 13 shows the total number of switching cycles for each
load i within 24 hours for 33-bus test system in SCEN 2 with DDGs #3 to #5 disactivated.

As can be seen in Figure 4. 13, the maximum number of switching cycles for the case without
considering (4.44)-(4.46) are 5.5 cycles. It this necessary to note that, 0.5 cycle represents a single
switching state, e.g., on to off or vice versa. Two more cases where the number of cycles is limited
by N¢¥"t = 1 and Nt = 3 are also provided. In these cases, the number of cycles has been limited

to Nt = 1 and N°“t = 3 cycles.
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FIGURE 4. 13: Number of load shedding switching state cycle

The loads energy demand has been shed from the network by 26.95%, 27.27%, and 26.47% for the
cases without (4.44)-(4.46), with N°*™ = 1, and with N“"* = 3, respectively. The b{§}" for these
cases is shown in Figure 4. 14. As can be seen, the load in bus #19 is more often switched between
the shedding and supply states in the “no limit” case compared to other cases. This situation might
not be satisfying for the consumers/operators as there is no control over the load shedding cycles.

Nonetheless, with (4.44)-(4.46) applied, the number of cycles is limited.
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FIGURE 4. 14: Profile of load shedding at bus #19

4.4.5 Evaluation of ESS with primary droop and secondary control

4.4.5.1 Formulation for ESS with primary droop and secondary control

With the power electronics inverter interface, the ESS has the ability to be operated in droop control
mode with a supervisory secondary control layer. In this mode, the ESS units participate with the
dispatchable resources microgrid to maintain the system frequency and the voltage to the nominal
value. The ESS operates in primary droop control mode with a supervisory secondary control layer
when it discharges, while during charging mode they act like a load and are as such operated in the

PQ mode. For considering the ESS operation in primary droop control mode with a supervisory
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secondary control layer, a new set of constraints expressed by (4.76)-(4.80) are added to the

constraints (4.30)-(4.36), representing the operation of the ESS in PQ mode:

[ ki (5HE —/2)/m oEEBBE, ¥ = a
PEERBIESbmDI™ =4 [~ ki® (88 + 1/6)/mP |bi b, W = b
[— ki (646 — 7m/6)/mP |bi° bIbE™, W = ¢

Vi € Qpgs, YVt € 27 (4.76)

ESS 1.ESS . m .ESSm _ [(1r% vinty /. a1,.ESS . m .ESSm
Qiwrebiz bt bj =[(V{ = Vig, +ui,lll,t)/ni]bi,t b¢"b;

Vi€ Qpes, VW €EFVLt € Ry (4.77)

P3PS b b = b bt PP Syer PRST Vi€ Qpss, VEE Oy (4.78)
ESS,39 4 ESS ESS ESS ESS .

Qi P> b™bi>™ = by biihi ™ Ywer Qs Vi € Qpgs, Vt € f1p (4.79)

Viw bl bbi>™ = Vi by  bbi ™ Vi € Qpss, V¥ € F,Vt € 2 (4.80)

These set of constraints are derived from those implemented for the DDG units operating with

secondary control. Nonetheless, bffs introduced in (4.76)-(4.80) to ensure that the constraints are

activated only when the ESS is in discharging state i.e., bffs = 1. Moreover, the binary input

parameter b{™ introduced in this set of constraints guaranties that the ESS operates in PQ mode during
grid-connected operation mode. The binary input parameter b55™ represents the operation mode for
the ESS and is set to “0” for PQ mode and “1” for droop control mode with a supervisory secondary
control layer. The active and reactive droop gains of the ESS units are determined using the capacity-
based method similar to those used for the DDG unit. As can be seen in (4.76)-(4.80), there are
nonlinear terms in this set of constraints due to the multiplication between continuous variables and

the binary variable bf:®

. In order to resolve this nonlinearity, the linearization approach for the
multiplication between continuous and binary variables introduced in Appendix E is adopted. Finally,
as PAE" and QF%, are introduced for each phase, the power flow constraints are needed to be modified

from (4.10) and (4.11) to (4.81) and (4.82), while respecting to b;;°, b and bf**™ as follows:
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4.4.5.2 Evaluation of ESS with primary droop and secondary control

In this subsection, the operation of the ESS in primary droop control mode with a supervisory
secondary control layer is evaluated. A new ESS is added into microgrid with the capability to operate
in both the power control mode or in primary droop control mode with a supervisory secondary
control layer. As such, two new case studies, CASEP and CASE?™4, are introduced for the proposed
MILP model. In CASEP, the ESS is operated power control PQ mode while in CASE?™ it is operated
in droop control mode with a supervisory secondary control layer. Both case studies are used to solve
the 33-bus test system considering SCEN2. The ESS is allocated to bus #13 of the test system with
the following characteristic: /5% = 1.2 MVA, EFS$™% = 4.5 MWh, EfSS™" = 0.9 MWh, and

nESS = 95%.

Figure 4. 15 shows the charging/discharge state of the new ESS allocated at bus #13 as well as the
voltage for this bus. As can see at a particular period of time i.e., 12h00-13h00, the ESS operated in
discharging mode for both cases i.e., the ESS with and without the primary droop control mode with
a supervisory secondary control layer. As expected, the ESS operating in droop control mode with a
supervisory secondary control layer can maintain the voltage refers to their nominal voltage setting
V**. Nonetheless, with ESS in PQ mode the voltage for the bus #13 in this case is below V** of the

DDG units. For the rest of period, the ESS for both cases were operated similarly.
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FIGURE 4. 15: Daily profile for (a) binary indicate charging/discharging state of ESS localized
at bus #13 (b) voltage for the bus #13

Figure 4. 16 shows the active power profile for a particular period of ESS operating in discharging
mode i.e., 12h00-13nh00. When the ESS operates in PQ mode, the active power has been scheduled
to inject its power into the network according to the optimal operation of the microgrid. Nonetheless,
when the ESS operates in droop control mode with a supervisory secondary control layer, the ESS

injects the specific amount of active power by P& ., = 566.81 kW and P& ,_; 5 = 559.96 kW

corresponding to the droop settings under §;/%, = 89.932° and §4'%,5 = 89.933°, respectively.
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FIGURE 4. 16: Active discharged power of ESS localized on bus #13 for both case ESS with

and without considering droop+2nd control

The overall optimization results have been summarized in Table 4. 4. The results show that the total
cost is not dependent on the operating mode of the ESS. For the same reason, no load is curtailed in
both cases. Nonetheless, the minimum voltage for CASE2™9 is slightly higher than that in CASE® due
to primary droop and the secondary control adopted. Finally, the maximum branch current and total

energy loss were higher in CASE2™d compared to those obtained in CASEP.
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TABLE 4. 4: Optimization results for CASE?" and CASEP

Indicators CASE?"?  CASEP

Total CPPG ($/24h) 5113.15 5113.15
Total CCURT ($/24h) 0.00 0.00

Total cost ($/24h) 5188.24 5188.24
min{Viy_a.}  (pu)  1.014 1,013
max{ViM:A_t} (p.u.) 1.05 1.05

min{&; y-a} (deg.)  88.000  88.113

max{8;p-a,}  (deg.)  90.779  90.609
max{Iy-s:}  (KA) 0102  0.099
Total energy loss (MWh)  0.912 0.896

4.5 Conclusion

An MINLP model for the optimal operation problem of unbalanced microgrid with hierarchical
control structure was proposed. The model considers the microgrid philosophy of operation during
GC and IS in a single comprehensive model. The energy storage system and the intermittent resources
such as WTs and PVs were considered in the proposed model. Additionally, the proposed MINLP
model was linearized and the MILP model of the problem was obtained which can be solved
efficiently with commercial solvers. The obtained solutions can guarantee the optimal operation of
the microgrid respecting to their philosophy of operation during both operation mode. Numerical
simulation studies were conducted to prove the effectiveness of the proposed models. The error
assessment was also conducted for validating the proposed model. The results showed that the
proposed MILP model achieves the optimum results with significantly lower computational time
compared to that in the MINLP. Such performance is crucially needed in the real-time and stochastic

planning application for the microgrid.
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Chapter 5 Resilience Oriented Microgrid Planning

Y. Vilaisarn, Y. R. Rodrigues, and M. Abdelaziz, “A Deep Learning based Multi-Objective
Optimization for the Planning of Resilience Oriented Microgrids in Active Distribution System”.
Submitted in IEEE Access, Mars 2022.

Résumé

Lorsqu'il est confronté a des phénomeénes météorologiques violents, un systeme de distribution peut
subir la perte ou la défaillance d'un ou plusieurs de ses composants, ce que I'on appelle les systémes
contingences a niveau N-K. Néanmoins, en tirant parti des sectionneurs électriques et de la
disponibilité croissante des ressources énergétiques distribuées, un systeme de distribution peut étre
formé en micro-réseaux pour résister a de telles éventualités avec une interruption minimale de
I'alimentation. Dans cette perspective, ce travail propose un nouveau cadre d'optimisation a deux
niveaux pour la planification de micro-réseaux dans un systéme de distribution actif dans une
perspective de résilience. Pour cela, tout d'abord, le niveau supérieur traite un probleme d'optimisation
multi-objectif pour allouer, de maniére optimale les ressources d’énergies distribuées et les
sectionneurs électriques dans le réseau de distribution en équilibrant les autres objectifs que sont le
co(t,la résilience et lI'impact environnemental. Ensuite, le niveau interne traite du fonctionnement
optimal des micro-réseaux qui peuvent étre créés en exploitant les ressources énergies distribuées et
les sectionneurs électrique d'isolement alloués dans le niveau supérieur. Ce cadre utilise des modéles
d'apprentissage de réseaux de neurones profonds pour la prise en compte du comportement
opérationnel des micro-réseaux, en surmontant les simplifications de modélisation visant a alléger la
charge de calcul. En effet, cette charge de calcul peut compromettre 1’étude des solutions de
planification. 1l faut prendre en compte le contr6le hiérarchique, les charges et les générations
stochastiques, ainsi que la nature stochastique des pannes de ligne induites par la météo, qui sont des
aspects particulierement critiques dans le cadre d'une planification axée sur la résilience. Des études
de cas de simulation sont développées pour démontrer I'efficacité de la méthode de planification

proposeée.

Abstract

When facing severe weather events, a distribution system may suffer from the loss or failure of one
or more of its components, the so-called N-K contingencies. Nevertheless, taking advantage of the
system’s isolate switches and the increasing availability of distributed energy resources (DERS), a

distribution system may be clustered into microgrids able to withstand such contingencies with
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minimal power interruption. In this perspective, this work proposes a novel bilevel optimization
framework for planning microgrids in active distribution systems under a resilience-oriented
perspective. For this, first, the outer level optimization features a multi-objective problem seeking to
optimally allocate DERs and isolate switches in the distribution network while balancing the
competing objectives of cost, resilience, and environmental impact. Next, the inner level handles the
optimization problem pertaining to the optimal operation of the microgrids that can be created by
harnessing local DERs and isolate switches allocated in the outer level. Further, given the proposed
approach resilience-oriented focus, the developed framework employes deep learning models based
on deep neural network (DNN) architectures trained using Bayesian Regularization Backpropagation
(BRB) technique. This strategy allows for avoiding the modeling simplifications typically employed
to alleviate the computational burden that can otherwise jeopardize planning solutions' feasibility.
Thus, enabling the accurate consideration of microgrids' operational behavior, including hierarchal
controls and the stochastic nature of loads, generation, and weather-induced line failures, especially
critical aspects under resilience-oriented planning. Simulation case studies are developed to
demonstrate the effectiveness of the developed planning framework.

5.1 Introduction

Regarding to the challenges discussed in the literature in chapter 1, in this chapter we propose a
general framework for resilience oriented microgrid(s) planning that exploit deep learning to alleviate
the computational burden associated with planning problem without sacrificing the model accuracy.
The remainder of this chapter is organized as follows: First, basic outline for the proposed resilience
oriented microgrid planning framework is presented in Section 5.2. Subsequently, the problem
formulation for the outer and inner levels are descripted in Section 5.3. Then, the data preparation
stage for the proposed planning approach is presented in Section 5.4. Next, a deep learning approach
for a stochastic optimal operation level are discussed in Section 5.5. Later, Section 5.6 exhibits the
detail for optimal microgrid planning approach NSGA-11 based DNN models. Finally, section 5.7 and

5.8 present the results and concludes the paper, respectively.

5.2 Proposed Resilience Oriented Planning Framework

The availability of isolate switches (ISWSs) along with the locations and capacities of the DERSs,
including DG units, renewable DG units and energy storage (ES) units, are salient for the successful
creation of MG(s) in a distribution network. Additionally, the optimal operation of the MG’s
resources should be considered to ensure the MG successful operation, minimize its operational costs

and maximize its resilience. As such, the proposed resilience-oriented planning framework seeks to
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identify the optimal allocation of DERs and ISWs in a distribution network considering the optimal
operation of the MG(s) that will be created using these components. To this end, the analyzed problem
is formulated as a stochastic bilevel optimization framework. First, an outer level featuring a
metaheuristic multi-objective optimization is adopted for the optimal allocation of the DERs and
ISWs seeking to balance the competing objectives of cost, resilience and environmental impact. Then,
an inner level is proposed to handle the optimization problem pertaining to the optimal operation of
the MG(s) that can be created by the DERs and ISWs allocated in the outer level. The problem of the
MG’s optimal operation is cast as a linear optimum power flow (LOPF) problem. In this work, the
adopted LOPF model considers the operational behavior of the MG in both grid-connected (GC) and
islanded (IS) modes of operation. Additionally, different scenarios are considered to account for the
stochastic nature of the HILP events, as well as renewable DG units. In this sense, despite using a
LOPF model, the detailed modeling of MGs and consideration of different stochastic scenarios in the
inner level along with the metaheuristic nature of the outer level make solving the LOPF, for each of
the stochastic scenarios for each individual in the metaheuristic optimization’s population, using a
numerical optimization solver computationally challenging. In other words, the combination of the
need for numerous iterations to solve the LOPF of the inner level and the large populations from the
metaheuristic presented in the outer level before reaching the final planning solution, make this
problem computationally extremely demanding that it may be unsolvable with the traditional
analytical methods. In this sense, in this work, a deep learning technique is adopted for deriving the
information required from the LOPF solution for the stochastic scenarios under consideration. With
this technique, DNN models are developed and trained to predict the solution delivered by the inner
level that comprises the LOPF solution with the numerous stochastic scenarios, significantly reducing
the computation burden, and thus eliminating the possible requirement for modelling simplication.
This new perspective provides an effective strategy for solving MG planning framework, overcoming
computation constraints that limit the consideration of detailed systems' modeling and scenarios,
which are especially critical features for guaranteeing feasible solutions under a resilience-oriented

outlook.

The full outline of the proposed resilience-oriented MG planning framework is shown in Figure 5. 1.
The proposed planning framework comprises four cascading stages for delivering the final optimal
allocation of the DERs and switches. 1) The first stage is concerned with data preparation. In this
stage, the distribution system under consideration and its planning elements are identified along with
the uncertainty scenarios describing the stochastic nature of the system and the planning elements.

The target system for this work is a typical distribution system with the ability to disconnect from the
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FIGURE 5. 1: Basic outline for the proposed Resilience Oriented Microgrids Planning

framework

main grid via a main isolate switch, denotated by ISWS"P. The planning elements include dispatchable

distributed generation (DDG), wind turbine (WT), photovoltaic (PV), energy storage system (ESS)
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and isolate switch (ISW). Candidate buses and branches are specified as potential locations for the
system’s planning elements. Stochastic scenarios are considered for allowing for the uncertainty
associated with the MG(s) creation, i.e., HILP, and operation (renewable generation and load). These
uncertainty scenarios are seasonal, and include a set of scenarios representing the normal operation
of the system and another set of scenarios representing the severe HILP events in which N-K
contingencies occurred in the network within a certain time interval. 2) The second stage corresponds
to the problem formulation of the proposed stochastic bilevel optimization framework. In this
formulation, the outer level’s objective functions are cost, resilience and environmental metrics
(indices) that depend on the solution of LOPF for different stochastic scenarios in the inner level. 3)
The third stage seeks to deliver the deep learning models that are used to determine the stochastic
LOPF dependent indices required for the outer level. To this end, a set of samples DERs and switches
allocation is developed considering randomly generated combinations of possible installation
decisions for the candidate planning elements locations and capacities. Next, the stochastic LOPF is
solved using a numerical optimization solver for each of the allocation samples under consideration
for each of the stochastic scenarios. Based on the LOPF solutions obtained for these samples, the
outer level cost, resilience and environmental indices are calculated. The calculated indices are
considered as the target values of the allocation samples. The allocation samples and their
corresponding target values are then employed for training the Deep Neural Network (DNN) models
that map the planning elements installation decisions to the outer level’s cost, resilience and
environmental indices. Finally, in the fourth stage, the optimal planning approach is held. Using a
population-based metaheuristic optimization exploiting the DNN models derived in the third stage,
the optimal solution describing the optimal allocation of DERs and ISWs is determined respecting
the optimal trade-off between the multi-objective functions, i.e., resilience, economic and
environment impact. A flowchart outlining the proposed strategy four main stages is detail depicted

in Figure 5. 1. Each of these four stages is individually addressed in the following sections.

5.3 Stage |: Data Preparation

In this section, the first stage responsible for data preparation is addressed, including the modeling of
distribution system and planning elements, as well as generation uncertainty, normal operation and

HILP event scenarios.

5.3.1 Distribution System and Planning Elements

The distribution system considered in this work is a typical distribution network with the ability to

disconnect from the main grid via a main ISWS"P located at the upstream interfacing substation.
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Candidate buses and branches for the installation of DERs and isolation switches, respectively, are
assumed to be selected arbitrarily by the Distribution System Operator (DSO). The planning elements
include the DDGs, WTs, PVs, ESSs and ISWs. In grid connected mode, the DDGs are controlled to
inject constant amounts of power prespecified by a higher level control layer typically seeking to
realize an economic benefit [3]. On the other hand, in the islanding mode of operation the DDGs are
controlled using droop/2™9 control to follow the load variation and maintain the system voltage and
frequency within adequate bounds, allowing for quick synchronization back with main grid when its
ready. The WTs and PVs are intermittent resources and are as such operated in power control mode
to allow for maximum power tracking. The ESSs are interfaced with a power electronic inverter and
are controlled in a power control mode to inject/absorb power from the microgrid as needed. The
ISWs are used to isolate faults in according to the considered N-K contingencies.

5.3.2 WT and PV Generation Model

The power generated by the WTs and PVs depend on the wind velocity and solar irradiance,

respectively, and can be modeled using (5.1) and (5.2) similar to the work in [78].
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In this work, it is assumed that the WTs and PVs are operating with unity power factor. Thus, there
is no reactive power injected by these units leading to (5.1) and (5.2) exclusively representing active

power relations.

5.3.3 Load Model

The varying seasonal behavior of the loads is modeled using the annual peak load pattern [90]. In this
sense, the load at bus i € Qg at time t € Q can be calculated as the multiplication between the

peak demand at this bus and the annual peak load factor at time t € Q for the season under
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consideration. The active and reactive power demand for bus i at time t for scenarios s and season
se can be calculated using (5.3) and (5.4).

APL .
Plisse = (522) x BEPSYE Vi€ Qpyg VE € Op, Vs € QLU QY Vse € Qy,  (5.3)

APL .
Qkpsse = (ﬁ) X QiPe Vi€ Qpys, VEE QL VSEQUQAL Vse €Qy  (54)

5.3.4 Operation Scenarios

Given the resilience-based planning perspective of the proposed work, two sets of scenarios have
been considered. First, scenarios representing normal system operations without contingencies are
addressed. Second, scenarios representing severe HILP events, in which N-K contingencies occur
during a certain time interval are tackled. These scenarios generation processes are described in the

following subsections.

5.3.4.1 Normal Operation Scenarios

In the normal operation scenarios, the system is assumed operating in grid connected mode
considering uncertainties associated with the renewable resources. For this, historical data sets
comprising different 24-hours’ time-series of wind speeds and solar irradiance are considered. Next,
based on this data a fast forward reduction approach is employed [93], extracting Ng scenarios per
season representing the uncertainty associated with the renewable resources. This step seeks to avoid
the higher computation burden, while keep a good approximation of the system. The wind speed and

solar irradiance in a given scenario s can be expressed by (5.5) and (5.6), respectively.
Vise = [V1s,ser Vasser = UNims,sel Vs € Q,Vse € Qg (5.5)
TSse = [T1sser o501 = r TNps.se] Vs € Qg,Vse € Qg, (5.6)

5.3.4.2 Severe HILP Operation Scenarios

For scenarios representing the operation of the distribution system under severe HILP events, a
similar approach to the work developed in [94] is employed. In this sense, by using the component
availability matrix AV, the availability of the different system components (e.g., branch) at different
time segments in the planning horizon is depicted. This matrix allows for the identification of the
contingency level, as well as the fault location(s) at any instant in the planning horizons. This in turn

enables the development of effective microgrid formation solutions that can meaningfully improve

84



distribution system resiliency. For considering the distribution system operation under severe HILP
events, the following assumptions are made in this work:

e Severe wind events are considered as the main source of contingencies affecting the
distribution network, similar to the work developed in [94].

e Only overhead lines are considered to be vulnerable to severe winds. Distribution substations

and underground lines are able to withstand severe winds as depicted in [95].

e The distribution system buses are assumed to be geographically close enough that the
trajectory of the wind passing through the distribution network cause the entire network to
be exposed to the same weather conditions [96].

a) System Performance Analysis for HILP Scenarios Selection

Next, considering the aforementioned assumptions, when a severe wind event arises, the supply
availability and the corresponding system performance progresses through multiple phases along Q,
leading to the typical progression curve for the system performance (SPF) during a severe event
depicted in Figure 5. 2 [94], [56].

Line(s) or branch(s) All lines recovered and
collapse and network is the operation return to
clustered into MGs for normal grid
resisting the HILP event connected mode

SPFA : :

Before | Disturbance Restoration start i Normal
= event vy progress and progress y operation
L B s
[a R SPF Line fail Lines repai i/

n 0 ‘ . progress progress ; H
3 7 e o
2 [ - —5
© MGs operated MGs operated at Update MGs
§ dependent to worst degraded formation based on
Ke] N-K contingencies stage line(s) recovered
qL) Restoration First line
[a K start A& repaired
ESPFmin|  oreent | ore
2 mn Phase I Phase 11
> > < — >
) T event T repair
: >
0 e d r r -
t t t t t Time

FIGURE 5. 2: Evolution of network’s system performance during a severe event

In this perspective, the system performance can be represented as a function of the electricity supply
level at time ¢, being divided into Phase | and 11, where Phase | represents the disturbance progress
period between the event start, t¢, and maximum system degradation state, t<, i.e. T¢Ve"t = t¢ — ¢4,

and Phase |1 depicts the recovery period between the maximum degradation time until reparations

conclusion, i.e., TTéP4r = t4 — 7 Here it is important to note that there is typically a lead time in
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Phase Il between the moment where the event disturbance progression stops and the time where

repairs’ impact is effectively observed, i.e., ¢"'. Detailed descriptions of Phase | and Il leading to the
developed weather-related algorithm for HILP scenarios selection and component availability matrix

AV derivation are following presented.

b) Phase I: Disturbance Period

Assuming the event start and progression, during Phase | the affected system clusters into multiple
MGs with topologies respecting local resources availability and isolate switches allocated in the
network. The formation of MGs allows the system to improve its withstanding ability against the
N-K contingencies cause by the severe wind and enhance the maintenance of the loads service. In
this sense, given this work focus on resilience-based planning, the single most vulnerable wind
scenario needs to be identified for each season in order to stress the system performance under worst-
case condition, i.e., v¥°7St. For this, based on works [97], [98] wind gusts can be calculated using
(5.7), where the system most vulnerable scenario under a resilience perspective is given by the wind

scenario within matrix vg containing the highest wind velocity.
vt = pgustyworst Vse € Qg, (5.7)

Following, the failure probability of overhead lines for season se can be extracted by mapping poles

and conductors’ fragility curve for the calculated wind gust profile vZ)' St The fragility curve can be

generated using the normal cumulative distribution function as generically illustrated in Figure 5. 3

for the distribution overhead line depicted in [95].
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4
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T
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0.00
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75
Wind veloeity (m/s)
= = = single pole

conductor

FIGURE 5. 3: Generic fragility curve for single pole and conductor against wind gust

Here, it is worth noting that a branch fails if a conductor, or any pole overhead line, connected between
two adjacent nodes fails. In this sense, the total failure probability of the distribution overhead line
should be calculated using (5.8)-(5.11).

pole gusty __ gust pole _pole .
ni,t,se(vt,se ) - Cdfnor(vt,se "ui , ai ) 'VL € ‘Q'LIN'Vt € QT' Vse € -Qse (5-8)
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nfnd (vIst) = cdfmor (It ufon, o fondy Vi € Qyy, VE € Qp, Vse € Qg (5.9)

_pole
T[.p()les UguSt) = 1 [( pole ('UguSt)) ' ] ,Vl € QLIN,Vt € QT, Vse € QS@ (510)

i,t,se t,se l t,se\"t,se

miose (vise )

poles (__gust
+ni,t,se t,se )

cond (,,gust
T[itse vt se )
l t
< T poles/__gus )

ltse t,se

br gusty __
7Ti,t,se t,se )

Vi€ Qn Vt €EQr,Vse €, (511)

Egs. (5.8) and (5.9) define the failure probability for a single pole and conductor during vtf’;‘e“ based

on the normal cumulative distribution function with parameter u?°€, gPoe ycond and gcond, Egs.
(5.10) and (5.11) determine the general formulation for dealing with the failure probability of branch
i according to the quantity of poles Ni”"le for the overhead line of branch i, assuming that the poles
and conductor in the distribution system have same characteristic and age. For this, N*°' can be
estimated based on the span length of the distribution overhead line [99]. For distribution systems,

the span length is typically between 100 ft to 150 ft, significantly shorter when compared to those

used for the transmission system [100].

The failure probability obtained for the branches is stored in matrix mg, as shown in (5.12). Next,
similar to the work in [95], non-vulnerable branches are identified and disregarded by
Ttse = 0| g ()5, < mP™™¥). Following, for enlarging the possibility space of N-K

contingencies, N’ scenarios of AV are generated and represented by AVSI,SE considering Phase I.

T[br
" l t se i,NT,se
gus .
e (V5") = o ,Vse € Qg, (5.12)
T
nnbr tse " Ty, Npse
br br
QAitsse "' ai,NT,s,se
. . , re
AVS!,SE = H . H ,Vl (S QLIN' Vt € QT’ VS € Q? ,VS€ € QSB (513)
br br
Anptsse " Anp,.Np.sse

where, a’]; ., is 0 if the i*" branch fails at time ¢ for scenario s of season se, otherwise, a?f ; o, = 1.
aﬁ’_{’s'se can be determined comparing the failure probability nltsse to the generated uniformed

random binary number, as expressed by (5.14).
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br br
a; X1, m; <
br _ i,t—1,s,se » titssse = Tits . pre
At sse = { by 0 mbr Vi€ Qpy, Vt € Qp, Vs € Qg ,Vse € Qg (5.14)
i,t—1,s,se X, Titsse > Tit,s

c¢) Phase 11: Restoration Period

Once the system reaches the maximum degradation condition, Phase Il begins repairing the system
until all branches are fully recovered at t" and the system is back to normal operation, i.e., grid

connected. In this sense, considering the time to repair (TTR) overhead lines dependency to the wind

velocity at the time of failure, i.e., t = £27/%

i,s,se

[94], while aware that due to safety reasons, there is

no repair actions implemented until the end of the event at ¢tZ, [94]. The weather-related restoration

gust
t,s,se

time expressed by (5.15) and (5.16) is employed for determining TTR, and ¢ (v}, ) is determined
br fail
s,se

using uniform distributed sampling ¢~U[h4, h,] as depicted in (5.17) [94],[101]. Once TTR

and tZ,, are determined, the recovered time for a single branch i can be determined by /77 =

i,s,se

tdeo + TTRITTH . Thus, at ¢775P, all  (t7T7eP) = alprew

is.se isse » Qitsse(isse itsse = L which represents that branch i

is recovered and turned back to the online state. Finally, the branch availability matrix considering
Phase | and Il AV, 2"*"*8 can be obtained updating AV ;, with the new a?7™¢ information as shown

s,se it,s,se

in (5.15)-(5.18).

br fail _ br,fail br,fail br,fail ’
TTRsg, " = [TTR e TTRy e s, TTRy &, | ,Vs € Q5 Vse € Qg,  (5.15)
br.fail b [ vI™! fail pre
’ — br,failo i
TTR; 5, =round t=tpr JH0 s.se Vi€ Q, Vs€EQ; ,Vse €, (516)
X MTTR™
: gust low
1 ) lf 171_“,s,se < 17cri
br (., gusty _ low plow] g . low gust high
4 (vt,s,se) - (p~U[h1 'h2 ]' lf Veri < 171:,s,se = Yeri
high ; highy . gust high
@~U[hy 77, hy "], if Vesse = Veri
. fail pre
Vi€ Qyy, Vs €Qg ,Vse € Qg (5.17)
r abr br,new abr,new
1,1,s,se’ _,brrep 1 U9 Npos,se
Lt=t; e /SiS€ T
abr brnew abr,new
I-1IL,ori 2,1,s, _ br, NT,S, 11,011
AVS,se £ = Siser 2't_ti,sr,sreep's'se' ' T2Nrsise Vs € Qg Orlg,Vse € Q. (5.18)
br brnew br,new
_anbr,l,s.se' My t=tPTTP s go? 1 Anpr N s.se

Ls,se
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Next, the highest impact scenarios are determined for each season se until reaching the desired
number of samples, i.e., N — (Kf,) are chosen first, where N — (K. ) denotes N-K contingencies
for scenarios s, se, K. corresponds to the number of fault locations occurred in the network for
scenarios s, se. In case the highest impact selected scenarios do not reach the expected number of
samples, available space(s) are fulfilled by the scenarios N — (KZI, — 1), then N — (K&, — 2) until

the N-1 contingency.
AVISH = AV, IPOTBON — (K)) Vs € QY Vse € O, (5.19)
The procedure for generating the AV matrix is illustrated in Figure 5. 4.

——{ Import the wind scenarios v"s. |

series of windspeed v,

Select the most vulnerable ‘

1
Calculate the wind gust V¥ and
extract the matrix of failure probability
s, referring to the calculated wind gust

| Phase |
Generate a set of uniform random (ta- te)
NUMDETS ri¢s
L

For t belonging to Qr compare iy
to . for determining AV';
L
Store AV in th 3D matrix
AV for season se

yes
NG

Identify t ¢ and generate TTR® ! }Phase "

for scenario s season se, forming (to- 1)
AVI-II,orig e
s,se

se=se+1

yes

Obtain AV'"'"°""9 and perform the
selection process for AV'™"

END

FIGURE 5. 4: Weather-related algorithm for generating branch availability matrix
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5.4 Stage I1: Planning Problem Formulation

In this section the problem formulation is detailed for both outer- and lower-levels, including

respective discussions on objective functions, constraints, and decision variables.

5.4.1 Outer Level: Optimal Allocation Level

The outer level problem formulation is responsible for the allocation of the planning elements include
the DDGs, WTs, PVs, ESSs and ISWs. For this, the following multi-objective problem formulations
is developed.

5.4.1.1 Objective Function for Outer Level

The multi-objective function for the outer level considers three main perspectives, i.e., 1) resilience
enhancement, 2) economic benefit, and 3) environmental impact mitigation. The proposed
optimization problem is solved using a multi-objective optimization. This allows the solution to this
problem to entail the best trade-off between these possibly conflicting objectives and enable to select
the optimal design under each objective’s consideration i.e., thought the pareto set. In this work, each

objective detailed described in the following subsections.

a) Resilience Index

The resilience index is responsible for ensuring the system capacity to withstand HILP events. For
this, the system’s loss performance considering the duration of degradation and the importance of
rapid recovery has been used [56]. The resilience index considering Phase | and Il can be expressed
using (5.20).

RES] = 1 ftr [SPFO(t)—SPF(t)

tr—te Jte SPF(t) ] de (5.20)

Then, by considering the set of scenarios s and season se according to Figure 5. 1, eg. (5.20) can be
re-formulated into (5.21)-(5.22). This perspective allows for combining the multiple inner level
season and scenarios information, i.e., Vs € Qg and Vse € Q,, in a way to determine a single value

for the outer level resilience index.

L
( ZiEQBUS Pi,t,s,se
t L
1 tf —Yieapys(1-Ditsse)Pit
RESI 4o = —— [.5°¢ BUS e LA |dt Vs € QY,Vse € O, (5.21)
: tlse—tEse’t i P
s,se” ‘s;se "Sse i€Qpys Fit,s,se

90



RESIOLEV = ZSEQSE NI Zseﬂ” RESIsse (522)

b) Economic Index

The second objective function relates to the economic benefit, i.e., capital cost, installation cost, and
O&M cost for ISWs [91] and DERs [83], [85], [102]. Where, eq. (5.23) defines the total cost as the
second objective function for the outer level. Egs. (5.24)-(5.26) determine the capital and O&M cost
for the DDG, while (5.27) normalizes the cost (5.24) and (5.26) for DDG units by considering the
planning lifetime TL. Similarly, egs. (5.28)-(5.33) summarize the capital and O&M cost for the
allocated WTs and PVs. In term of the ESS, (5.34) and (5.35) determine the capital cost depending
to ESS power and energy density, respectively. The annual O&M cost and the installation cost for
the ESS can be calculated using (5.36) and (5.37), respectively. In (5.38) the normalized cost for ESS
considering TL is expressed. Finally, the cost for ISWs can be determined using (5.39)-(5.41).

TCOMEY = (¢PDG 4 ¢WT 4 CPV 4 CESS 4 CISW) (5.23)
CPCPDPG — ZWEQ%nG(PDDG ,size ILI)\R/G (5.24)
DDG gluel /yPbe DDG
OMCsse” = 5base< o206 )thenDDG Dvtear Pits se Vs € Qg, Vse € Qg (5.25)
AOMCPPS =223 e a0, Tivs e ar (50 OMCEES (5.26)
CPPE = CPCPP¢ + TL x AOMCPP¢ (5.27)
CPCPY = Yyieasan(P" " ally (5.28)
AOMC™Y = Yyicqean(PF " 0fn (5.29)
CPV = cPCPY + TL x AOMCFPY (5.30)
cCpPc"T zvleﬂcan(pw”m ) (5.31)
AOMCYT = Tyicqean (P57 oy (5.32)
CYT = CPCYWT + TL x AOMCWT (5.33)
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ESS,P _— ESS,size _ESS,P
CPC - Zvieﬂgfég(Pi OIny (5.34)

CPCESS,E — Zvieﬂg%Z(EiESS,sizeo_Il}?\.’S“}s‘,E (535)
AOMCESS = ZViEQg§g(PiESS’Sizeag§§4 (5.36)
INSCESS = Yyieqean(EF SSsize GBS (5.37)
CFSS = (CPCESSP + TL x AOMCESS + CPCESSE 4 INSCESS) (5.38)
CPC"™Y = Fyieacan (b{*" afy/) (5.39)
AOMCSY = 8760 Ly;eqcan (b{*" open (5.40)
CISW = CPCSW + TL x AOMC™SW (5.41)

c¢) Environmental Impact Index

The environment impact index aims to reduce the carbon footprint due to energy purchases from the
main grid and energy generated by DDG [102], [103]. The annual carbon emission can be calculated
using the expressions below. Egs. (5.42) and (5.43) are the CO2 emission quantity and their annualized
kg/year from the DDGs generation. Egs. (5.44) and (5.45) represent the CO, emission depending on
the power imported from the main grid. Finally, (5.46) defines the total annualized Carbon emission
as the third objective function for the outer level.

EMIS2EE = KE3Y Shase Lvieappg vt € ap Prisse Vs € g, Vse € Qg (5.42)
AEMISPPS =22 %, oeq,, Tysear (T4 EMISERS (5.43)
EMISERIP = KE3P Spase Dveear Plase Vs € g, Vse € Qg (5.44)
AEMISORID = 223 oca,, Dseay(TH° EMISERIP) (5.45)
AEMISOMEY = AEMISPPG + AEMISCRID (5.46)
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5.4.1.2 Constraints for Outer Level

Next, system’s constraints and decision variables for optimizing the outer level are following

depicted.

a) Discrete Size for DERs Constraints

The DERs size were discretized with a fixed step [103].

PiDDG,size — biDDG,sizePbglgg Vie anDnG (5'47)
PiWT,size — bg/I/T,sizePSvé/eq;) Vie QW’IT} (5.48)
PiPV,size — b;’V,sizePSpgp Vi€ lel/n (5.49)
PiESS,size — beP'SizePﬁ“Z‘; ,Vi € Qi:%’} (5.50)
ElgESS,size — TiESS X PiESS,size Vie QICE%TSL (5.51)

b) Maximum Bus Power Allowable Constraints

The DER(S) connected to an individual bus must respected the technical constraints defined by (5.52)
[103]:

DER,size bus,max ,
ZVDERE{DDG,PV,WT.ESS} P; <P Vi € Qpys (5.52)

¢) Installation Discrete Binary Constraints

0 < pPPeste < pPPGmax phbe Vi € Q5 (5.53)
0 < bjTse < plTmex  piT. Vi € Qéan (5.54)
0< biPV,size < PiPV,max / PsPth Vi € Qgan (5.55)
0 < bfSPstze < pFsSmax pESS Vi € Qgan (5.56)
0<bS" <1 Vi € Q¢4 (5.57)
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5.4.1.3 Decision Variables for Outer Level

The decision variables for optimizing the outer level are summarized in Table 5. 1. Here one should
note that variables associated with each planning element are respectively set to zero for the case that
the optimization decides to not place these elements on the candidate buses or branches. Otherwise,
these variables are the integer numbers respecting to the upper bounds defined in (53)-(57), and the

binary value ‘1” for bSW.

TABLE 5. 1: Decision Variables Type and Set Belonging for the Outer Level Problem

Variables type Set
XOLEV Vi €
biDDG,size 7 g%nG
leT,size 7 a%r}
bg’v,size 7 foé”

b fSP,size 7 QICE%TSL
bW Z o5

5.4.2 Inner Level: Optimal Power Flow for Microgrid

This level presents the problem to be solved using the proposed machine learning based technique.
Still, first a pre-problem formulated as a MILP model similar to the work in [3] is developed. This
inner level optimization solutions provide the samples solutions needed to train the proposed machine
learning-based strategy using the upper-level solutions as inputs. For this, this problem models the
ability of microgrids to operate in both grid-connected and IS mode, depending on the operation status
of the main isolate switch (ISW"P) as shown in Figure 5. 5. Details on the problem formulation and
optimization strategy including objective function, constraints and decision variables are following

depicted.

MICROGRID

kw
MW <€«—>» i\i\ kVAR
MVAR </» -
kw
ISW &
BUSBAR pccMe
SUBSTATION

®> Candidate branch
@ Candidate bus
@ Microgrid PCC
DDG @ Substation

FIGURE 5. 5: Basic scheme of the single microgrid base ISWs"P
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5.4.2.1 Objective Function and Constraints for Inner Level

The objective function formulated for the optimal operation in the inner level are expressed by (5.58)-
(5.59). First, in (5.58) the objective function is obtained normalizing the four terms as a single total
operation cost to be minimized. The first term in (5.58) represents the cost of power exchange between
the microgrid and the main grid, which can be determined using (5.59). Then, the second term is
given by (5.60), which refers to the fuel consumption cost for the DDG units in use at the MGs [104],
[102]. As one may observe, (5.58), (5.59) and (5.60) are restricted to the grid-connected mode due to
the association of the binary variable b’ s, i.€., b{"s s, is the binary number that denotes the operation
status for ISWSUP along Q, where b’y se = 1 represents the microgrid operation in islanding mode,
otherwise by"s ;. = 0 denotes the system operation in grid-connected mode. In this sense, b’ 5, can
be used as multiplication and integrated in the MILP model for allowing the objective function and
constraints pertaining to the operation mode for microgrid. The third term given by (5.61) represents
the cost for load curtailment, being restricted for islanded mode only [26]. The last term depicted in
(5.62) represents the voltage violation index. This term seeks to improve the voltage quality of the
microgrid during both operation modes. For this, the following assumptions are made: 1) during grid
connected mode, the DDG units are operated in PQ™°9¢ [52], [54], 2) during IS mode the DDG units

are operated under a secondary control layer with V** identically set for all DDG units.

PCC DDG CURT VI
OF;‘NsléLP ZtE.QT[Ctsse(l - tsse) + Cltsse(1 - tsse) + Ctsse bgé,se + Ct,s,se]

Vs € Q; UQY,Vse € Qg (5.58)

CrESe = Shase(OFCSePE Yt g 50 )AL Vt € 2, Vs €QLUQY, Vse € Q,, (5.59)

DDG _ l DDG DDG
Ct,s,se Sbase (ZLEQDDG Pl tsse (O.fue /77 + Op&M )At

VvVt € 05, Vs € Q; UQY, Vse € Q. (5.60)

CURT _ urt curt load
Ctsse Sbase (0 ZiEQBus bi,t,s,se i ltsse)At

VvVt € Nr,Vs € Q;UQY, Vse € Q,, (5.61)

Ctsse Vbase(PCVI [ZiE.QBUS((l tsse)VGC SPEC + btsseV** - Vi,t,s,se)])At
VYVt €N, Vs €Q;UQY,Vse € Q. (5.62)

Subject to:

VM <V sse < VMY Vi € Qpus, Vt € 07, Vs € Q; U QY ,Vse € Q,,  (5.63)
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0 < b{{ife < B g, Vi € Qpys, Vt € Qr, Vs € QL U QY Vse € Qg,

PPCC PDDG

i,t,s,se i,t,s,se
Pitsse = ( ZjEQBUS GijVits,se > — +PiM1_{§ ;iese + PlPtVslésee
_ ZJ'EQBUS Bij 6j,t,s,se Pldtcélse nESSPLC?S .
—Plpsse(1 = bitse

Vi € Qpus, Vt € N7,Vs € Q; UQY,Vse € Qg

PCC DDG
+Qi,t,s,se + Qi,t,s,se

_ _ZjEQ.BUSB V ,t,5,5¢e _ ESS
Qi,t,s,se -\ _ Z G::5; - +Qi,t,s,se
JjEQpys YijY.t,s,se L curt
_Qi,t,s,se (1 — Vitsse

Vi € Qpus, Vt € Q7,Vs € Q5 U QY,Vse € Qg,
Petsse = (Gitjoo Vitsse = Viesse) + bickyjoo (Bitsse = Gesse))

Vk € Qv YVt € 07, Vs € Q5 U QY,Vse € Qg,
Qi sse = (bio)joo Vitsse = Vitsse) + Jitorjoo (Sitsse = G esse))

Vk € Qv YVt € 07, Vs € Q5 U QY, Vse € Qg,

ktsse + :8 ktsse y15flll(7r,maxvi(k),t§’se <0

Lirtsse _ - 1:: ktsse + :81: ktsse - 1S:£Ilcjr'maxvi(k),t,s,se <0
o 4 Pktsse_ iy thsse_ * Ibrmale(k)tsse<0
4tth ts,se 4tth t,s,se 4th1br male(k) t,s,se <0

n= 1,2, ...,npw, Vt € ‘QT’ Vk € QLIN’ Vi € QBUS’ Vs € Q; V) Q;’, Vse € QSE

PlDtDs(,;e = ([ klw(atsse - ”/2)/mf]br,t,'§,se + (1 - tsse)PLDtDsGse

Vi € Qppe, YVt € 27, Vs € Q; U QY ,Vse € Qg

i?t?s?se = ([(V ltsse + u; tsse)/nq]bt s,se + (1 - btg,se)QiL,)gsG,se)

Vi € Qppe, Vt € Qp,Vs € Qg U QY,Vse € Qg

Vi,t,s,se gg‘se = Vi** g}S‘,S€ ,Vl € .QDD(;,Vt € .QT,VS € .Q; U .Q.;',Vse € .Qse

DDG,max DDG,size
s/ =P

l. Vi € Qppe
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(5.69)

(5.70)

(5.71)

(5.72)

(5.73)



m; = Aw/S;P0m Vi € Qppg
n;l — AV/ZXL{JDG,maxSiDDG,max Vi€ QDDG

0 < PPRG < sPPemax Vi € Qppg, Vt € 27, Vs € QLU QY, Vse € Qg

it,s,se =

DDG,min -.DDG,max DDG DDG,max -.DDG,max
i S < Qitsse < Xi Si

Vi € Qppg, Vt € 07, Vs € Qg U QY ,Vse € Qg

DDG -1 DDG,4th DDG DDG -1 DDG,1st
_Pi,t,s,se tg(COS PFL' ) = Qi,t,s,se < Pi,t,s,se tg(COS PFi )

Vi € Qppe, Vt € 07, Vs € QU QY ,Vse € Qg

15t pDDG 15t A\DDG __ .15t cDDG,max
oo _ ) % Pitsse v Bn Qitsse =V S; <0
itsse — th th th
LS, 4th L,DDG 4th A DDG 4th «DDG,max
an Pi,t,s,se " Pn it,s,se Y Si <0

n=12,..,n,,,Vt € 27, Vi € Qppg, Vs € Q5 U Qf,Vse € Qg

0< P <Pt Vi € Quyr, Vt € 07, Vs € QL U QY,Vse € O,
0 <PV < PPl Vi € Qpy, Vt € 07, Vs € QL U QY, Vse € O,
SiESS,max — PiESS,size ,Vi € -QESS

0 < PAh , < SFS™MApENs e Vi€ Qg VE € Qr, Vs € Q4 UQY,Vse € Qg

h ESSmax ESS
0< Pift,s,se < Si (1 - bi,t,s,se
Vi € Qps,Vt € Q7,Vs € Q; U QY,Vse € Qg
ESS,min cESS,max ESS ESS,max cESS,max
i Si < Qitsse < Xi Si
Vi € Qps,Vt € Q7,Vs € Qg U QY,Vse € Qg

t t t
arlls (P;ich — pch )+515 ESS _yls SiESS,max <0

it,s,se i,t,s,se n ¥it,s,se
Lf?i e = _a}i: (Pic,ltfgse - Pifgs,se) + .3111:1 Etsjg,se - yls;:giESS,max <0
£, —ap" (PAh , — PR ) — B QESS , — y " sESSmaY < o
agth (Pi‘,itc,gse - Pifgs,se) - .Br%th fts:ise - y4thiESS,max <0

n=12,.., 1y, Vt € Qr, Vi € Qggs, Vs € Qg U QJ, Vse € Qg
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(5.75)

(5.76)

(5.77)

(5.78)

(5.79)

(5.80)

(5.81)

(5.82)

(5.83)

(5.84)

(5.85)

(5.86)



0 ESS,si ESSpch dch =
EESS  _ SOCPE ™ + (75 Pillsse = Pltsse )AL, t =1
its.se EESS + (mESS pch  _ pdch ) At, t > 2

i,t—1,s,se i,t,s,se i,t,s,se
Vi € Qpgs, Vt € Q7,Vs € Q; UQY,Vse € Q,
max pESS,size ESS ESS,size
DoD;"""E; SEitsse S E;
Vi € Qpgs, Vt € 07,Vs € Oz U QY ,Vse € Qg

EESS > SOCPEFSSsize Vi € Qpgs, Vs € QL U QY, Vse € Q,

i,t=Nr,s,se =
TRmax m PCC TRmax m
_Si (1 - bt,s,se) < Pi,t,s,se = Si (1 - bt,s,se
Vi € Qpee, YVt € 01, Vs € Q5 U QF, Vse € Qg
TR,min cTR,max m PCC TR,max cTR,max _m
Xi S (1 - bt.S.se) < Qitsse = Xi Si (1 bisse

Vi € Qpce, VE € 27,Vs € Q; U QY,Vse € Qg,

F BLEC o B G~y ST < 0
st st st
g6, = | 70 Plisae ¥ Qltsee =y S0 <0
o _a;t Pftfgse - f{ 5gsC:se - V4 S;I"R,max <0
aflthpi},)t?_sc,se - gth i},)tc,gse - V4thSiTR'max <0

n=12,..,np,,,Vt € 27, Vi € Qpcc,, Vs € Qg U O, Vse € Qg

PCC -1 TR/4th PCC PCC -1 TR,1st
_Pi,t,S,Se tg (COS PFi ) = Qi,t,s,se = Pi,t,s,se tg (COS PFi )

Vi € Qpee, VE € 05,Vs € Q; U QY,Vse € Q,

m — 17GC,spec _}m
Vi,t,s,se(1 - bt,s,se) =V P (1 bt,s,se

Vi € Qpee, YVt € 01,Vs € Q5 U QF, Vse € Qg

Sitsse(1—bltse) =0 Vi € Qpce, VE € 07,Vs € QLU QY, Vse € Q,
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(5.87)

(5.88)

(5.89)

(5.90)

(5.91)

(5.92)

(5.93)

(5.94)

(5.95)

The inequality (5.63) represents the general constrain that guarantees the voltage magnitude for
difference individual buses within magnitude limits. Eq. (5.64) guarantees load curtailment during 1S
mode. The microgrid model is obtained using the power flow model given by (5.65)-(5.69).
Constraints (5.65) and (5.66) are the linear version for the node-based power flow equation that refers
to the power injected to the i** bus of the microgrid [3]. It is worth noting here that, (5.65) and (5.66)
have been generally formulated for all buses. Thus, the variables representing the power exchange

and generation (i.e., by DDG, WT, PV, ESS) that are not relevant to the power flow equations written



for bus i can be disregarded by setting the upper bound for these variables to zeros. Next, egs. (5.67)
and (5.68) are the linear version defining the active and reactive power flowing along a branch k in
the microgrid. Where, i(k) and j(k) denote buses i and j located at the upstream and downstream of
branch k, respectively. Finally, (5.69) is the piecewise linearization of the quadratic constraint

limiting the line ampacity.

The DDG units are modeled using the steady state model (5.70)-(5.79). Figure 5. 6 shows the steady
state model employed for representing operation constraints for the DDG units with droop/2™9.
Details of the derivation of the DDG unit operation constraints can be found in [3]. Constraints (5.70)
and (5.71) define the active and reactive power generated by the DDG units during IS or GC mode.
These constraints are composed of two terms associated with the binary input b’ ;.. The first term

of these constraints refers to the operation of the DDG unit under droop/2™9 control during IS mode.
The second terms represent the operation of the DDG unit in PQ mode during grid connected mode.
As one may observe, the activation of the terms in (5.70) and (5.71) are conditioned to the binary
input b’ 5. status. Eq. (5.72) guarantees the voltage of the DDG bus restoration to the nominal
secondary setting voltage in 1S mode. Eq. (5.73) defines the apparent power equal to the DDG
allocated unit rated size. In this work, loads are considering to be shared proportionally to the capacity
of the DDG units [26],[54]. Thus, the active and reactive droop gain can be calculated via the
capacity-based model as expressed in (5.74) and (5.75). Egs. (5.76) and (5.77) establish minimum

and maximum boundary limits to the active and reactive power.

MICROGRID

fous V, ——————_—____}:

PLI Qui ’ M |E
I kw <€«—» 4 | H

| kVAR <4 |

| BUS 20 | i

; | (PCC) 0G|

upstream downstream =

Hlerachlcal control Feasible operation control
r-r--—-—.-—- - - - - - - - - --—-—---=- r— - |
I M, I |
I SRF-PLL
| I
[ WIVIl ) dve |
| | Droop |
| control action |
| | Secondary |
[ control action | Fiseable operation :

Droop ch’s H
| ST b JL_ _region

FIGURE 5. 6: Steady state model for DDG unit operate with droop/2™4 in IS mode and their

feasible operation region for both GC and IS mode
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Constraint (5.78) guarantees that the relationship between the active and reactive power of a DDG

unit is greater than the minimum set power factor. Finally (5.79) represents the set of piecewise

linearization that ensures the operation of the DDG unit respecting its rated capacity SiDDG'max.

Constraint (5.80) and (5.81) represent the power outputs of the WTs and PVs considering their actual
MPPT power P/(% ., and PfY; .. ESS constraints are depicted in (5.82)-(5.89). For this, in this work,
ESS unit are operated in PQ mode via its power electronic inverter interfaced (5.82). Nevertheless,
with the power electronic interface the ESS can be operated with droop/2™9 control similar to the

work in [3]. Constraint (5.83)-(5.84) guarantee that the ESS units operation are restricted within the

feasible operation region. In these constraints, the binary variable bffﬁ,se is introduced in (5.83) and

(5.84) to avoid simultaneous charging and discharging states. Eq. (5.85) ensures that the reactive
power delivered by the ESS units respect their maximum and minimum reactive power allowable
setting. As the ESS unit is connected through an inverter, (5.86) defines the piecewise linearization
representing the quadratic constrain for limiting the output to the maximum rated power denote by
SFSSMAX In (5.87) update SOC for the ESS are obtained for each time segment based on the

charging/discharging energy flows, as well as considering the round-trip efficiency n=5S [85], [84].
Constraint (5.88) guarantees that the energy stored in the ESS is restricted by its rated capacity and
minimum energy storage setting. Finally (5.89) ensures that the energy stored in the ESS is available
at the end of the planning horizons and ready for the next days.

Constraints for the power exchange between the microgrid and the main grid at the substation are
given by (5.32)-(5.37). The constraints (5.90)-(5.93) guarantee the power exchange is restricted by
transformers’ feasible operation. First, (5.90) and (5.91) limit the active and reactive power exchange
respecting to the transformer rated power. As well, the introduction of b{; ;. in (5.90) and (5.91)
allows for deactivating these constraints during IS mode. Then, (5.92) is the piecewise linearization
representing the quadratic constrain for limiting the active and reactive power exchange under the
transformer rated capacity. The operation for transformer limits above the minimum power factor
setting is given by (5.93). Finally (5.94) and (5.95) refer to the grid connected power flow conditions
for voltage magnitude and phase angle at the PCCMS imposed by the main grid during grid connected

mode.

The piecewise constraint coefficients for (5.69), (5.79), (5.86) and (5.92) can be calculated using
(5.96)-(5.99). Details on the derivation of piecewise constrains coefficients for the quadratic

constraints can be found in [3].
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1st'4_th 1st'4_th 15t 4th 1st,4th 1str4th
a, = cos| ¢, +{n" " = 1)@ Ny m=12..,np, (5.96)

1st,4th . 1st'4th 15t 4th 1st,4th 1str4th
Bn = sin | ¢, +{n % = 1)@ Ny m=12..,np, (5.97)
1st'4th _ 1St'4_th 1st’4th _
= cos (@g,; /anw ) n=12..,n,, (5.98)
1st‘4_th lstA_th lstA_th
0 = s /20 n=12,.,1,, (5.99)

5.4.2.2 Decision variables for Inner Level

The decision variables for the MILP model seeking to optimize microgrids’ operation are summarized

in Table 5. 2.

TABLE 5. 2: Decision variables for MILP model for microgrid optimal operation

Variables Set
XMILP Type Vt€E ,Ys€ Vse€ Vike

Viesse R 0p QUuQY Qe Qpys
é‘i,t,s,se R QT Q; U -Q.Isl -Qse QBUS
bic,lti,g,tse Z 'QT 'Q; U Q.Isl 'Qse QBUS
PPPE, R 0r QUQY Q. Qppg

Ppé, R p QUQY Q. Qppg
u?,t,s,se R -QT 'Q; U 'Q.Isl 'Qse -QDDG
Pitsse. R Or QUAT Qe Qup
PRk R O QUQY Qe Qg
P ic,itc,gse R O QUQ Qe Qgss
Piheee R 0Op QUQY  Qp Qg

Efq.g.se R Qr QU8 Qg Qgss
EESSe R QO QUQY Qe Qg
bfts,i,se Z 'QT ‘Q; u 'Q;’ 'Qse -QESS
PFEE. R 0r QUQY Q. Qpec

P R 0p QUOY O, Qpg
PPTe R Op QUQY Qe Oy
Qhese R Or QUQY O  Quy

5.5 Stage I11: Optimal Operation based on Deep Neural Network (DNN)
learning

The detailed modeling of the multiple components involved in microgrids for ensuring adequate

operating conditions during grid-connected and isolated modes, make it unfeasible to solve this
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problem using a MILP formulation due to the stochastic nature of the problem, and consequently, the
implied high computational burden. In this sense, seeking to overcome these limitations while not
reducing the modeling complexity in order to ensure feasible resilient solutions, a novel methodology
using DNN technique is proposed. For this, effective training samples for the DNN models are
necessary. These samples are composed of 1) the set of input samples for combinations of switch
allocation and resources; and 2) the set of targets for the LOPF dependent indices used for determining
the multi-objective functions of the outer level. To obtain this data, the LOPF model depicted in the
Section 5.3 is used considering microgrid formation indicators-based N-K contingencies level. Here,
given that the LOPF is simulated for set of sample inputs belonging to Qg, Q¢ and Q,, which are
independent to each other, parallel computing can be employed as shown in Figure 5. 7. For this, any

third-party solution based on well-knows multi-CPU cores or multi-GPU cores can be applied.

A general outline of this process based on the stochastic DL-LOPFAC approach considering
microgrids operation and control is presented in Figure 5. 7. Details for obtaining the set of input

samples, as well as the targets provided by the LOPF model are described in the following section.

5.5.1 Set of Sample Inputs and Targets

The set of input samples is a combination of possible allocations for the DDGs, WTs, PVs, ESSs and
ISWs, where IN™™ denotes the matrix including a set of sample sp that can be expressed by (5.100)-
(5.101).

IN@® = [INd™; NG NG 5P € Qsam (5.100)
dnn
round(ra'sp
DDG,max
round (rdn.2 pDhDG Sp € Qsam
b,sp*  pDDG step can
step a € Qg
PWT,max can
v — | round (v ) PUT, b € o 5.101
sp T Pstep ’ can ( . )
c € Qur
d (ydnn pPvmax PPV d € Qcan
roun rd,sp- pPV step PV
step e € Qcan
dnn PESS,max ESS ESS
round (re,sp.PE—g) step
| step

The vector IN‘};‘" is dependent on the candidate location of the ISW and resources, where ng.q;
denotes the number of features for a single DNN training sample input, in this case ng.q; = ngqq +
Nyt + Npy + Negs + Nigyy, r?{}" is a uniform random number between [0,1]. In this work, the uniform

random is generated one time as a matrix with size ng.q; X ngq., representing a whole Qg4 training
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sample inputs before being classified into subset according to the candidate location of switch and

resources as seen in (5.101). In this way, it guarantees that the generated random numbers cover all

possible configuration in the space neq; X Nsgm-

From

From stage 1 stage 2a

1) candidate location and size for resources
2) candidate location for switches
|

N i
Generate samples inputs | | Identify outer
for using uniform § level LOPF  —
distribution { | dependent indices

Set of From From
Sample stage 1 stage 1

Input
s ? ®
é) Ay Read data

D —— ] Rt

)

forming microgrid
r——1 formation indicator
for scenario {s,se}

|| LOPF™{11} | [| LopF {11} ||

[TLOPFN: -1} TH| |[] LOPF™ (N1} [|

[JLOPF™{N, ,Nsc} | [[LOPF™{N; N} ]
LOPF for severe LOPF for severe
situation scenarios situation scenarios

N2
Store sp™ LOPF solution
i.e., matrix of variables

Parallel @ no———

computing LOPF

I
Set of LOPF solutions (Qsav)
v

Determine LOPF
dependent indices

\;Set of Samples target (Qsam)

input NN output
DNN trainning

Adjust
yper-parameters

yes

Trainned DNN models |
’ net* H net? H net”

END
FIGURE 5. 7: Proposed optimal operation for hierarchical microgrids based on deep-learning

technique

103



The set of targets are identified by outer level’s indices dependent on the decision variables of the
LOPF problem. In this case, from (5.21)-(5.46) the identified indices are RESI®*EV, AOMCPP¢,
AEMISPPE and AEMISCRIP| where TGy, ,, denotes the DNN targets n corresponding to LOPF
solution sample sp, the identification targets for training the DNN model can be given by (5.102)-
(5.104).

TGy, = RESIOMEY Vsp € Qsay (5.102)

AoMcPDG
365

ofuel
staSE( DDG +Ug&?151)
— 1 — wiso DDG
TGsp,Z - or - ZVseeﬂse ngeﬂs(ns,se ZViEQDDG ZVt € Qr Pi,t,s,se)
AEMISPPG
365
stasng(IJJzG
Vsp € Qg (5.103)
AEMISGRID wiso GRID+
TGsp,3 = 365 GRID ZVseEQSe ZVSEQS(T[S,SG ZViEQDDG th €Qr Pt,s,se

staseKcoz

Vsp € Qg (5.104)

The first target (5.102), RESI®LEV , is dependent to LOPF’s decision variable b{} 5. It is responsible

for the training of DDN model for accounting bt % of the inner level. This allow the trained DNN

model enable to predict the resilience index value which is corresponding to the first objective

function as discussed in section 5.4. The second target (5.103) is related to AOMCPP¢ and AEMISPP¢

P.DDG

i t.s.5e- It characterizes both indices shared by

indices dependent to the LOPF’s decision variables
the same variable i.e., Pft,Dsf;se and leading to the possibility to predict only a single value for
determining these two indices. As can see in (5.103), TGy, can be calculated via AOMCPPE  or
AEMISPPE as those indices are dependent to the same P25, In this case, the prediction results
according to TGy, can be used for re-calculating AOMCPP¢ and AEMISPPC respecting their
corresponding multiplication constant requirement. These re-calculated provide the predicted results
for AOMCPPS and AEMISPPS which is necessary for determine the second/third objective function
for the outer level (i.e., TCOLEY and AEMISOLEV) accordingly. Finally (5.104) corresponding to
AEMISRIP which it dependent to PERIPF  leading to the representation of the predicted value of the

trained DNN model for the annualized CO, emission by the power imported from the main grid during
GC mode, similar to (5.45) in section 5.4.
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5.5.2 Microgrid Formation

The microgrid formation is the intermediate step within the stochastic optimal operation level. This
step delivers the necessary indicators for optimal operation level representing the microgrids
formation due to N-K contingencies level. These indicators are the matrices and vectors that represent
the time-coupling topologies of test system during severe scenarios €. The methodology for
delivering the microgrid formation indicators respecting to the LOPF problem is detailed illustrated

in Figure 5. 8.

Set of input
samples

—O

ISWSi:igsp),
——>0 DDG **(sp),
DDG 5|ze(sp)

fb, tb, br™™

R, X

, o, th—y

\
[LFa] and [BFa]
flocy

ISW slte(sp)

[LI‘:a]

Path finder algorithm

‘ Determine MG

‘ Generate Y2

Generate Graph and
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N2
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ftbus& DDthown
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FIGURE 5. 8: Flowchart for generating the microgrid indicator matrices and vectors for time

t € Qp for scenarios s of season se
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5.5.2.1 Fault Influence Path

First, the affected branch and bus path finder is proposed for searching the path(s) from the original
fault location until the end branch (terminal edge) and end node (leaves node) respecting the graph
representation of the network. This search algorithm is deployed in order to automatically search the
path(s) whenever a single fault is located in the network. The respective step-by-step description of
the algorithm solution is detailed in the following sections. On the other hand, more detail exemplifies

the determination of the fault influence path can be found in Appendix C.

a) Step 1: Representation of the System Topology

Let the reference system topology be represented by the undirected graph GP“S = (ND?%s, EDP™),
where NDP¥S are the set containing the vertices or nodes representing the buses in the reference
system, while EDP" are the edge set representing the branch connected between two adjacent nodes

in the test system. In this case, the adjacency matrix of GPUS is the ny,,s X n,,s matrix denote by

M2 = M) with M{5 defined by (5.105) [105].

. ; bus bus br
Yol _ {1, if NDP“SNDP¥S € ED (5.105)

Y 0, otherwise

adj _

As GPUS is an undirected graph, the adjacency matrix is the symmetrical square matrix with M;;

Mj‘;dj . Here it is important to note that in case there is a reconfiguration in the reference system, GP4S

and M2 should be updated accordingly.

b) Step 2: Determination of the Target Nodes TG™4¢

Based on the graph GPYS, the shortest path by Dijkstra’s algorithm is adopted for determining the
path(s), or road map(s), between the branch fail and the target node(s), where fb(br/@") denotes the

start node for the shortest path, i.e. fault location, while the end of the shortest path are the target

nodes including root node and leave nodes. More detail about the Dijkstra’s algorithm can be found
in [105],[106].

The target nodes can be identified using the adjacency matrix M24 determining the row of M24 with

summation equal to one. In this sense, let i and j denote the row and column of M24, 37us Ml.aj‘.“ =

1 indicates that node i is an end node with no connection elsewhere.
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¢) Step 3: Determination of the path(s)

Once the target nodes are identified, Dijkstra’s algorithm is employed for determining the shortest
path between the start node fb(br/®") and the target nodes TG;**%¢. For this, considering the system
topology information available in the GP"S matrix, where the weight of all branches are set to one,
given that any connection between two nodes is established by a unique path for a radial distribution
system.

The Dijkstra’s algorithm solution (DIJK) identifying the shortest path between two nodes,
respectively fb(br/®") and TG/“*, can be expressed by eq. (5.106).

path?s(fb(brfet), 76" = DIJK(fb(br/ot), TGP™) Vi € Qpede  (5.106)

Next, the branch path denoted by path?” vector can be obtained identifying the edges located within
the solution path fb(br/%) to TG7“S. Following, vectors path?™ and path!” belonging to Q}24¢
are stored in matrices PATHP"S and PATHP", respectively. These matrices are responsible for

determining the fault influenced branch and bus matrices, being detailed elaborated in the following

section.

5.5.2.2 Fault Influenced Branch and Bus Matrices

Following, once affected paths are determined, clearing procedures must be established to
successfully isolate the fault and ensure the system resilience. In this sense, the representation of
affected bus(es) and branch(es) by the respective fault(s) must be performed to enable planning
algorithms solution. These representations are respectively held by matrices LFa and BFa, describing
affected bus(es) and branch(es). In addition, the establishment of rules to ensure the adequate
allocation of candidate isolated switches able to isolate the upstream and downstream of a branch

fault is fundamental [107][108]. For this, the following rules are established:

e If the fault is found on the branch equipped with ISW, the fault stays in the middle of the
branch and have been cleared by this ISW.

o If the fault is located on the branch without ISW, the fault in this case is cleared by the nearby

ISWs located along the searching paths.

A detailed description of bus and branch affected matrices is presented in the following sections.
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a) Branch Affected Matrix (LFa)

The branch, or line, affected matrix LFa is the binary matrix assembling all binary vectors LFa; with
t belong to Q, where an online branch is represented by “17”, i.e., non-affected branch, and affected
branches by the fault(s) are represented by “0”. For determining this matrix, first, the binary matrix
denoted by FAPT is required. FAPT is the binary square matrix n,, X n,., in which its i*" single row

fall \where i €

describes the set of affected branches corresponding to the location of a single fault br;
Qv Once matrix FAPT is obtained, a generic i*" fault located at a branch “a”, i.e., floc;, = a, due
to the severe event at time “t”, allows for the determination of LFa, by the row “a” of FAPT.
Moreover, FAPT is useful for manipulating the elements of LFa, in case that multiple faults are
featured in the test system (i.e., floc;; € Qroc). To this end. the location of the fault(s) can be

identified by looking up on time segment ¢t of AVZ5l.

If there is more than a single fault located in the system. Let, floc; be a vector containing the faults
locations, where its elements can be identified using AVI5l. LFa, at time ¢ can be determined by
looking up the multiple rows of FAPTconsidering the correspondent element number of vectors floc,

as described in (5.107), where [ denotes the Hadamard multiplication.
LFa; = [licq,,,[° FA™ (floc, )] (5.107)

Finally, LFa is obtained by repeating the same methodology for LFa, for t € Q. Here one must note
that, if no fault(s) occur at time t, especially in the normal scenarios, i.e., g, the elements of LFa;
can be simply set by the vector constrained element of 1°. More detail elaborates the determination

of LFa, until LFa can be found in Appendix C.

b) Bus Affected Matrix (BFa)

Similar to the branches analysis, buses located within the fault zone bounded by the 1ISWs must be
deactivated. In this sense, to represent this information, the binary matrix denote by BFa containing
the bus(es) affected is required, where the BFa is an assembly of the binary vectors BFa; where t €
Qr, with term(s) equal to “1”, corresponding to an online bus, and “0” for those affected by the fault(s)

and deactivated.

Following the binary matrix denoted by FAPU is required. FAPUS is a non-square matrix due to n,,,s =

npy + 1, where the i*" single row of FAPYS describes the set of affected buses corresponding to the

fail

location of a single fault location bry’ ™ given i € Q5. Once this matrix FAP"S obtained, the BFa,
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can be determined by looking up to the row “a” of FAPYS. Similar to FAP*, FAP"S can be used for

determining BFa; in case the case there is a multi-fault in the network i.e., floc; ; € Qfqc.

For determining FAPUS, first PATH®" and PATHP"S have been determined for b~/ € ;. Then,
FAP"s{br/*"} is obtained searching PATHY"{br/*"} and PATHP"{br/*"} using the proposed
algorithm described in Table C. 1 in Appendix C.

For the case with multiple faults, a Hadamard multiplication [] is used according to FAP"S{floc,}.

Eqg. (5.108) shows the formulation for determining BFa, based on floc;.
BFa; = [licq, [° FA"* (floc;, :)] (5.108)

Similarly, BFa, is repeatedly determined for t € Q. and then stored in BFa. For the case where there
is no fault at time ¢, the methodology described above can be skipped and BFa; can be simply set
vector containing the element ‘1°. More detail elaborates the determination of BFa, until BFa can

be found in Appendix C

5.5.2.3 Microgrid Formation Set

The matrix MGt is used for indicating the set of possible microgrid formations once the fault is
eliminated. In this sense, taking advantage of the Depth First Search (DFS) technique the matrix
MG:®t for a generic floc, and ISW* is obtained employing the proposed algorithm described in
Table C. 2 in Appendix C for all t € Q. This is possible as the DFS technique allows the proposed
algorithm able to track a set of microgrid(s) according to their roots noted by root™¢ which is
corresponding to the location of the switch(es). More details about the DFS can be found in [109],

[110]. The mathematically example detailed the MG$¢* can be found in Appendix C.

5.5.2.4 Microgrid Formation Indicators

In this section, the time dependent microgrid formation indicators are determined. These indicators
are the binary matrices and binary vectors representing the time-coupled microgrid tropology and
operation especially during the N-K contingencies scenarios. The methodology applied for

determining these indicators are described in the following subsection.
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a) System Buses Operation Mode

The system buses operation mode are described by matrix b™. Matrix b™ assembles the binary
vectors b{*containing the binary elements responsible for indicating the operation mode, i.e., GC or
IS, of each system bus; where, the element of bY* is “1” if the corresponding bus is located at
microgrid area, otherwise “0” for those buses connected to the main grid. The formation of b{" can

be expressed by (5.126). For the determine b, the algorithm in Table C. 3 in Appendix C is adopted.

b™ = [bT%, b1, ..., b7 ] (5.109)

Npus,t

b) Non-Energized System Buses

The microgrid can be operated in IS mode when there is at least a single DDG unit localized within
the microgrid. In this sense, let a vector MG3<% define the set of m** microgrid found at time ¢, if
there is no DDG unit installed in MG35%, this MGy’ can not operate in IS mode. For this reason, a
binary vector bus?¢ is adopt for indicating that the buses within the microgrid cannot be energized
due to the lack of local DDG(s); where, the element of bus}*® is “1” when the corresponding bus is
located in a with DDG(s), otherwise “0” for those buses located in microgrids lacking local DDG(s).
The general formation for bus?® is shown in (5.110). Then, the general algorithm for determiner
bus}® for an instance time t € Q is shown in Table C. 4 of Appendix C. See Appendix C for more

detail exemplifies the formation of bus}®.

busi® = [bus'f, bus;g, ..., busy? ] (5.110)

¢) Frequency-Controlled Buses and Deactivated DDGs

According to (5.70) there is a need to identify the location of buses with frequency control capability
within the microgrid. Nonetheless, if more than a single microgrid is created, the frequency-controlled
bus for each formed microgrid should be identified. For this, the vector £2%5 is employed. Its elements
indicate the location of frequency-controlled buses for each DDG. Still, there might be cases where a
DDG is located within the fault area. In this case, the binary vector DDGZ°"™ is used, where elements
corresponding to DDGs standing in fault areas are set to zero, otherwise setto “1”. (5.111) and (5.112)
shows the formation for 2% and DDGZ°W™, respectively. The algorithm adopted for determining
FPus and DDGE°"™ is show in Table C. 5 in Appendix C.

fhus = [fhus, phus, r?éfiz,t] (5.111)
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DDGI""™ = [DDGI¥", DDGII™, ..., DDGEoW™ ] (5.112)

nddgjt

d) WT, PV and ESS Operation Status

WT, PV and ESS cannot maintain the microgrid operation in 1S without DDG support. In this sense,
WTs, PVs and ESSs that are located inside non-successful IS microgrid should be deactivated. For
this, vectors indicating the WTs, PVs and ESSs deactivation status can be determined by simply

mapping their location with bus?*® and can be as expressed by (5.113)-(5.115).

WTEown — pyshe (Wrsite (5.113)
t t p

PVdown = pygne (Pvgi')te (5.114)

ESSZown = bus}e(ESSsite (5.115)
p

e) Time-Coupled ybus

The initial system impedance is determined via the original system topology, i.e., Z; ; s se = ZP. still,
during severe event analysis the impedance of overhead line branches changes as the system topology
adapts, i.e., opening the switch of an overhead line leads to an equivalent impedance Z; ; s o = 0. In
this sense, the binary matrix LFa is used for updating Z; ; s 5. at an instance time t, where the element

of LFa can be used as a multiplication for modifying the impedance Z; ; ¢ . as expressed in (5.116).
Zirsse = (V/LFa;rs5e )2 Vi € Qpus,VE € 07,Vs € QU QY Vse € Qg (5.116)

The time-coupled Y}fg‘g can be expressed by (5.117) using the methodology found in [18].
Conductance matrix G and susceptance matrix B along the planning horizon Q. can be obtained using
(5.118) and (5.119).

Yous = [YPUS,, YRUS,, . YRS o] VSEQLUQY Vse€Q,  (5.117)
Gsse = Teal(Ysb,;les) (5.118)
Bgse = imag(Yslfges) (5.119)

111



5.5.3 Integration of Microgrid Formation Indicators to Inner Level Optimization

In this section, the microgrid formation indicators are integrated in the LOPF problem allowing the
capture of multi-microgrid topology and the status of available resources over the planning horizon
Qr. For this, the LOPF formulation updated according to the multi-microgrid formation indicators

are listed as follows:
a) Objective Function
With a new b, the formulation (5.58) and (5.62) were replaced by (5.120) and (5.121) for introduce

bm

it,s,se-

PCC
t553(1 i= ltsse)
DDG (1 )
MILP,MGs __ tSSé VLE.QDDG t,s,se , "
OFsse = Zte!)T L CCURT pm Vs € QLU QY Vse € Qg (5.120)
t,s,se YViegys,t,s,se
VI,MGs
+Ct,S,S€

VI,MGs (1 - ltsse)VGCSpec
Ctsse = Vbase PC ZlE.QBUS busl t,s,se v At
+bl tSSe Vl,t,S,Se

VYVt € N5, Vs € Q;UQY,Vse € Qg, (5.121)

b) Constraints

The update constraints considering the microgrids formulation indicators can be listed as follows:

curt m
( busltsse) < bltsse —= Yit,s,se

Vi € Qpys, Vt € 7, Vs € Qy U QY ,Vse € Q. (5.122)

PPCC PDDG

ltsse its,se
wT PV
p _ < ZjEQBUS Gij,t,s,seVi,t,s,se > _ Pltsse Pltsse
iitsse — | _vy. . . - dch ESS pch
ZJE-Q-BUS Bl].f.5.566].f'5:56 +P; ts,se — Mi P t,s,se

curt
Pltsse( bltSS@

,VI. € QBUSI YVt € ‘QT' Vs € Q; U .Q.;’,Vse € ‘Q‘SG (5123)

PCC DDG
+ Qi,t,s,se + Qi,t,s,se

0 _ <_ ZJEQBUS Bij.t,S.seVi,t.s,se> _ + QESS
iLtsse — | _vy. . . - it,s,se
Z]E-Q-BUS Gl},t,s,se 5],t,s,se —QL (1 _ bcurt
i,t,s,se it,s,se

Vi € Qpys, Vt € 7, Vs € Q; U QY ,Vse € Q. (5.124)
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br _ < Ji)j(k)t.s,se (Vi,t,s,se - V}',t,s,se) )
k,t,s,se —
+b i(k)jk)t.s,se (6i,t,s,se - 6j,t,s,se)

Vk € Q; N, Vt € Q,Vs € Qi UQY,Vse € Q,

br _ < bi(k)j(k),t,s,se(Vi,t,s,se - V}',t,s,se) >
k,t,s,se —
+gi(k)j(k),t,s,se ((Si,t,s,se - 6j,t,s,se)

Vk € Q N, Vt € Q,Vs € Qi U QY Vse € Q,

i MG P
P.DDG _ [_ @ (6]‘&1‘5.58,56 - 7T/2>/ml ] b{is,se

itsse — m DDG
+(1 - bi,t,s,se Pi,t,s,se

Vi € Qppe, Vt € Qp, Vs € Qg U QY ,Vse € Qg

DDG _ v qa1m m DDG
its,se — [(Vi* - Vi,t,s,se + ui,t,s,se)/ni ]bi,t,s,se + (1 - bi,t,s,se)Qi,t,s,se
Vi € Qppe, Vt € 27, Vs € Qg U QY ,Vse € Qg

Vi,t,s,sebﬁs,se =V""bl} Vi € Qppe, Vt € 0r,Vs € Qi UQY,Vse € Qg

it,s,se
DDG DDGmax down
0< Pi,t,s,se < Si DDGi,t,s,se
Vi € Qppe, Vt € Qp, Vs € Qg U QY ,Vse € Qg
DDG,min -DDG,max down DDG DDG,max -DDG,max down
i Si DDGi,t,s,se < Qi,t,s,se < Xi Si DDGi,t,s,se

Vi € Qppe, Vt € 27, Vs € Q; UQY,Vse € Qg

(5.125)

(5.126)

(5.127)

(5.128)

(5.129)

(5.130)

(5.131)

0 < ptuse < pWT WTAWR  vi € Qyp, YVt € 27, Vs € QLU OV, Vse € Qg (5.132)

= Yit,s,se it,s,se it,s,se

0 < pPY:use < pPV.  PVAOY i € Qpy, Vit € 07, Vs € QL U QY,Vse € O,

it,s,se — " Lts,se Lt,se
dch ESSmax ; ESS down
0 < Pi,t,s,se < Si bi,t,s,seESSi,t,s,se
Vi € Qpgs, Vt € Q7,Vs € Qi U QY Vse € Qg

0<P

ESS,max ESS down
i,t,s,se < Si (1 - bi.t.s.se)ESS

i,t,s,se

Vi € Qpgs, Vt € Q7,Vs € Qi U QY Vse € Qg,

ESS,min cESS,max down ESS ESSmax cESS,max down
i Si ESSi,t,s,se < Qi,t,s,se < Xi Si ESSi,t,s,se

Vi € Qpgs, Vt € 2r,Vs € Q; U QY ,Vse € Qg
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TRmMmax _am PCC TRmMmax _pm
_Si (1 bi.t,S.se) S Pi,t,s,se = Si (1 bi.t,S.se)

Vi € Opce,Vt € O, Vs € QU QY ,Vse € Q,,  (5.137)

TR,min -TR,max m PCC TR,max o-TRmax m
Xi Si (1 - bi,t,s,se) = Qi,t,s,se = Xi S (1 - bi,t,s,se)

Vi € Qpce,Vt € D7, Vs € QL UQY,Vse € Q,,  (5.138)

Vi,t,s,se(l - bi,né,s,se) = VGC'SpeC(l - bl?,r;,s,se)

Vi € Qpce,VEt € D7, Vs € QL UQY,Vse € Q,,  (5.139)

§Fetee(1—btsse) =0 Vi € Qpcc,Vt € 07,Vs € QL UQY, Vse € Q. (5.140)

it,s,se it,s,se

First, (5.64) is replaced by (5.122) for allowing the load at the individual bus curtail during IS mode,
while forcing b§¥™ = 1 for any bus i that corresponding to the bus non-energize bus}sg ;.. Then,
equations (5.123)-(5.126) are power flow constraints considering the microgrids topology using the
time-coupled Y}f;‘g. The updated constraints for the DDG units are expressed by (5.127)-(5.128).
Comparing to (5.70)-(5.72), b, is introduced in (5.127)-(5.129), allowing the problem

consideration individual DDG units operation, i.e., GC or IS mode. Moreover, for (5.127), 6)%55 fsse
it LS

is dependent to frequency-controlled buses. Egs. (5.77) and (5.78) are replaced by (5.130) and (5.131)
for accounting the status of the DDG units i.e., online or failure. The inequalities (5.132)-(5.136)
guarantee that WTs, PVs and ESSs are deactivated in case they are located inside a non-successful IS
microgrids. Finally, egs. (5.137)-(5.140) defined the updated power exchange constraints by

introducing bt

¢) MILP Model for LOPF Considering Microgrids Formation

According to the updated LOPF problem formulation the MILP model used for the deep-learning

approach can be summarized as following:

min OFMILPMGs (5.141)

xMiLp ~ " S:S€
Subject to:
e Voltage and load curtailment constraints: (5.63), (5.122)

e Power flow constraints: (5.123)-(5.126), (5.69)
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o DDG operation constrains: (5.73)-(5.75), (5.78), (5.79), (5.127)-(5.131)
e WT and PV operation constrains: (5.133), (5.134)

e ESS operation constraints: (5.82), (5.86)-(5.89), (5.134)-(5.136)

e Power exchange constraints: (5.92), (5.93), (5.137)-(5.140)

5.5.4 Deep Neural Network (DNN) Model

At this stage, for each sample sp, the identified targets (5.102)-(5.104) can be calculated using the
results obtained by the LOPF solution. Then, a set of sample inputs IN9™ and the calculated targets
(5.102)-(5.104) are used for training the DDN models, wherein 70% of the samples were arbitrarily
selected for the training procedure and the remaining samples for the testing procedure. For
simplicity, a single DNN model is trained for predicting the single identification target. In this work,
each DDN model employed is formed as a multi-layer feedforward neural network with three levels,
i.e., asingle input layer, several hidden layers and a single output layer [111][112]. Figure 5. 9 shows

the basic scheme for a multi-layer feed-forward neural network architecture.

T T
INPUT HIDDEN LAYERS OUTPUT LAYER

FIGURE 5. 9: General scheme of multi-layer feed-forward neural network architecture for
predicting a single identified target

According IN9™™ and targets (5.102)-(5.104), a general DNN model architecture designed for a single
sample can be expressed by (5.142)-(5.144).

agly = ING™ S € Qsam (5.142)
ag?;,' = fidnn(wia?—nfsz? + bi) d=12,..,np,5p € Qsay (5.143)
agz;m = fdnn (thl+1agzlr,lsp + bnhl+1) ,SP € Qgam (5.144)
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The input layer of the hidden layer receives the vector of input agf;;,' expressed by (5.142). Then, each

of layer in the hidden layer compute their neuron pre-activation p;{g; regarding to the weight matrix

and biases, the activation function £,*""(.) employed to pﬂg’ for delivering the neuron activation for

the next layer (5.143). At the end, the output layer computes a single prediction neuron activation,

Neqr = 1, Using the neuron activation a;‘{:l’fsp that is obtained by the last layer of the hidden layer

(5.144). In this work, £,2™™(.) is a sigmoid activation function for the hidden layer, while the output
layer linear activation function denoted by fd”"'(.) is used. Finally, the DNN model has been trained
via the Bayesian regularization backpropagation (BRB) algorithm [111]. This algorithm is a
backpropagation-based approach focused on minimizing the mean squares sum of the network errors
(MSE) during the DDN model training. Moreover, seeking to minimized and make the network
response smoother, as well as likely reducing overfitting impact [111], [113]. The proposed algorithm

also includes the network regularization based on the network sum of mean square weights (MSW).

As can be seen in Figure 5. 9, the prediction obtained by the trained DDN model should satisfy the
criteria. In this work, the errors indicated in (5.145) have been used as a criteria calculated for every
round of DNN training completion. Then, (5.144) and (5.145) are calculated for illustrating the

performance of the model for different types of errors.

_ n dnn
ed™ = 100% X max (lTGSp n;é (N )l) Vsp € Q5L (5.145)
sp
ed™™ = mean(|TGy, — net(ING™)|) Vsp € QL&SL (5.144)
eéinn — 100% x mean(|TGsp—net™(INE™)|) Vsp € QLest (5.145)

mean(TGsp)

Where, net"(INgig"‘) is the prediction results for the input sample IN?;,"‘ using DNN model
corresponding to target n. First, e#™" represents the relative error between the prediction and real
value. In this case, we apply a maximum for delivering the worst error over the vector of relative
error. Then, ed™ and e$™ represent the mean absolute and relative errors, presenting more

generalized perspectives in comparison to e™",

In this work, the hyper parameters are randomly selected for every round of DNN training, i.e., (a)
activation function for hidden layers, (b) activation function for outer layer, (c) number of layers and
corresponding neurons in the hidden layers. According to the BRB algorithm, the training round stops

if the sum squared error and the sum squared weights are not improved over subsequent training
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iterations (epochs) [111], [113]. Then, trained DNN models are validated though the testing set until
satisfying criteria e threshold, guaranteeing that the worst relative error between the target and
prediction is less than e&™", Finally, trained DNN models are used for predicting the targets and
calculating the LOPF dependent indices RESI®LEY, AOMCPPE | AEMISPPS and AEMISSRIP for the
outer level. In this sense, let net™(Xogy) be a trained DDN network for target n depending on
XoLev, the LOPF dependent indices for the outer level calculated using the trained DNN model can
be expressed by (5.146)-(5.152).

RESIOLEV-Al = net*(XoLev) Vsp € Qeam (5.146)
TCoLEV,dl — CDDG,dl + CWT + CPV + CESS + CISW (5147)
CPPGAl = CPCPPC 4+ TL x AOMCPPE4 (5.148)
DDG,dl _ 2 365 ogfuet DDG
AOMCPPS = net? (X ougy) ( 55 Spase (Z5mz + 058%) (5.149)
AEMISOLEV.AL = AEMISPPGAL + AEMISCRIDAL (5.150)
AEMISPPS4 = net? (X o15y) Co Spase KEDF) Vsp € Qs (5.151)
AEMISCRIPAL = net® (X oppy) (P Spase KERID) Vsp € Qsay (5.152)

5.6 Stage 1V: Solution for Optimum Planning

The proposed multi-objective optimization problem incorporating the DNN models for the resilience-

oriented planning of microgrids can be summarized as follows:

min (RESIOLEV-AL, TCOLEV.AL AEM[SOLEV.AL) (5.153)
XOLEV

Subject to:

e DERs size constraint: (5.47)-(5.51)
e Maximum allowable bus power constraint: (5.52)
e ISWs and DERs installation constraints: (5.53)-(5.57)

The proposed problem has been solved using the population-based multi-objective optimization
approach NSGA-II [114]. Figure 5. 10 shows the general outline of the proposed optimum planning
NSGA-II based on DNN models.
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FIGURE 5. 10: Optimum planning approach
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The NSGA-II is widely used for multi-objective optimization problems due to its computational
efficient and faster convergence compared to the another techniques [114]. Moreover, the solution
delivered by NSGA-II is closed to the true Pareto-optima frontier [114]. Additional details on NSGA-

Il and its implementation can be found in [114].

In the beginning, the first iteration at gen = 0 the NSGA-II starts generating an initial random parent
population with n,,,,, individuals. In this work, a single individual includes the combination of the
genes representing the allocation of the planning elements i.e., ISWs, DDGs, WTSs, PVs and ESSs.
Figure 5. 11 shows the structure of an individual or a chromosome. Then, considering each single
individual, the multi-objective function can be determined from two directions A and B. For the
following iteration gen > 0 the NSGA-II starts forming an n,,,,, child offspring population using the
genetic operators, i.e., selection, crossover and mutation [114]. Similar to the parent population, the
multi-objective functions are evaluated for n,,,, child individuals, and a new parent population is
determined.

can can can can can
Q ISW Q DDG QWT Q PV Q ESS
1 1 1 1 1

v/ N7 \/ V7 \
ISW; |...[ 1SW, | DDG |...[DDG, | WT |..[WT, | PVy].[ PV, ] ESS: |..[ ESS, ]!
)\

J\ J\ J\ J |
T T |

T T T
Binary genes Binary genes Binary genes  Binary genes  Binary genes
for ISW for DDG for WT for PV for ESS

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

|
|
I

|

1\
|

Single Individual or Chomosome

FIGURE 5. 11: Structure of chromosome for NSGA-I1

First, the child population is combined with the parent population forming a mixed population with
2 X ny,p individuals. Then, a new parent population is developed selecting n,,,, individuals from

the mixed population using the fast non-dominated sorting technique [114]. According to this
technique, individual(s) classified in the lowest rank of the frontier are selected and moved up to the

highest frontier until the quantity of selected individuals reach n,,,. If the last ranked individuals
cause the quantity to exceed n,,,, the crowding distance is applied for selecting the remainder

individuals. This process is repeated until satisfy the NSGA-II criteria.

5.7 Numerical Results

In order to validate the proposed method, the IEEE 33-bus test system is selected. This system is a
typical distribution network with the ability to disconnected from the main grid via the main isolated

switch, i.e., ISWSUP installed at the upstream interfacing substation. Distribution lines infrastructure
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are assumed as typical overhead power line, with loads weighing coefficient proportional to the

annual peak load, Figure 5. 12, similar to the work found in [3].

115.00

APL (%)

25.00

Time (hours)
—e— autumn —e— winter —s—spring —s— summer

FIGURE 5. 12: Seasonal annual load pattern

The wind speed and irradiance data sets are obtained via the scenario generation procedure describe
in Section 5.3 using fast forward reduction. For this, data series extracted from NREL [115]
comprising the hourly profile for 10 years, respectively 2008-2017 for Victoria-BC, Canada, of wind
speed in MPH (miles per hours) and for irradiance in w/m? are employed. Details pertaining to the
obtained set of scenarios reduction are shown in Table G. 6 in the Appendix G. Based on the obtained
data sets, the most vulnerable wind scenarios summarized in Table G. 7 are used for generating severe
operation scenarios. For accounting the uncertainty of the N-K contingencies, N’™* is set sufficiently
high, NP"® = 10000, allowing for the selection of 5 scenarios for each season se. This procedure
steps are detailed depicted in Section 5.3, and the parameters related to the scenario generation are
summarized in the Table G. 8. The daily market electricity price is extracted from NY1SO [89], where
corresponding days and years are shown in Table G. 6 and Table G. 7 in the Appendix G. The test
system candidate buses and branches for the planning elements are shown in Figure 5. 13, with main

characteristics summarized in Table G. 9 in the Appendix G [1].

oe Candidate branch @ Microgrid PCC
19 20 22 '@ Candidate bus @ Substation |

! Natural gas AWlnd turbine ﬁ Photovoltaic m Energy storage system B Automatic recloser

Planning Elements

FIGURE 5. 13: 33-bus test system with candidate buses and branches
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The proposed planning framework is developed in MATLAB environment, including the DNN
models training procedure and the implementation of NSGA-II. It is worth noting that the NaS
technology was selected for the ESSs due to its high number of lifecycles. In this work, the ESS
capacity rating is proportional to their power rating, similarly to the work in [116]. In this case, the
ratio between the rated capacity and rated power is set to 5 for all ESSs. This number was extracted
from the optimal solution found in [83]. Additionally, the maximum DoD is arbitrary set to 70% to
provide a balance between the battery lifecycle and its generation capability. The DDGs is the natural
gas type which can be operated in PQ mode, during GC mode, and droop/2™9, during IS mode. The
general parameters used in this research are summarized in Table G. 10 in the Appendix G.

5.7.1 Deep Learning Solution Validation

In this section, the performance of the trained DDN models is evaluated. As discussed in Section 5.5,
a single model is used for predicting the single target. The corresponding hyper-parameters for each

DNN model architecture are summarized in the Table 5. 3.

TABLE 5. 3: Hyper-parameters setting for DNN models’ architectures

Hyper-parameters DNN Tanning Targets
TGgyq TGy, TGy,
No. of hidden layer 3 3 3

No. of neurons for hidden layer  25-130-25 25-80-25 25-60-25
Activation fcn. for hidden layer log-sigmoid log-sigmoid  log-sigmoid
Activation fcn. for output layer linear linear linear
log-sigmoid: Logistic sigmoid activation function

The number of samples are 40000 including 70% for the training set and 30% for testing set. Taking
advantage of BRB algorithm, training is terminated if the sum squared error and the sum squared
weights are not relatively improved over successive training iterations (epochs) [111], [113].
Additionally, an ef™ threshold of 10% is considered for guaranteeing the accuracy of the DNN
models. In this case, the Figure 5. 14, Figure 5. 15 and Figure 5. 16 illustrate the training/testing
MSE and distributed error of the DNN model for predicting TGy, 1, TGsp 1 and TG, 4, respectively.

To this end, the performance of the trained DNN models are summarized in Table 5. 4.
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FIGURE 5. 14: MSE over epoch, distributed error of training set and test set of the first DNN
model for predicting TG,
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model for predicting TG,
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FIGURE 5. 16: MSE over epoch, distributed error of training set and test set of the first DNN
model for predicting TG3
Analyzing Table 5. 4, one can draw conclusions regarding the DDN models errors for the three targets
of interest. First, the MSE, RMSE, and max|y| for the training and testing procedures are found
around 10™*t0 107, 1072 to 10~%, and 107! to 10~2 ranges, for all targets. These results indicate
the developed method significant ability to infer adequate optimal solutions, presenting errors
significantly smaller than accepted deviations. Where respective variations in the errors range are due

to the different units under consideration. In terms of the criteria, the e£™" obtained for TGsp o TGsp 2
and TG, 5 are found less than the 10% threshold. The ed™ s found at 7.75 x 10™*, 1.06 x 1072
kWh and 1.09 x 1072 kWh for TGy, 5, TGy » and TGy, 5, respectively. Finally, e$™" shows the ratio

in percentage for e$™" over the mean target, leading to an error of less than 1%.
TABLE 5. 4: Performance of trained DNN models

Indicators  Set Training targets
TGspq TGy, TGgpy 3
- (kwh) (kwh)

MSE Train  9.29x107 2.03x10* 2.04x10"
Test 3.13x10° 3.14x10* 3.00x10*
RMSE Train  9.64x10* 1.43x10% 1.43x10?
Test 1.77x10°% 1.77x10% 1.73x10?
max|y| Train  1.50x10% 1.36x10% 1.23x10"
Test 3.15x10% 3.29x10? 1.52x10?
e (%) - 7.96 1.97 0.09
ed™ (kWh) - 7.75x10" 1.06x102 1.09x10%
ed™ (%) - 1.44x10" 2.80x102 0.63x1072
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5.7.2 NSGA-I1 Performance based DNN Model

In this section, the performance of the proposed NSGA-II based DNN model is evaluated. The
NSGA-II is responsible for generating the multi-objective problem solution according to the pareto
frontier. In this work, the maximum number of iterations and the population are set to 1000. The
crossover and mutation probability are set to 0.8 and 0.01, respectively. These parameters were

selected based on the guidelines available in [114], [117].

The solutions obtained including the Xopgy and the multi-objective functions values are based DNN
models’ prediction. In order to validate these solutions, first the LOPF problem (5.141) is re-simulated
for the obtained solution X gy. Then, the solution obtained by re-simulating the LOPF is used for
calculating the real values of multi-objective functions. Then, R-square (R?) and error indices (5.145)-

(5.145) are calculated for evaluating the error between real objective functions and those obtained by

(5.141).

Figure 5. 17 shows the comparison between the real multi-objective functions results and those
obtained by (5.141).
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FIGURE 5. 17: Comparison multi-objective solutions obtained by proposed NSGA-I1 based
DNN model and their corresponding real values
Then, Figure 5. 18, Figure 5. 19 and Figure 5. 20 illustrate the probability density as a histogram and
the cumulative density of the set of errors e9!Y" for RESICLEV TCOLEV and AEMISOLEV,

respectively. Where, e$XF¥" denotes the set of relative errors, compared to the max/worst relative

error with e?XEY = max(e$ V")
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Finally, TABLE 5. 5: Performance of NSGA-IITable 5. 5 summarizes the R? and errors indices
between both set of solutions. The R? obtained for the three objective functions are close to 1.00,

ePLEV for all objective functions are less than 2%, whereas eYLEV and eJLEV indicate absolute and

relative errors of less than 1%.

TABLE 5. 5: Performance of NSGA-I1

Indicators NSGA-I11 objective functions

RESIOLEV TCOLEV AEMISOLEV
R2 0.9993 1.000 0.9999
eLEV 1.98 (%) 4.71x10* (%) 9.45x1072 (%)
eJLEV 1.84x10°  1.57x10°($/year) 3.94x10°(kgl/year)
eJLEV 5.27x101 (%)  1.69x1072 (%) 1.36x10 (%)
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5.7.3 Optimal Planning Solution

This section presents the optimal planning solution wherein the solution positioned in the pareto

frontier respecting to the NSGA-I11 behavior. In this case, the solution can be classified into two group

according to the 3D plan for multi-objective functions solutions shown in Figure 5. 21.
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FIGURE 5. 21: Classification in Group A and Group B for the multi-objective function’s
solution obtained by NSGA-I1 based DNN model

Group A corresponds to the solution
branches of the test system. These soluti

of XOLEV \where all three ISWs are installed on candidate

ons present variations due to the allocation of different DDGs

size in the candidate buses and their deployment for maintaining the microgrid operation in islanded

mode. Thus, affecting the evolution of

the resilience index in the pareto frontier between ~0.2 and

~0.5. In contrast, Group B correspond to the solution X°LEV where none of ISWs are allocated in the

test system. Here, it is worth reminding that a resilience index close to zero represents a high

performing network against severe event or any interruption requirement, i.e., load shedding. In this

perspective, as expected the resilience indices value in Group B are significantly higher in comparison

to Group A.

Detailed results are presented in Table 5. 6 showcasing the planning solution X9LEV and multi-

objective functions corresponding to: 1) the max/min value for each objective functions for Group A,

and 2) the two solutions for Group B.
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TABLE 5. 6: Planning solution corresponding the max/min in each objective function for

group A and the planning solution for group B

Group  Binary allocation size of ~ RESICLEV  TCOLEV  AEMISOLEV
No. DDGs, WTs, PVs and ESSs ($/year) (kglyear)

1 1-4-1  /1-2-1/2-1-2/1-1 0.512 453x10®  2.85x10°
2 10-16-14 /5-5-4/4-4-4/3-3 0.275 1.53x10"  2.90x10°
A 3 3-30-30 /4-4-4/4-4-4/3-3 0.284 1.78x10"  2.89x10°
4 1-4-1  /1-2-2/1-1-1/1-1 0.506 4.24x10°6  2.87x10°
5 8-16-15 /1-2-1/1-1-1/1-1 0.276 9.76x10°  3.02x10°
6 1-4-2 /3-3-3/4-3-4/2-2 0.478 7.93x10°  2.79x10°
B 1 0-2-2  /0-0-0/0-1-1/0-0 0.773 1.53x10°  2.86x10°
2 0-2-2  /0-0-0/0-0-0/0-0 0.774 1.03x10°  2.88x10°

First analyzing Group A, one can observe that cases A2, A3 and A5 show greater resilience in
comparison to A1, A4 and A6. These results are due to the higher size of DDGs allocated, providing
the microgrid with better management capacity for generation/load balancing and, consequently,
avoiding additional curtailment. Nonetheless, increasing the size of DDGs consequently increases the
TCOLEV and AEMISOLEY due to the additional cost associated. As can see in Table 5. 6, TCOLEV and
AEMISOLEY for cases A2, A3 and A4 are greater than those in cases Al, A4 and AG6. In this sense,
the consideration of renewable resources as main sources leading to a cleaner energy system can
significantly reduce AEMISCLEV This perspective is clearly observed comparing cases A2 to A5,
where AEMISOLEV s significantly reduced for A2 in comparison to Al due to its higher capacity of
renewable resources. Still, RESI®LEY presents very similar values for both cases with TCLEY for A2
higher in comparison to A5 due to installation cost. On another perspective, Group B solutions feature
significantly reduced resilience capacity, i.e., significantly higher RESI®LEY in comparison to Group
A. However, given their trade-off between the three multi-objective functions, they are still placed
on the pareto frontier, e.g., TCLEY for the cases in Group B are significantly lower in comparison to
Al-Ab.

5.7.4 Resilience Improvement

Next, in this section the obtained optimal planning solutions are stressed for a N-3 contingency
scenario to illustrate the system performance in face of severe operating conditions. The N-3
contingency was selected corresponding to the spring season in which multiple faults are localized in
the network, respectively on branches #12, #16 and #19. Following, the network performance
represented by the energy supply level during the N-3 contingency is determined for the base case,

case Al, case A2 and case B2. The corresponding wind gust profile and the binary state representing
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the availability of branches #12, #16 and #19, according to the selected AV'™!!, are presented in
Figure 5. 22.
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FIGURE 5. 22: Wind gust profile and the timeline of branch #12/#16/#19 availability

corresponding to a selected scenario in spring

Whereas Table 5. 7 depicts the availability timeline for branches #12, #16 and #19 along the planning
horizon.

TABLE 5. 7: Timeline of overhead line (branch) #12, #16 and #19 break down over the

planning horizon of a selected scenario in spring

line no. te tbr.failo td TTRbTfail  gbrrep tr’ tr
8:00 - 11:00 - - 16:00 17:00
#12 9:00 6h 17:00
#16 - 10:00 - 5h 16:00 - -
#19 8:00 5h 16:00

Based on this scenario, energy supply results are illustrated in Figure 5. 23 for the base case and
optimal planning solutions identified in case Al, case A2 and case B2.

Analyzing Figure 5. 23, one can observe that the base case and case B2 are not able to resist to this

severe event, leading to a direct drop of supply from 100% to 0% at t®. As there is no ISWs placed
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in the network, the microgrids could not be formed, while only ISWsU"P found in the substation is
open and take down a whole test system for clearing the faults in this N-3 contingencies. On the other
hand, cases Al and A2 allow for the formation of microgrids, maintaining the energy supply level
according to the size of DDGs allocated. In this sense, due to the limited size of DDGs allocated in
case Al, the energy supply level drops down to ~20% at t¢. In contrast, case A2 shows the best
performance where the energy supply level drops down from 100% to 59% at t¢, where 41% of non-

supplied loads correspond to buses located inside locations isolated by ISWs.

5.8 Conclusion

In this work, a novel resilience-oriented microgrid planning framework is proposed. The proposed
framework develops a multi-objective optimization problem formulation incorporating stochastic
DL-LOPFAC models solved by NSGA-II based on DNN. The proposed DL-LOPFAC framework
provides planning solutions considering stochastic scenarios featuring renewable energy and load
uncertainties, HILP events due to N-K contingencies caused by failures in overhead lines, while
simultaneously solving for both GC and IS operation modes, including detailed modeling of control
and operational requirements, such as droop/2™ during islanded. Next, in order to enable this
comprehensive planning framework, NSGA-II based on DNN models is employed to overcome the
computation burden and time execution limitations imposed by the stochastic nature of the resilience-
oriented planning problem and consideration of the detailed systems’ model. In this sense, by taking
advantage of the proposed framework predicted solutions obtained by DL-LOPFA€ for the inner level
present a computation efficient solutions that do not require numerous iterations as found in existing
traditional analytical solution methodologies. Following, to verify the effectiveness of the proposed
framework multiple numerical analyses are performed. First, the performance for the DL-LOPFAC is
evaluated by obtaining significantly reduced MSE/RMSE in relation to the expected error threshold.
Moreover, the maximum relative error ef™" is found significantly smaller than the threshold for the
trained DNN models, demonstrating high accuracy for the DNN models’ predicted results. Next, the
proposed optimization level NSGA-11 based DNN model is validated, demonstrating accuracy levels
within accepted deviations, specifically the worst relative error e?*EV found is less than 2% for all
fitness functions. Finally, the overall planning solution is discussed, indicating the proposed approach
ability to deliver optimal planning solutions capable of significantly improving the system resilience
even when subjected to HILP events such as N-3 contingencies. Future directions of this work include
the integration of electric vehicles into the optimization problems, as these new system elements can
significantly impact the system operation, while introducing opportunities in the area of resilience-

oriented planning.
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Conclusion and Perspectives

6.1 Summary and Conclusions

The microgrid concept can offer significant benefits to the power distribution system through both its
grid connected and islanded modes of operation. Given these potential benefits, the microgrid has
been put forward as a key component of the future smart grid. This Ph.D. thesis has presented some
analysis, operation and planning tools that address some of the challenges facing the existing

microgrid power flow tools, optimization models and planning frameworks.

Chapter 2 and Chapter 3 have presented new power flow models needed for the steady state analysis
of practical AC microgrid systems. First, Chapter 2 introduced a non-linear branch-based Zy,s
algorithm for droop controlled islanded microgrids. This algorithm accounts for the distinct features
of the islanded AC microgrid namely; (1) there is no slack bus available for imposing a reference
voltage and frequency, (2) system frequency is not a constant and need to be one of the power flow
variables, and (3) there is as least one DG unit that is being operated as a droop unit. The proposed
algorithm is inversion free and is particularly well suited for sparse implementation. This allows the
proposed algorithm to handle the power flow solution for islanded microgrids created in practical
distribution systems and potentially comprising up to thousands of electrical nodes. The proposed
power flow algorithm has been validated thought several case studies performed on standard balanced
and unbalanced test systems. The numerical results demonstrate the effectiveness of the proposed
algorithm in terms of the accuracy and computational efficiency. Then, Chapter 3 presented a node-
based linear power flow (LPF) model for droop controlled islanded microgrid. Like the algorithm
proposed in Chapter 2, this LPF model accounts for the special features of the AC islanded microgrid
system. The node-based nature of the proposed LPF model allows for its integration in different
planning and operation optimization models to account for the islanded microgrid power flow
operation constraints. The effectiveness of the proposed LPF model has been validated thought
different balanced and unbalanced case studies. The results demonstrated the accuracy of the
proposed LPF model and ensures its suitability for the linear optimal power flow problem

subsequently studied in this thesis.

In chapter 4, the necessary optimal power flow (OPF) models for the optimal operation of AC
microgrids are studied. In this work, linear optimal power flow (LOPF) models for the optimal

operation problem of both balanced and unbalanced AC microgrids with hierarchical control structure
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were developed. To this end, the optimal operation problem has been first formulated as a MINLP
model, then it was linearized and turned into a MILP model. The proposed MILP model accounts for
the microgrid philosophy of operation during grid connected and islanded through a single
comprehensive model. Several kinds of distributed generations (i.e., dispatchable and non-
dispatchable) and energy storage resources were accounted for in the proposed model. Several
numerical simulation studies were conducted to validate and prove the effectiveness of the proposed
MILP model. The simulation result demonstrated the accuracy of the developed MILP model.
Moreover, the results also reveals that the MILP model’s computation time is significantly lower than
that of its MINLP counterpart model. With such performance enhancement, the proposed LOPF
model was subsequently adopted in the planning problem for accomplishing the main goal of this
thesis.

In the last stage of the research, chapter 5 introduced the microgrid planning framework for resilience
enhancement of the power distribution system when facing the N-K contingencies cause by HILP
event. The proposed framework is based on a multi-objective optimization problem that is solved by
NSGA-Il. A deep-learning AC-LOPF (DL-LOPFA€) model was developed to alleviate the
computational burden associated with need to solve the LOPF for multiple candidate solutions and
multiple stochastic scenarios during the evolution of the NSGA-II. In this work, the uncertainty of
the renewable energy has been considered by considering different stochastic scenarios. In order to
account the uncertainty of the N-K contingencies, a methodology for generating severe HILP
operation scenarios depending on the weather has been adopted. The proposed stochastic DL-LOPFA®
accounted for the operation behavior of the microgrids including GC and IS modes of operation,
while properly considering the microgrid’s hierarchical control, by taking advantage of the proposed
LOPF model developed in chapter 4 in the training of the deep learning model. To this end, the
effectiveness of the proposed framework has been proved by numerical simulation results. First, the
performance for the DL-LOPFAC is evaluated and its accuracy is verified. Then, the proposed
optimization level NSGA-II based DNN model is validated and the pareto optimal solution was

derived.

This thesis is mainly conducted through a work presented in chapter 2 to 5 comprising the steady
state analysis (i.e., power flow and optimal power flow carrier) and the planning methodology. The

general contribution of this thesis can be summarized as follows:

e A branch-based inversion free Zy,s power flow algorithm for droop islanded microgrid is

proposed. The proposed algorithm does not require bus renumbering, nor does it require a
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DG to be allocated at the reference bus. Moreover, the proposed method is particularly well
suited for sparse implementation and delivers an enhanced computational efficiency in
delivering the power flow solution making it particularly useful for large scale microgrid

systems comprising up to thousands of buses.

Proposed a node based LPF model that accounts for the droop-controlled autonomous
microgrid philosophy of operation as well as considering both balanced and unbalanced

network characteristics.

Proposed a time coupled MINLP and MILP OPF models for the optimum operation problem
of balanced and unbalanced microgrid with hierarchical control structure. The proposed
models consider the microgrid philosophy of operation during GC and IS. Moreover, the
energy storage system and the renewable energy resources i.e., WTs and PVs have been

accounted for.

Proposed a general framework using meta-heuristic multi-objective optimization for planning
resilience oriented microgrid(s) in active distribution systems considering economic,
resilience and environmental points of views. The proposed framework employs novel deep
learning models to speed up the determination of the economic, resilience and environmental

metrics pertaining to the MG(s).

6.2 Perspective for the Future Work

This research has been carried out focusing on the steady-state analysis and the planning

methodology. Future research directions include:

Explore the new generic power flow and optimal power flow tool that consider multiple and
integrated AC and DC grids.

Explore other machine learning options and identify different methodologies for comparing
and allowing the planning engineer to choose the appropriate machine learning approach for

the case study under consideration.

Several types of resources including generators and storages have been considered in the OPF
and planning problems. On the other hand, electric vehicles are increasing in popularity and
will have an impact on the system operation and planning. As such, integrating electric

vehicles is of increasing importance especially in the resilience-oriented planning area.
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Explore the transmission level planning, while considering the microgrid at the distribution
level; in the order to the develop the resilience enhancement strategy and planning accounting
for both transmission and distribution systems.

Test and validate the developed software package to develop an open source software
package suitable for sharing on public repository such as GitHub.

The studies are conducted using standard test systems. On the other hand, this research can
be adapted and applied by considering the real practical in Laos country. This can lead to the
possibility of exploring new benefit areas, new technologies and the performance

enhancement of the national grid of Laos.
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Appendix A: Element of square matrix

The elements of the square matrix (2.30) were derived by the partial derivative of the power flow
equations (2.44) and (2.45) over VV and §.

(B)| cos( lp‘g+5i,ﬁ — 51-,4,)
W(B) cos (Qil;lﬁ""sj,ﬁ - 51-,4,)

WEF;, VieDd (2.44)

[Vig
= |Viw| 2324 Eper l
j#i

Vi

(B)| sm( ﬁ+5j’ﬁ - 61-,4,)

= |Vyw| X724 Yper
' il]{u(ﬁ) sin (Gijﬁ+5iﬁ — 5l"1y)

JE |_i,B|

WEF;, VieDd (2.44)

In this work, the branch admittance was computed elements by elements thought the corresponding
elements of ZP"3? expressed by (2.46). Hence, the formulation Y?U$ is unneeded. Then, (2.47) is the

expression of branch admittance using in this work.
30
Zbr3% = real(Zbr'3q’) + imag (Z°-3®) ];—0 (2.46)
1
|Y | 49 = 077 (2.47)
ij

According to the active and reactive power injection delivered from the inner loop, the equation (2.48)

to (2.55) illustrated the simplification partial derivative models of (2.44) and (2.45) depend on Pia'b'c

and Q"¢
= —Q7 + X% |[viP ||V | (cosop) — sindfP (2.48)
> 5C = —Qf + X |V5°| V| (costff — sinbyf) (2.49)
ory _ nbus bb||yb bb
P |Y' ||V |0059ij (2.50)
6PC nbus cc c cc
v = cl + X8| vEe| IVl cosof (2.51)
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ave

= P} +anu5 |Yibb||Vb|(cost9bb + sm@bb

=Pf + anus |Yi§C|IViC|(c059iCjC + sin@fjc)

IVb |

of
G

+ anus |Yl?b||Vlb|Sln0£b

nbus |Y§C| |ViC|Sin9iCjC
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Appendix B: Wind, PV and load models

In this work, the wind units (WTs) and photovoltaic units (PVs) are interfaced with the power
electronic converter and able to track a MPPT power for the generation. As such, the WTs and PVs
can be modeled as the sources of static injection power into the microgrid where their amount of
power generated are respected to the capacity windspeed and irradiance, respectively. In this way the
power generated via these resources can be calculated using the static model [78] and describe as
following:

0, v < v v = v
WT,3® __ WT max wT m __ ,.ci ra _ .,Ci ci m ra
PT3? =1, PF/'T (v —v°) /(v v, vi<vt <v

SiWT,max X PFiWT, vra < vgn < vco

Vi€ Qur, Vt € Np  (4.83)

then, the reactive power generated by the WTs can be calculated respecting to their specified setting
power factor. The formulation used for this calculation are illustrated as following:

Q[ °® = P{T3® tg(cos™ (PF'T)) Vi € Qur,Vt € Ny (4.84)
next, the PVs assumed controlled in the power factor unity mode in this work. As such, there is no

reactive power participated via the PV units. The static model used for the PV units can be:

SiPV,maX (Tg’n)Z/(RSTD _ RC), .r.tm < RC
Prl3® = SPYMax ()2 JRSTP | RC < y* < RSTP Vi € Qpy,Vt € Ny (4.85)
SiPV,max’ Ttm > RSTD
In term of the demand, the load are modeled by considering the pattern percentage of the annual peak
demands [90]. In this way, load at the time t can be calculated though the multiplication of their peak

with the annual peak load factor along the planning horizon.

Phy, = (APL./100) x P,7°% Vi€ Qgys, ¥ € F,Vt € Ny (4.86)
Qky, = (APL/100) x Q2™ Vi€ Qpys, ¥ € F,VE € Ny (4.87)
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Appendix C: Algorithm & Example for MGs Formation

C.1 Algorithm for MGs Formation

TABLE C. 1: Algorithm for determining FA”"S{br{a”}

Algorithm: formation of FAP%s

1:
2:

Initialize FAP*S(1:np,,5) = 1

Generate PATH" and PATH®"S using path finder for br,/*"

3. for pth = Linpaem

4.

Set FAPs (br/ ™", [fb(br/ "), eb(br/*")] = 0

5 for br = Linpgemn
6 if PATHP" (pth, br) corresponding to location of ISW
7: Denote pis = PATHP" (pth, br)
8: Find ag;, is an element address of PATHP"(pth, br) = fb(pis)
9 Find a,, is an element address of PATH®" (pth, br) = fb(pis)
10: FAYYS (pr/ail, PATHPY (pth, 1: min(agy, ap) ) = 0
11: Break for loop and go to next pth
12: elseif there is no ISW along path pth by br = n,4¢p
13: Find index for the non-zero number nz from PATHP"S(pth, :)
14: FAbus (brfa”, PATHP" (pth, nz)) ~0
15: Break for loop and go to next pth
16: end if of elseif
17:  end for
18:end for
TABLE C. 2: Formation of matrix containing microgrid set
Algorithm: formation of MG®t
1: Initialize the matrix MG$®t(1: 1y, 1: 11pys) = 0
2: Determine floc, = find(AVI;M(1:npys, ©) = 0)
3. if floc, is empty
4:  Set the matrix MG$®t(1: ny,q, 1: 1py5) = 0
5: else
6 Import LFa; from LFa, then BFa, from BFa
7 Initialized the root of microgrid rootM¢ = 0
8 Set and initialize MG®¢t0 = 0
9 Initialize the status of the isolate switch by st&" = 0
= Find stXW of the set ISWSi€ for time t
10:  forn = l:in;g,
11: if LFa,(ISW3t¢) = 0,
12: The ISWSe is open and set st = 0
13: else
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14: The ISW3ite is still close and set st&” = 1
15: end if
16: end for

17:  Define ISWPe" = ISWsite (find (st = 0))
=> Determine the adjacent matrix for MG$®*

18:  Generate adjacency matrix AMC for the initial test system using (105)

19: forn = 1:nff"5n

20: Set AMG (fb(ISWnopen), tb(ISWnOPen)) =0
21 Set AMG (tb(ISWnOPen),fb(ISWnOpen)) =0
22: end for

=> Determine the root of the microgrid(s) set
23: Determine bus’", by bus’™ = find(BFa; = 1)

open

24: form = l:ing,

25: if ISW,2P™ corresponding to the fault location

26: Set 1% root by root™¢(m, 1) = fh(ISW,.P°™)

27: Set 2" root by rootM¢ (m, 2) = th(ISW,,P°™)

28: else

29: Determine a single root node root™¢(m, 1) equal to fb or th of ISW,.P*"
corresponding to the online node

30: end if

31: end for

32: Do the intersection between rootM¢ and bus°™ for eliminating the overlap and selecting
only the corresponding online node for forming vector root™¢

=> Forming MG:®* based on Depth First Search (DFS)

33: form = 1:n,00¢

34: Do DFS on AME for rootM¢ then store resulting vector in MG2FS
35: Sort MGPFS

36: Update MG3¢%(m, 1: length of MGEFS) = MGDFS

37: end for

38:  Check and eliminate the overlapping set of microgrid(s) in MG*¢t0
39:  Store MG*® in MG$et
40: end if

TABLE C. 3: Algorithm for determining b}"*

Algorithm: formation of b}"*

Initialize b*(1:npys) = 1
if there is no fault(s) happening at time t
Set vector b7*(1: ny,s) t0 0
else
Find the set microgrid in MG$®* that is adjacent to the main grid through bus 1
Set b to 0 for all buses corresponding to the set of microgrid that is adjacent to bus 1
end if

NoakhowhkRE
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TABLE C. 4: Algorithm for forming bus¢

Algorithm: formation of busp*®

1: Initialize busi®(1:nyys) =1
2: if there is no fault(s) happening at time t
3: All buses are energized by GC mode, set busy®(1:n,,s) = 1
4: else
5. Define ny; as the number of microgrid(s) from MG$e*
6: form = 1:ny,
7 if MG;% adjacent to the main grid
8: do nothing and jump to the next microgrid m of the for loop
9: elseif MG;5% have a DDG unit installed by checking the element of
MG3?t with DDGSL as well as confirm that DD G + 0
10: do nothing and jump to the next m of for loop
11:  else
12: Define vector index i"¢ that is equal to the non-zero element of MG;5%
13: Set busp(i"¢) =0
14:  endif
15:end for
TABLE C. 5: Algorithm for determining f2*S and DDG&°"™"
Algorithm: formation of f2%s and DDG#°"™
1: Initialize vector f2*$(1:n44,) = 1 and vector DDGE"™(1:nyq,) = 1
2: if there is no fault(s) happen at time t, it means MG operate in GC mode
3: Do nothing and let f?*$(1:n444) and DDGF"™(1:nyq, ) as initial value
4: else
5:  forn=1lingy,
5: Initialize h4%9 (1:ny,;) = 0
6: form = 1:nyg
7 if there is an element of MG3¢% corresponding to DDGe
8 Set h9%9 = 1
9: else
10 Set h49 =
12: end if
13: end for
14: if ¥ h449 = 0 means DDG;'¢ are not stay on any MG set in MG®*
15: Set £,0¥S = DDGSE¢ and DDGASY™ = 0
16: else
17: Set 1S = MGt (h*®9 = 1,1) and DDGIW™ = 1
18: end if
19:  end for
20: end if
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C.2 Mathematical example for MGs Formation

The reference 8-bus test system with a fault located at branch #2 and #4 respective paths that can be

explored is described in Figure C. 1.

storm
" a Bl e
sub
Iswee i1 2)9(3 4 5
@ 2
BUSBAR

SUBSTATION

FIGURE C. 1: Path(s) search based on fault at branch #2

C.2.1 Fault influence path

a) Step 1: Representation of the System Topology

According to Figure C. 1, Figure C. 2 shows the undirected graph for the reference 8-bus system with
nodes (vertices) and branches (edges). In this case, the adjacency matrix is determined using (5.105),

and can be expressed for this reference system by (5.154).

Graph representation
Gbus(N Dbus E Dbus)

FIGURE C. 2: Undirected Graph Tree for 8-bus test system

rbus #

H+

Madi = (5.154)

OO OO0 OCO RO | K
CORrRPROORrROPFR | N
SO0 RrRORO | W
_ OO R ORFR OO | »
CoOOoOoORrROOO | L
ORrRr OO0 OCO RO | O
o oOoORrRrROoOOCCOoOOO |
SO OO RrROOO | @

OO U WDN =
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b) Step 2: Determination of the Target Nodes TG™°4¢

This perspective is clearly described in (5.155) and Figure C. 3 for the reference 8-bus system to a

fault br/e = 2, where identified targets nodes are denoted by node #1 (root node), node #5 (leaf

node), node #7 (leaf node) and node #8 (leaf node), e.g., for node #8, Z;.’:blf ng.” =1.

\"bus 1 p0d)

Zj£1 Mi,j
1
3

TG™? = find g =1|=[1 5 7 8 (5.155)
1
2
1
1
,
Start node

Leaf target nodes

Root target node

FIGURE C. 3: Start, Root and leaves nodes

c) Step 3: Determination of the Path(s)

The PATHP"S and PATHP" matrices for the reference 8-bus system with fault at branch #2 can be
expressed by (5.156)-(5.157).

_pathbus TGibus fb(brfail) N N 0
# i= - = - —= ==
1 1 | 2 1 0 0
PATHP" = 5.156
2 5 | 2 3 4 5 ( )
3 7 | 2 6 7 0
4 8 | 2 3 4 8 |
[pathb” prfet -
# - — = -
1 | 2 1 0
br _
PATH"" = ) | ) 3 4 (5.157)
3 | 2 5 6
4 | 2 3 7 ]

155



C.2.2 Branch affected matrix (LFa)

a) Determination of FAP"

For determining FAP", as shown in Figure 5. 8 the PATH" is determined for br/*" € Q. Then,

the row corresponding to br/ *" for FAP" is obtained by searching PATH{br/*!

}. For example,
Figure C. 4 shows the reference 8-bus system equipped with four isolate switches ISW>Sit¢ =

[1,4,5,7] for the fault br/*",

M’\\"/‘Q’Rm #1 /"‘ #2
ISWSUb 1 ISW, ﬂ 6 3 3 4 ISW, 5
BUSBAR
SUBSTATION

FIGURE C. 4: Simple 8-bus system with found ISWs and fault at branch #2

Then, for this case:

‘pathb” prfeit - -

H# —_ - = ==

br( .. faily _ 1 | 2 1 0
PATH (bry ) =| 2 3 4 (5.158)

3 | 2 5 6

4 | 2 3 7 |

First, FAY" is initialized by FAP™ = [11111 11 1]. Next, all branches that have been affected by
the fault brzfa”, i.e., branch numbers highlighted in bold in (5.158), must have the fault cleared. In
this sense, for paths #1, #2, #3 and #4 the fault has been cleared by the opening the ISWs localized at
the branch #1, #4, #5 and #7; respectively. In contrast, the branch #6 has been protected by the ISWj,
thus not being highlighted. Finally, all elements of FAP™ that correspond to affected branches, i.e.,
[1,2,3,4,5,7], are set to zero. The vector FAbT corresponding to brzf a and respecting to ISW5ite can

be expressed as follows:

br; . 1 2 3 45 6 7

: 1
FAY (br{*) = [0 0 0 0 0 1 0] (5:159)
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Applying the same methodology while respecting assumptions 1) and 2) discussed in the beginning

of this section, the full matrix FAPT for the reference 8-bus test system can be formed as follows:

br, 1 2 3 4 5 6 7
br‘fail

4

1

FAPT = (5.160)

N o U A W

e e == =)
R R R O O
R R R O O
_om R 00O R
_h OO R OO R
[N e J S W S G Gy U G
SR EPRPOoOR

a) Branch affected matrix (LFa) considering single fault location

The binary vector LFa, can be obtained easily by searching a row of FAPT corresponding to the
location of the fault(s), i.e., floc; . for scenario s season se. For the case shown in Figure C. 4, there

is only a single fault with floc, = 2, in this case the vector LFa, can be given as follows:
LFa, = FA®"(floc,,:) =[0000010] (5.161)

a) Branch affected matrix (LFa) considering multiple fault location

To exemplify the case with multiple fault locations, assuming that faults simultaneously occur at
branch #3 and #6 in the reference 8-bus system, i.e., floc; = [3, 6]. The vector LFa, can be obtained
using (5.162)-(5.164).

LFa.{floc;; =3}=[0000010] (5.162)
LFa.{floc;, =6}=[1111001] (5.163)

LFa.{floc,, = 3}

o LFa,{floc,, = 6}> =[0000000] (5.164)

LFa;(floc;) = <

If there no fault(s) occur at time ¢, especially in the normal scenarios, i.e., Qg, LFa, = [1111111].

C.2.4 Bus affected matrix (BFa)
a) Determination of FAP%s

Figure C. 5 shows the buses affected by the fault at branch #2.
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MW <«—> #1 2 #2
MVAR <«—/>»

Isw i 1 ﬂ&

A

2

BUSBAR

SUBSTATION

© Busaffected by fault

FIGURE C. 5: Buses affected by the original fault at branch #2

fail

By using the algorithm in Table C. 1 for all b/ " € Qpp, the FAPYS obtained for the reference 8-bus

system can be expressed as follows:

bus; 1 2 3 4 5 6 7 8]
pyfail

4

1

FAbus — (5165)

N O U W

e e =
R R R O O R
R R R OO R
R R R O O R
e e =
(SN T S Y S G Gy U QY
[ e J S W S G QU G
g | O Y

fail

As can be seen, comparing Figure C. 5, bus #2, #3 and #4 were deactivated by the fault br; ™. In this

case, FAbus (brzf @il 13 3,4]) is set to zero.

a) Bus affected matrix (BFa) considering single fault location

The BFa, can be obtained by searching a row of FAPUS corresponding to the location of the fault(s),
i.e., floc;, for scenario s of season se. For the case shows in Figure C. 5, there is only a single fault

floc, = 2 and the vector BFa, is obtained as follows:
LFa, = FAP"(floc,,:) =[10001111] (5.166)

a) Bus affected matrix (BFa) considering multiple fault location

To exemplify the case with multiple fault location, the reference 8-bus system with faults at the branch

#3 and #6 is assumed, i.e., floc, = [3, 6]. In this case, the vector BFa, can be determined as:

BFa,{floc;; =3}=[10001111] (5.167)
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BFa,{floc;; =6}=[11111001] (5.168)

BFat{fZOCLt = 3}

=[10001001 5.169
o BFat{fZOCLt = 6}) [ ] ( )

BFa;(floc;) = <

For the case where there is no fault at time ¢, BFa, can be simply setto BFa, =[11111111].

C.2.5 Microgrid Formation set

Figure C. 6 describes the matrix MG$®* including all possible microgrid(s) formation options for the

reference 8-bus system with fault located at branch #2.

MW <€«—»

MVAR </-» :
: g : 3[: ISW*® |

SUBSTATION

FIGURE C. 6: MG®®t formation

In this case, MG$®* can be expressed by (5.170):

MG # bus# bus#
1

MGt =| 2 (5.170)
3
4

| 0
| 5 0
| 6 7
| 8 0

C.2.6 Non-Energized system buses

Figure C. 7 exemplifies the microgrid formation for cases with and without local DDG installed
capacity. In Figure C. 7(a), the bus #1 was protected by ISW #1 and stays connected to the main grid.
According to ISW #2, #3 and #4, the MG #1, #2 and #3 can be formed, respectively. In term of
resources, the DDG unit located at bus #4 corresponds to the area affected by the fault at branch #2.
On the other hand, there are PV, WT and ESS located within the possibly formed microgrids #1, #2
and #3. Nevertheless, as the PV, WT and ESS could not operate with droop/2™ for maintaining the

voltage and system frequency, these microgrids are considered as non-successful microgrids for
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operation in IS mode. Thus, except for bus #1 all the element of bus?*¢ are set to zero. Similar to case

(a), in Figure C. 7(b) three microgrids are formed. Among them, MG #3 could not operate in IS mode

as there is no DDG located within this area. However, the DDGs in this case were placed in the MG

#1 and #2, allowing these microgrids to operate in IS mode. In this case, bus #1 and the elements of

bus}*® corresponding to buses located within microgrids with successful IS mode can be set to one
(i.e., bus* =[10001110]).

MVAR </»
: g : 3[: ISwP

storm

MW <€«—»

SUBSTATION
00
MG #1
MW <«—>
MVAR </»

3[: 1SWb

SUBSTATION

(b)

© Bus no-energize

FIGURE C. 7: Microgrids formation and bus no-energize respecting to the location of DDGs

160



Appendix D: Feasible operating regions of DDGs

The operation range of the DDGs shown in Figure D. 1 has been derived with respect to the feasible
operating regions of DDGs [19].

Non-feasible operation region O Feasible operation region

DDG
Q

Qope

I I
I I
I I
I I
I
I $ Q.DDG,max |
I

: |
| Pbpe [
I I
| $ QiDDG,min I
z I

| Not permissible Not permissible
| (a) (b) |
| Qope Qope |
: Not permissible pF.DDGIst I
I ° S_DDG,max :

29
! | |
| Pobe Pope I
: |
I
| ) <’¢PFiDDG'4th Not permissible |
' (©) |
L - - =
\ I /
Combination operatioh boundary constraints
(@), (b), (c) and (d)
______________________ ]
<o> Boundary derivered by (a) 4\,} Boundary derivered by (c)
$ Boundary derivered by (b) o7 Boundary derivered by (d)

Qope

DDG
Feasible operation region

Pobe

DDG
Non-feasible operation region

FIGURE D. 1: Derivation of DDG feasible operation region
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In this work, it is assumed the DDGs are generating units and allowed to generate active power and
to exchange reactive power using the interfaced power electronic devices. Figure D. 1 shows the
procedure executed for extracting the DDGs’ feasible operation region. Table D. 1 summarizes the
relation between the constraints, Figure D. 1, and their relative parameters for determining the DDG’s

feasible operation region.

TABLE D. 1: Constraints and parameters related to the determination of DDG's feasible

operation region

Constraint  Fig. Parameters
# Dl PiDDG,min PiDDG,max QiDDG,min leDG,max PFiDDG,lst PFiDDGA-th SiDDG,max
(4.26) (@) 0 [0, R] - - - - -
(4.27) (b) - - [-R,0] [0,R] - - -
(4.28) © - - - - [0,R]  [0,R] -
(4.29) (d) - - - - - - [0, R]

The DDG i active power PiDD Gmin i (4.26) is set to as low as zero as the DDGs are supposed to be
operating as a source of active power. As such, the left-hand side of the operating region is excluded
as shown in Figure D. 1(a)-(d). The P”°“™ in (4.26), on the other hand, can be set according to

the DDGs maximum allowable power generation to adjust the right-hand side operating region as

illustrated by Figure D. 1(a). Nonetheless, P°°%™** is usually set to S”P%™* for allowing the

DDGs to generate their active power proportional to their size. Figure D. 1(b) illustrates the impact

of the reactive power limits, Q%" and Q”P%™* given by (4.27), on the DDGs feasible operation

region. They restrict the DDGs’ reactive power generated to and received from the main grid,

respectively. Hence, the DDGs feasible operating region is restricted. The power factor PFP¢'5

and PFiDDG’Mh in (4.28) limit the DDG’s minimum generated active power proportional to its

generated and received reactive power, respectively. As shown in Figure D. 1(c), PF,"?%'** and

PFiDDGA-th

adjust the angle of the radius located in the first and fourth quadrant of the DDG’s

operating circle. Finally, Figure D. 1(d) demonstrates the impact of the quadratic power constraint

(4.29). As can be seen, increasing SiDDG'm‘“‘ expands the perimeter of the DDGs feasible operation
circle. Finally, the feasible operation region for the DDGs can be determined by the constraints (4.26)-

(4.29) as shown in Figure D. 1(e).
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Appendix E: Linearization of absolute value operator

E.1 Linearization of Absolute Value Operator

In order to linearize the nonlinear expression z = |y| in the problem with objective function Min |y|,
where y is a continuous variable and the | .| is the absolute value operator, the auxiliary constraints
(4.89)-(4.90) are considered and the problem is reformulated as follows [118]:

Min z (4.88)
y<z (4.89)
-y<z (4.90)

where, (4.88)-(4.89) perform the function of the absolute value operator for y > 0, while (4.88) and
(4.90) do the same for y < 0.

E.2 Linearize the production between continuous and binary variables

Let z = A X b be the expression of the production between the continuous variable (A4) and the binary
variable (b), if A is bounded between zero and the big M i.e., A?9M  then, a representing variable z
can be introduced into the problem formulation subjected to (4.91)-(4.94) [83]:

z < APWM % p (4.91)
z< A (4.92)
z>A— (1—b)AbiaM (4.93)
0 <z < AbigM (4.94)
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Appendix F: Decision variables for OPF/LOPF problem

The decision variables of the model are formed by the combination of the groups of vectors of control
and dependent variables which are illustrated in the table below. Here it is worth noting that the
decision vector is the same for both 1S and GC operation modes. However, the relevant decision
variables, within the decision vector, are activated/disactivated by using the binary input parameter

I in the proposed problem.

TABLE F. 1: Control and dependent variables of the MINLP and MILP model for minimizing

their objective functions

Group Variables Type Set ~ xMILP3®  yMINLP3®  Qneration mode
# Vi k € IS GC
1 Viee WEF VteN: R Qs v v v
2 Siwe WEF VteN R Qg v v v v
3 b vteD, I Qps @V v v ]
4 zi™ Yt€Qr I Qpys v ] v )
5 PO vteD, R Qppe Y v v v
6 PRP¢  WeF vteOr R Qppg v v v v
7 Qe vteQ, R Qppe ¥ v v v
8 PP¢ WEF Vter R Qppg v v v v
9 el WEF Ytelr R Qppg v v v -
10 pih? VtENr R Qpgs v v v v
1 pe? VtENr R Qpgs v v v v
12 Q7 VEEN, R Qs v v v v
13 EESS VteEN, R Qg v v v v
14 b VtEQ, T Qs v v v v
15 P VEEQr R Qpee ¥ v - v
16 PlsS WeF VvteOr R Qpe v v . v
17 Q™ VtENr R Qpcc v v - v
18 PC WEF VteNr R Qpe v v i v
19 Ply: WEF VteO; R  Qy v v v .
20 Q. WEF YteQr R Quy v v v v
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Appendix G: Data information

G.1 Generator’s information

TABLE G. 1: DGs locations and static droop coefficients

Testsystem DG # Bus# mP n fr /A
(p.u.) (p.u) (pu) (pu.)
33-bus 1 1 0.05 0.05 1 1
Balanced 2 6 1.00 1.00 1 1
system 3 13 0.10 0.10 1 1
4 25 1.00 1.00 1 1
5 33 0.20 0.20 1 1
10476-bus 1 5 0.000042 0.00069 1 1.01
Balanced 2 18  0.000057 0.00095 1 1.01
system 3 120  0.000057 0.00095 1 1.01
4 345 0.000063 0.00104 1 1.01
5 598 0.000057 0.00095 1 1.01
6 848 0.000052 0.00087 1 1.01
7 5320 0.000078 0.00130 1 1.01
8 6913 0.000096 0.00160 1 1.01
9 8506 0.000089 0.00149 1 1.01
10 9568 0.000069 0.00116 1 1.01
11 8508 0.000078 0.00130 1 1.01
12 5851 0.000066 0.00110 1 1.01
13 6382 0.000114 0.00189 1 1.01
14 6913 0.000057 0.00095 1 1.01
15 7444 0.000057 0.00095 1 1.01
16 7975 0.000052 0.00087 1 1.01
17 9595 0.000066 0.00110 1 1.01
18 9037 0.000069 0.00116 1 1.01
19 9568 0.000078 0.00130 1 1.01
20 10012 0.000052 0.00087 1 1.01
25-bus 1 13 0.005 0.05 1 1.01
Unbalanced 2 19 0.01 0.10 1 1.01
system 3 25 0.005 0.05 1 1.01
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G.2 Data information exclusive for Chapter 4

TABLE G. 2: Daily information data input for the 33-bus and 25-bus test system

Time  of¢¢  APL, w! rt Time  of¢¢  APL, w! rt
(hy  ($/MWh) (%) (m/s) (kWim?) | (h) ($/IMWh) (%) (m/s) (KW/m?)
1:00 15.63 640 8.1 0 13:00  15.33 980 7.1 0.916
2:00 15.50 600 7.6 0 14:00 1621 1000 4.8 0.206
3:00 1463 580 7.6 0 15:00 1721 1000 3.8 0.390
4:00 1328 550 6.9 0 16:00  17.26 9.0 33 0.117
5:00 12.88 550 6.9 0 17:00  18.48 95.0 2.2 0.629
6:00 1231 570 7.0 0391 |18:00  20.03 950 05 0.368
7:00 12.07 640 70 0212 | 19:00 21.85 930 22 0
8:00 11.85 760 7.3 0.371 | 20:00  20.92 920 26 0
9:00 1210 880 6.2 0.592 | 21:00  20.06 920 4.8 0
10:00  12.87 95.0 7.2 0.752 | 22:00  19.17 930 6.2 0
11:00  14.01 980 7.1 0.868 | 23:00  17.41 88.0 4.8 0
12:00  14.88 1000 7.5 0.893 | 24:00  16.15 720 5.1 0

TABLE G. 3: Load weight and maximum duration of load curtailment 33-bus and 25-bus test

system
33-bus (balanced) 25-bus (unbalanced)
Bus W%oad Tfurt Bus w%oad Tlgurt Bus w%oad Tlg‘urt Bus W%oad Tlgurt

() (h) (h) (h)
1 0 24 18 0.024 19 1 0.000 24 18 0.037 17
2 0.027 19 19 0.024 19 2 0.000 24 19 0.056 15
3 0.024 19 20 0.024 19 3 0.033 17 20 0.033 17
4 0.032 18 21  0.024 19 4 0.047 15 21  0.037 17
5 0.016 21 22 0.024 19 ) 0.037 17 22 0.047 15
6 0.016 21 23 0.024 19 6 0.037 17 23 0.056 15
7 0.054 14 24 0.113 4 7 0.000 24 24 0.033 17
8 0.054 14 25 0.113 4 8 0.037 17 25  0.056 15
9 0.016 21 26  0.016 21 9 0.056 15
10 0.016 21 27 0.016 21 10 0.033 17
11 0.012 21 28 0.016 21 11 0.042 17
12 0.016 21 29 0.032 18 12 0.047 15
13 0.016 21 30 0.054 14 13  0.033 17
14 0.032 18 31 0.04 16 14 0.047 15
15 0.016 21 32  0.057 14 15 0.124 4
16  0.016 21 33 0.016 21 16  0.037 17
17  0.016 21 17 0.037 17
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TABLE G. 4: Characteristic of the DDG, WTs, PVs, ESS, transformer, and transmission line

33-bus (balanced)
No. Bus S™a* CRPP¢  Mode PF Emax/gmin  max
(kVA)  (cflkwh) (GCI/IS) (kWh) (A/Y)

DDGs 1 2 1500 11.105  PQ/2™ - - -
2 9 900 7.806 PQ/2 - - -
3 8 1700  11.165  PQ/2™ - - -
4 22 500 7.316 PQ/2 - - -
5 25 2000 11.418 PQ/2 - - -
WTs 1 18 100 - PQUY  1.00 - -
2 24 150 - PQUY  1.00 - -
3 27 100 - PQ  0.95 - -
4 32 100 - PQ  0.95 - -
PVs 1 24 100 - PQUY  1.00 - -
2 29 200 - PQUY  1.00 - -
3 31 200 - PQUY  1.00 - -
ESSs 1 21 350 - PQ - 550/160 -
2 25 200 - PQ - 400/80 -
3 33 200 - PQ - 400/80 -
TR - 1 5300 - - - - -
Line 1-8 - - - - - - 500
9-32 - - - - - - 200
25-bus (unbalanced)
No. Bus S$™a* (CRPPG  Mode PF Emax/gmin  max
(kVA)  (cflkw) (GCI/IS) (kWh) (A/Y)
DDGs 1 13 2000 11.148  PQ/2m - - -
2 19 1400 11.105 PQ/2m - - -
3 25 2500 11.165  PQ/2 - - -
WTs 1 12 100 - PQUY  1.00 - -
2 22 200 - PQ"  0.95 - -
PVs 1 5 150 - PQUY  1.00 - -
2 15 150 - PQUY  1.00 - -
ESSs 1 5 250 - PQ - 500/100
2 17 350 - PQ - 700/140
TR - - 5000 - - - - -
Line 1-6 - - - - - - 700
7-24 - - - - - - 350
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TABLE G. 5: General parameter information

Parameter Value
PiDDG,mlTL/PiDDG,max O/S max

Q.DDG,min/QiDDG,max —0.25™a /4+0.6S™ax

4

Vv 1.01/1.05
fbus/kiw 214
, JAth
PFPPG1st  ppbDG.At 0.4/0.4
o Fuel 0.007 $/Mcf [119]
ESSmi ESS, max max
Qi mm/Qi max —0.6S /_|_0.6S
UiESS 95 %
PFiTR.lst/PFiTRA’th 075/075
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G.3 Data information exclusive for Chapter 5

TABLE G. 6: Set of scenarios and their probability obtained by fast forward selection and

their corresponding calendar day/year for WT and PV

Season Details
Fall Scenario {80, 352, 694, 717, 718}
Day # 324, 322, 300, 323, 324
Year 2008, 2011, 2015, 2015, 2015
nsw_;'i" {0.385, 0.024, 0.519, 0.048, 0.024}
Winter  Scenario {291, 554, 586, 669, 854}
Day # 352, 342, 374, 366, 369
Year 2011, 2014, 2014, 2015, 2017
n‘s‘fsii" {0.042, 0.403, 0.120. 0.093. 0.341}
Spring  Scenario {34, 103, 127, 563, 564}
Day # 94,71, 95, 76, 77
Year 2008, 2009, 2009, 2014, 2014
ng;'f;’ {0.111, 0.021, 0.447, 0.405, 0.016}
Summer Scenario {152, 341, 342, 525, 619}
Day # 212, 219, 220, 221, 224
Year 2009, 2011, 2011, 2013, 2014
n‘s‘fsiio {0.523, 0.335, 0.014, 0.067, 0.061}

TABLE G. 7: The most vulnerable wind scenarios and their corresponding date

Season  Corresponding date max (v¥27rst)
day month  year m/s (m/s)®

Fall 19 November 2012 15.83 20.37

Winter 18  January 2011 16.11 20.74

Spring 12 Mars 2012 16.66 21.44

Summer 01 June 2010 15,55 20.01

TABLE G. 8: Parameter for generating scenario

Parameters Unit Set belong Values

NPT - - 10000 pP/gPo - ViEQuy 65/15

NZINY - - 5/5  ufomdjgeond - VieQuy 47/9
vft mis Vi€ Qir 4 gbrmvul - - 0.05
v mis  VIiEQPR 26 plwptt mis - 20/40
v/ * m/s Vi€ QyT 16 MTTR™ h - 2
Rf kW/m?2 Vi€ Qs 0.15 hloV[plow  h - 2/3
RSTP kwim? VIEQE" 1 pMIMplh - 3/4

Jgust - - 1.287
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TABLE G. 9: Characteristic of the 33-bus test system

Line fo tb R X  pbr pNPole phpeck glpeak yload
No. # # (ohm) (ohm) (m) (kW)  (kvar)

1 1 2 0.092 0.047 100 4 100 60 0.027
2 2 3 0492 0.251 500 14 90 40 0.024
3 3 4 0365 0.186 350 10 120 80 0.032
4 4 5 0380 0.194 350 10 60 30 0.016
5 5 6 0.817 0.706 800 21 60 20 0.016
6 6 7 0187 0.618 200 6 200 100 0.054
7 7 8 0710 0.235 700 19 200 100 0.054
8 8 9 1.028 0.739 1000 26 60 20 0.016
9 9 10 1.042 0.739 1000 26 60 20 0.016
10 10 11 0.196 0.065 200 6 45 30 0.012
11 11 12 0374 0.124 350 10 60 35 0.016
12 12 13 1.465 1.153 1500 39 60 35 0.016
13 13 14 0540 0.711 550 15 120 80 0.032
14 14 15 0.590 0.525 600 16 60 10 0.016
15 15 16 0.745 0544 750 20 60 20 0.016
16 16 17 1286 1.718 1300 34 60 20 0.016
17 17 18 0.731 0.573 700 19 90 40 0.024
18 2 19 0.164 0.156 150 5 90 40 0.024
19 19 20 1501 1353 1500 39 90 40 0.024
20 20 21 0.409 0.477 400 11 90 40 0.024
21 21 22 0.707 0.935 700 19 90 40 0.024
22 3 23 0.450 0.308 450 12 90 50 0.024
23 23 24 0.89 0.708 900 24 420 200 0.113
24 24 25 0.894 0.700 900 24 420 200 0.113
25 6 26 0.203 0.103 200 6 60 25 0.016
26 26 27 0.284 0.144 300 9 60 25 0.016
27 27 28 1.057 0.932 1000 26 60 20 0.016
28 28 29 0.802 0.699 800 21 120 70 0.032
29 29 30 0.506 0.258 500 14 200 600 0.054
30 30 31 0972 0961 950 25 150 70 0.040
31 31 32 0.310 0.361 300 9 210 100 0.057
32 32 33 0.340 0.529 350 10 60 40 0.016

Total 3715 2300
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TABLE G. 10: General parameters

Elements Parameters Unit/detail  Values Level problem
outer inner
DDG gfuel $/kWh 0.0205 v v
nPbe per unit 0.370 v v
oRBS $/kW 1300 v v
abdh $/kWh 0.003 v v
KEPS kg/kWh 201.6 v -
Mode for GC/IS  PQ/2™ - v
pppemax MW 4.0 v -
PROC KW 100 v -
Vv p.u. 1.01/1.05 - v
ki® - 4 - v
PFiDDG,lst _ 0.4 - v
PFiDDG,4th _ 0.4 _ v
XDDG,min/XDDG,max _ -0.2/0.6 - v
WT ot $/kW 1686 v -
o $/kW/year 46 v -
Mode for GC/IS  pQUy - v
prTmax MW 0.6 v
PYT, KW 100 v -
PV ahl, $/kW 2277 v -
Obbm $/kW/year 21 v -
Mode for GC/IS  PQuiy - v
pfvmax MW 0.3 v -
PEY, kW 100 4 -
ES oy $/KW 300 v -
Toam $/kW/year 80 v -
oy $/kWh 350 v -
ok $/kWh 8 v -
Mode for GC/IS PQ - v
ppmax MW 0.3 v -
PES, KW 100 4 -
rES - 5 v v
DoD™® % 70 - v
nks % 95 - v
SoC° % 50 - v
XES,min /XES,max _ -0.6/0.6 _ v
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TABLE G. 10: General parameters (continue)

Elements Parameters Unit/detail  Values  Level problem

outer inner

TR §TRmax kVA 5300 - v

XTR,min/XTR,max _ -0.6/0.6 _ v

pFRIst - 0.75 - v

PEIRAt - 0.75 - v

Voce p.U. 1.05 - v

Network ppusmax kVA/ph  6.004.00° v -
[prmax AMY 500 - v

prnex AMY 350 - v

SSW o $/SSW 64.3 v -
Toam $/h 1.15 v -

General Ny h 24 - v
TL year 10 v -

KERIP kg/kWh 143 v -

geurt $/kWh 3.4 - v

pcv! $/kv 1.1 - v

Spase kVA 1000 v v

Viase kV 12.66 - v

512'4”1 deg. 90 - v

Lot - 15 - v
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